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Abstract: This paper investigates how to develop a learning-based demand response approach for
electric water heater in a smart home that can minimize the energy cost of the water heater while
meeting the comfort requirements of energy consumers. First, a learning-based, data-driven model of
an electric water heater is developed by using a nonlinear autoregressive network with external input
(NARX) using neural network. The model is updated daily so that it can more accurately capture the
actual thermal dynamic characteristics of the water heater especially in real-life conditions. Then,
an optimization problem, based on the NARX water heater model, is formulated to optimize energy
management of the water heater in a day-ahead, dynamic electricity price framework. A genetic
algorithm is proposed in order to solve the optimization problem more efficiently. MATLAB (R2016a)
is used to evaluate the proposed learning-based demand response approach through a computational
experiment strategy. The proposed approach is compared with conventional method for operation of
an electric water heater. Cost saving and benefits of the proposed water heater energy management
strategy are explored.

Keywords: electric water heater; energy conservation; thermodynamic modeling; demand-side
management; smart homes

1. Introduction

Electricity consumption in residential markets will undergo fundamental changes in the next
decade due to the emergence of smart appliances and home automation. A key requirement for the
smart appliances within the smart grid framework is the demand response (DR). DR is defined as
changes in electricity usage by end-use customers from their normal consumption patterns in response
to changes in the price of electricity (price-responsive DR), or to incentive payments designed to induce
lower electricity use at time of high wholesale market prices or when system reliability is jeopardized
(curtailable DR) [1]. This paper focuses on price-responsive DRs.

A primary component for a successful price-responsive DR program is an intelligent home
automation system (HAS). Basically, a HAS receives information about weather forecast, dynamic
electricity pricing, device operating characteristics, usage requests, etc. and autonomously makes
control decisions and sends control actions to smart appliances. The task of the HAS is to produce an
optimal solution for a weighted combination of objectives and determine a series of control actions to
take over time to manage the operation or energy consumption of all home appliances.

According to [2], the top electricity consumptions in US homes are heating, ventilation and
air conditioning (HVAC), electric stoves, water heating, refrigeration, lighting, dryer, dishwasher,
computers and television. Among these appliances, HVAC, water heating, dishwasher and dryer
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are primary DR capable appliances. Significant research efforts have been focusing on developing
demand response and energy management for HVAC [3,4]. Particularly, Zhang et al. [3] developed a
learning-based HVAC energy management system mechanism that can identify and update energy
consumption model daily for an HVAC to determine an optimal DR policy, which makes the DR
management of HVAC adaptive to seasons, users and house condition changes and therefore more
efficient. However, except for HVACs, learning-based DR researches on other DR capable appliances
and are limited.

Electric water heater (EWH) is one of the commonly-used appliances in a house and is also a
major DR capable appliance. According to [5], it accounts for 7.5% to 40% of total domestic energy
usage. When comes to the mechanism of EWH, there are some similarities between HVACs and EWHs.
By controlling the power input, both systems can provide different temperature output for the need
of consumers. In addition, they have similar thermodynamic equations. However, there are several
obvious differences between a HVAC and an EWH system. First, EWH must meet the minimum
temperature tolerance of a customer; otherwise, the customer might get cold water during shower
which is unacceptable compared to the comfort impact due to control error in a HVAC system. Second,
conventional water heaters have a water tank which can be considered as a thermal energy storage
unit. Therefore, optimal energy management can be applied to an EWH in a similar way as the energy
management in electric vehicles and solar PV systems [6]. Third, equivalent hot water stored in a
water tank must be managed properly. Otherwise, there will not be sufficient hot water available to
meet customer demand.

For energy optimization and demand response using EWHs, Du et al. [7] proposed an approach
of solving the EWH commitment problem instead of solving the optimization problem through a
two-step scheduling process, in which the EWH model is based on an estimated EWH thermal model.
In [8], the authors used an on/off model to determine the operation of an EWH, which would certainly
make results obtained different from the actual EWH behavior especially for those new EWHs having
adjustable operational capability. In addition, the water demand or customer comfort factor was not
integrated with the optimization of EWH operation, and the optimization problem was focusing on
balancing wind power generation with energy consumption of multiple EWHs. Xu et al. [9] presented
a detailed study on the partial differential equation (PDE) physics-based model of an EWH. However,
unlike a data driven or learning based model, the model presented in [9] cannot reflect EWH model
variations caused by external conditions and over time. Belov et al. [10] used a fixed EWH thermal
model and a two-stage optimization process to determine the operation of an EWH in a double-price
tariff framework between day and night, in which the energy-comfort and expense-comfort issues are
considered. In [11], the same approach of [10] was used to determine the optimal operation of multiple
EWHs in a demand response framework.

In general, in all the above works, the EWH model is typically fixed instead of adaptive over
time; water demand forecast, a critical factor to determine EWH demand response, is not properly
considered in the EWH optimization problem formulations; the relationship between the water
temperature of EWH tank and the warm water demand actually needed by users is not addressed; and
the operation of the EWH is based on a simplified on/off mechanism. All these factors are properly
considered and addressed in this paper. The paper develops learning-based adaptive algorithms
to learn EWH energy consumption model and customer behavior on hot water demand to enhance
energy management technique of an EWH system in a DR framework under different seasons, weather,
and user conditions. The learning-based algorithms are integrated into the EWH optimization problem
and the supply–consume relation between the temperatures of hot water in EWH tank and warm water
needed by consumers is properly considered. Therefore, the special features of the paper include:

• A mechanism to develop a data driven NARX (nonlinear autoregressive network with external
input) model for a typical electric water heater through learning the “measured” data, and the
EWH model is updated daily through learning with new data.
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• A prediction method to estimate customer water demand behavior on the household electric
water heater, by which the customer’s hot water volume consumption is collected, updated, and
learned daily.

• An EWH supply–consume model to compute equivalent warm water that can be used by users
when the average water temperature in EWH tank is either higher or lower than the demanded
water temperature needed by users.

• A genetic algorithm to determine the optimal energy management of EWH to minimize the
energy consumption cost. The optimization is obtained based on learned customer’s hot water
usage pattern, learned thermal dynamic model of EWH system, and day-ahead electricity price.

In the sections that follow, the paper first analyzes conventional water heater model and control
methods as well as how to build them into an EWH simulation system using MATLAB Simulink in
Section 2. In addition, Section 2 presents how to obtain a data-driven EWH model by training artificial
neural networks based on target data generated from the EWH simulation for a typical household.
In Section 3, a hot water supply–consume model is proposed to determine the maximum capability
of the EWH. Section 4 presents a genetic algorithm based optimization algorithm that can minimize
the EWH energy consumption cost while maintaining the comfort of customers. Section 5 gives
the simulation results and comparison study based on MATLAB. The simulation combines different
environmental conditions with EWH neural network model, hot water demand prediction model and
dynamic electricity prices for DR development and evaluation. Section 6 concludes the paper.

2. Electric Water Heater Modeling

2.1. Basic Structure of Water Heater

A water heater typically uses gas or electricity to heat the water and to meet the demand of the
household occupants. Most residential water heaters in North America have traditionally been the
tank-type water heater. It consists of a cylindrical vessel or container that keeps water warm or hot to
make the water be ready to use by occupants at any time. Typical sizes of residential water heaters can
hold water ranging from 20 to 100 gallons. These water heaters may consume energy from electricity,
natural gas, propane, heating oil, solar, or other energy sources. This paper focuses on electric water
heaters, one of the most popular water heaters used in a common U.S. household.

The water tank of an EWH usually has one pipe on the bottom of the tank used to pump cold
water into the tank and one pipe on the top of the tank used to lead hot water out from the tank as
shown in Figure 1a. There are commonly one or two heating elements inside the tank. A tanked
EWH has the advantage of using electricity at a relatively slow rate compared to a tankless water
heater because it can store the hot water in the tank for later use. The disadvantage is that, to keep the
water hot in the tank and be ready to use at any time, the heating system of the EWH has to be turned
on occasionally.
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For a tanked EWH with conventional control, the water is maintained at a constant temperature
setting point due to the lack of knowledge of customer water usage behavior and comfort preference.
Figure 1b illustrates traditional EWH on–off control method. In general, when water tank temperature
reaches an upper limit, the heater turns off; when it reaches a lower bound, the heater turns on.
According to [4], the average heating time of a household EWH is around 2.6 h per day. Since the
conventional EWH cannot recognize high and low price hours, there is a large room for improvement
in control optimization. In addition, without optimization, the tank size must be large enough, because
undersize tank may not meet the comfort requirement of a customer at peak usage hour.

2.2. Thermodynamic Model of Water Heater

The thermal dynamic model of an EWH was traditionally derived based on system energy
balancing relation as shown in [7]. Basically, power enters an EWH and heats the heating elements
and water in the tank; hot water flows out of the tank for the customer to use. In addition, thermal
energy losses due to imperfect thermal insulation make up a part of the power consumption. Hence,
the mathematical model of the EWH thermal system [12] can be represented as:

dTtank
dt

+

.
mc + hA

Mc
Ttank =

.
mcTinput + hATamb + Q(t)

Mc
, (1)

where M (kg) is the mass of water in the tank, c (J/kg ◦C) is the specific heat of water,
.

m (kg) is the
mass flow rate, h is the heat transfer coefficient for convection to the ambient, A (m2) is the area of heat
transfer which is the surface area of water tank, Ttank (◦C) is the average temperature of the tank as
water in tank is considered as ideally homogeneous; Tinput (◦C) is the temperature of the input cold
water, Tamb (◦C) is the temperature of the environment, and Q(t) (W) is the heating element power.

2.3. Simulink Model of Electric Water Heater

An overall EWH system, based on Equation (1), was implemented using MATLAB Simulink, as
shown in Figure 2. The input settings of the system go to the thermal model as well as to the unit
conversion block. The thermodynamic model is implanted in the thermal model. It calculates tank
temperature based on electric power input, input cold water temperature, environment temperature,
and mass flow rate. The maximum capability block calculates the maximum hot water volume
ready to be used based on several input settings and tank temperature obtained from EWH Thermal
block. Then, temperature of the EWH can be obtained by running the simulation model for 24 h.
By default, the initial EWH temperature is set as 10 ◦C (50 ◦F). All parameters are first converted to the
International System (SI) of units before being applied to the EWH simulation model.
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Energy consumption of an actual EWH is much more complicated because the parameters
associated with the EWH model could be largely deviate from manufacturer’s specified values and
EWH heat transfer mechanism is more complicated than that represented in Equation (1). In addition,
the power efficiency of the water heater could change over time due to aging problems and change
in environment conditions. As a result, developing a learning mechanism that can update the EWH
model on schedule and adapt changes in the parameters is critical for the optimal energy management
of an EWH.
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2.4. Generating Training Data

As mentioned above in Section 2.2, the output temperature of an EWH tank at hour n, Tn
tank,

depends on the previous tank temperature Tn−1
tank , current power input Qn, water demand Wdn, input

cold water temperature Tn
input and ambient temperature Tn

amb. Based on this analysis, the EWH model
with its inputs and outputs can be represented by:

Input: X =


Tn−1

tank
Qn

Wdn

Tn
input

Tn
amb

Output: Y = Tn
tank = f (X), (2)

where the training target data for an adaptive EWH model was generated through the model shown in
Figure 2. By providing random input power Q within the rated power limit of 4500 W, Wd, Tn

input and
Tn

amb to the model, with a simulation time step of 1 s and simulation length for 24 h, the output target
temperature data are generated and collected.

Since the electricity price and weather forecast obtained from electric utility company and U.S.
national weather service were broadcasted in hours, in this paper, we divided each day into 24 time
slots, i.e., one hour for each time slot. Hence, the proposed EWH model needs to be represented or
generated based on hours, which means that all the input and output data of the EWH model should
be represented in terms of hours. Therefore, after getting the raw data from the EWH simulation
model shown in Section 2.2, the data need to be processed into hourly data. The temperature data are
converted into hourly mean, EWH power input is converted into hourly mean, and the water demand
in each hour is the summation of total water demand in that hour. Table 1 shows a set of processed
hourly data obtained from the MATLAB EWH simulation model.

Table 1. Neural Network modeling input and target data (Note: T(◦C) = (T(◦F) − 32) × 5/9, 1 gallon =
0.00378541 m3).

Input Target

Tank Temperature
(◦F)

Power Input
(W)

Water Demand
(gal)

Inlet Water
Temperature (◦F)

Ambient
Temperature (◦F)

Outlet Water
Temperature (◦F)

162.43 3643.5 1.17 48.80 51.64 179.81
179.81 789.5 3.18 48.50 51.61 171.01
171.01 276.4 1.78 48.53 48.33 160.50
160.50 1893.7 3.34 49.50 46.46 161.80
161.80 278.2 4.24 49.80 53.94 149.91
149.91 1655.4 2.70 50.65 51.85 151.20

2.5. Learning NARX EWH Model

Several methods have been applied in the modeling of residential HVACs and EWHs. Besides the
PDE model presented in [9], a third-order polynomial linear regression function to build a data driven
model for an HVAC system was proposed in [7]. However, the linear regression method only performs
a best fitting line or a best fitting plane, which could result in a considerable error when applied to
EWH with highly nonlinear characteristics. In [13], an artificial neural network for predicting domestic
hot water characteristics is presented. However, it has a relatively high error rate. To overcome the
challenge, a NARX model using neural network is proposed to learn the actual EWH model.

NARX is a recurrent dynamic network, with feedback connections enclosing several layers of the
network. We implement the NARX model by using a feedforward neural network to approximate the
model. Using NARX, we can predict time series output given past values of the same time series and
the feedback input.

We used a three-layer network to learn the EWH model, which consists of an input layer, a hidden
layer, one output layer, and one feedback connection from the output of the network to the input of
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the network. The input layer consists of five inputs represented by X shown in Equation (2), which
also includes the feedback input. The hidden layer has 10 neurons. The output layer gives or predicts
the water temperature of the tank at the next time slot. In this paper, a Levenberg–Marquardt method
was used as the training method to train the network. The NARX structure of the network generated
by using MATLAB Neural Network toolbox is shown by Figure 3.Energies 2017, 10, 1722  6 of 16 
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The processed data for a period of one week are divided into training, validation and testing datasets
with proportions of 70%, 15% and 15%, respectively. The NARX training performance evaluation is
shown in Figure 4, which contains four subfigures for performance evaluation corresponding to
training, validation, testing and overall datasets. Each subfigure shows in the output-target plane:
(1) the neural network output and target data pairs; (2) line regression of the output and target data
relationship; (3) a line of Y (output) = T (target); and (4) an R value for measuring the goodness-of-fit.
For the best training effect, the regressed line should overlap with the Y = T line and R value should
be 1. As shown in Figure 4, the network was well trained.
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After the training, we can obtain a NARX neural network function f (X) = NARX(X) with

input X =
(

Tn−1
tank , Qn, Wdn, Tn

input, Tn
amb

)T
and output Tn

tank. Note that the network training is updated
every day with new data to make the trained network able to capture the EWH energy consumption
properties under different seasons, weathers and household conditions. By using NARX (•) function,
EWH water temperature can be predicted recursively as:

Tn
tank = NARX

(
Tn−1

tank , Qn, Wdn, Tn
input, Tn

amb

)
. (3)

3. Hot Water Supply–Consume Model

In this paper, a new way of modeling the supply of hot water is proposed. We proposed the virtual
concept of maximum hot water capability Wmax (gallon) to represent the maximum hot water volume
the water heater can provide. Wmax is a function of Ttank, Q and Tbase in which Tbase is the lowest
temperature consumers can accept as usable hot water, and is a variable due to seasonal changes.
The whole tank of water is regarded as hot water when Ttank is above Tbase; otherwise, it is regarded
as not usable cold water.

The Wmax we proposed in the Supply–Consume model is a virtual water volume; instead of
showing the real hot water volume inside the tank, it take into account the total volume of hot water in
the coming hour. If Wmax is larger than Wd, it means the scheduled Q is a valid power consumption
solution, which meets the customer demand. This constraint of Wmax larger than Wd will be used
in later optimization constraint sets in Equation (8). In addition to Wmax, we proposed a term called
equivalent hot water Weq (gallon) to represent the actual hot water consumers can use given Ttank
because, when water from hot-water faucet is too hot, consumers normally mix it with cold-water
faucet water to get a moderate temperature.

Therefore, if Ttank is below Tbase, the equivalent hot water volume Weq is zero since nothing is
usable; if Ttank is above Tbase, Weq would be larger than tank volume. It will consist of hot water stored
in the tank mixed with the cold water from the cold-water faucet. The hotter the water in the tank, the
larger the equivalent hot water volume Weq will be. Take 110 ◦F as the base temperature and 50 ◦F
as the cold-water faucet temperature for example, an adjustable coefficient (Ttank − 50)/60 should be
applied to obtain the equivalent hot water volume Weq shown as:

Wn
eq = VtankKe

Tn−1
tank − 50

60
. (4)

The equation is developed based on specific heat formula and the first law of thermodynamics.
In Equation (4), Ke is the efficiency of the tank heat preservation and it is usually set as 0.7 due to
heat dissipation.

In addition to Weq, Wmax also includes Re which is the part of water heated up by heating elements.
It is calculated based on empirical Equation (5) provided by EWH company shown in [14].

Rn
e =

Qn × 5.85× 70
103 × ∆Tn =

Qn

δ
(

Tbase − Tn−1
tank

) . (5)

where ∆T is the temperature difference between Tn
input and Tbase. δ is an empirical constant that equals

2.442. The volume of the water tank Vtank in this paper is sized as 50 gallons or 0.189271 m3, a typical
residential EWH tank size. The maximum heating element power rating is set as 4500 W. In [8],
the relationship between different water heater tank sizes and power rating was discussed among
different households. This paper will focus only on optimal energy management of EWH.

As mentioned above, if Ttank is lower than Tbase, Wmax only depends on the newly heated water
since the water in tank is not usable. In addition, since Equation (5) is an empirical formula, it does not
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consider the situation that Ttank is very close to Tbase; hence, we build a regression model replacing the
recovery rate formula in order to avoid invalid results.

Wn
max = C

(
Tn−1

tank

)
VtankKe

Tn−1
tank − Tn

input

Tbase − Tn
input

+ Re(Qn) , (6)

where, C
(

Tn−1
tank

)
=

{
1 i f Tn−1

tank ≥ Tbase
0 otherwise

, (7)

Re(Qn) =


Qn

δ
(

TbaseTn
input

) i f Tn−1
tank ≥ Tbase

Qn

70δ(TbaseTn−1
tank)(Tn−1

tank+20)
otherwise

. (8)

Thus, considering the above factors, Wmax can be calculated using Equations (6)–(8). The maximum
capability we can have given different tank temperature and input power with Tbase equal to 110 ◦F is
shown in Figure 5.Energies 2017, 10, 1722  8 of 16 
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We proposed Algorithm 1 to integrate Equations (4)–(8). By using Algorithm 1, we can get
the maximum capability Wmax of each hour and use it as one of the constraints later in Section 4.3.
In Algorithm 1, we have tank temperature Ttank in advance by using Equation (3).

Algorithm 1: Calculating Maximum Capability of EWH

1: T0
tank = T24

tank at the previous day
2: for n = 1 to 24 do

3: Tn
tank = NARX

(
Tn−1

tank , Qn, Wdn, Tn
input, Tn

amb

)
4: if Tn−1

tank ≥ Tbase

5: Wn
max = VtankKe

Tn−1
tank−Tn

input
Tbase−Tn

input
+ Qn

δ
(

Tbase−Tn
input

)
6: else

7: Wn
max = Qn

70δ(Tbase−Tn−1
tank)(Tn−1

tank+20)
8: end if
9: end for

4. Optimizing EWH Power Input under Demand Response Framework

The demand pattern of customer is an important reference in EWH energy management. If we
can accurately predict the demand pattern in advance, it is then possible to arrange demand side
management (DSM) in designed time slots [6]; the EWH can work on schedule and can save
considerable amount of energy.
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4.1. Forecasting the Customer’s Demand Pattern

For different houses, the demand pattern is always unique [8,15]. Even in the same household,
in different seasons such as summer and winter, the demand pattern is also different. Because of this
unique feature, it is necessary to develop a prediction mechanism for each individual household.

Several methods have been proposed to forecast the customer’s demand pattern using the history
consumption data of the customers. In [16], a Bayesian updating approach is applied to learn the
probability of customer hot water usage behavior at each hour, in which a large data set is needed to
learn the model before using it. Other methods, including seasonal naïve and seasonal decomposition
in conjunction with exponential smoothing (STL and ETS), were discussed in [17]. However, when
initially starting the DSM for an appliance, the forecast process starts with very limited historical data
available for modeling. Hence, using the above methods will lead to considerable error.

In addition, the residential hot water consumption pattern has a lot of uncertainty due to stochastic
events such as guest visiting, vacations, etc., thus many studies affirmed the inability to model
and predict domestic hot water consumption [18–20]. To overcome these challenges, [17,20] used
models that have multi-function prediction. Inspired by these models, this paper uses a time series
decomposition forecasting methods, seasonal autoregressive integrated moving average (ARIMA)
to forecast customer water demand pattern. The seasonal ARIMA (p,d,q) (P,D,Q)m model is a
well-established modeling technique that combines autoregressive (AR) part, moving average (MA)
part and integrated (I) part of a prediction progress where parameters p, d, and q are non-negative
integers representing the order of the AR model, degree of difference and the order of the MA model.
Comparatively, parameters P, D, and Q are seasonal AR, MA and I parts of the model. In addition,
m refers to the number of periods in each season. Figure 6 shows the performance of five forecasting
methods given the real public load forecasting data from Global Energy Forecasting Competition 2014
(GEFCom2014). It includes Seasonal mean method, MA method, ARIMA (3,1,1) with seasonal MA,
ARIMA (1,1,1) (1,0,2)24 and ARIMA (1,1,2) (1,0,0)168. The fourth and fifth methods are chosen from the
optimal methods in [17]. The red line is the target load data from GEFCom2014, it has a two peaks in
each 24 h interval and also a long term tide. All five forecast methods can follow the two peaks but
they all have error to some extent in forecasting the long term load tide. The initial learning week is
not shown in the figure.
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In this paper, we use the most general practices to evaluate the performance of the forecast
methods, including the normalized mean absolute error (nMAE), normalized root mean square error
(nRMSE) and mean absolute scaled error (MASE) of different forecast methods as defined in [17,21].
Table 2 summarizes the performance of the above five methods. In Table 2, ARIMA (1,1,2) (1,0,0)168

has the best performance in nMAE and MASE; ARIMA (3,1,1) with SMA24 perform better in nRMSE.
Therefore, ARIMA (1,1,2) (1,0,0)168 is chosen as the optimal forecast method in the optimization
algorithm latterly used in this paper. To have more accurate forecast model, different climate and
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economic scenarios [22] should also be put into consideration. Due to limitation of space, further
discussion is not included.

Table 2. Model Fitting Results for EWH Consumption.

Method
Performance Measures

nMAE nRMSE MASE

Seasonal Mean 0.7502 0.9182 0.9743
MA 24 0.8213 0.9683 0.9638

ARIMA (3,1,1) with SMA 24 0.6045 0.7708 0.7851
ARIMA (1,1,1) (1,0,2)24 0.6756 0.9571 0.8774
ARIMA (1,1,2) (1,0,0)168 0.5815 0.8112 0.6824

4.2. Day-Ahead Price

In a flat electricity price market, a customer would use an appliance without the concern of price
changing. However, in a price fluctuating market, which is the real situation, customers are encouraged
to shift the working hours of appliances because consume electricity with low price will reduce their
utility bills. The 24-h electricity price can be provided by an electric utility one day ahead under a
dynamic pricing program. The real-time electricity price and day-ahead price of a utility company can
be found in [23]; the company serves about 2.4 million customers in Illinois and Missouri. Figure 7
shows the seven-day electricity price posted on their website starting on 1 October 2015.
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With the day-ahead price, one can develop power management algorithm for EWH to optimize
the cost of the EWH by decreasing energy consumption during higher price hours and increasing
energy consumption during lower price hours. This would help to cut down the electricity bill of
the customer. In addition, some constraints should be considered to maintain the comfort experience
of customer.

4.3. Genetic Algorithm Based Optimization

The optimization of electricity cost has been investigated in [24] for HVAC demand response using
particle swarm optimization. For nonlinear models, global search metaheuristic methods are efficient
to find near-optimal solutions. In our paper, we chose genetic algorithm (GA) based optimization
method to search for input power solution that has the minimum energy cost.

The objective of the GA-based optimization is to minimize the cost of electricity used by EWH.
It can be modeled as:

Minimize: Cost(Q) = ∑24
n=1 Pn ×Qn (9)

Subjectiveto:

{
0 ≤ Qn ≤ Qmax n = 1, · · · , 24
0 ≤Wdn ≤Wn

max
(10)
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In Equations (9) and (10), Pn and Qn represent day-ahead electricity price and power input of
EWH at hour n, respectively. The constraints in Equation (10) are the range of EWH power and the
range of EWH capability. Wn

max is determined by using Algorithm 1. Water tank is similar to other
energy storage units but the cost to “charge” and “discharge” is negligible compared to battery and
fuel cells, hence there is no constraint put on switch times. The detail of the GA-based algorithm is
explained in Algorithm 2.

Algorithm 2: GA-based EWH optimization

1:
Population initialization: generating a population of k chromosomes randomly within the power range
Chrj =

{
Q1, Q2, · · ·Q24}, j = 1, · · · k. 0 ≤ Qj ≤ Qmax

{Execute GA algorithm}
2: for i = 1 to Nlimit do
3: Calculate Wdn using ARIMA (1,1,2) (1,0,0)168

4: Calculate W j
max using Algorithm 1

{Calculating the fitness of each chromosome}
5: for j = 1 to k do
6: If 0 ≤Wdn ≤Wn

max then

7: F
(

Chrj
)
← −

24
∑

n=1
Pn ×Qn, j = 1, · · · k.

8: else

9: F
(

Chrj
)
← −10000

10: end if
11: Call GA Routine according to [25]
12: end for
13: end for
14: Collect the best chromosome, i.e., the best power input solution for the cost function in (9)
15: Output the best fitness value Fbest, i.e., the minimum cost for operating EWH

With the above DSM, customers can have the lowest cost spend on EWH while their comfort of
using the hot water remains the same.

4.4. Win–Win Situation for System Operator and Customer

From the grid side, to meet all the energy demand from customers, the grid capacity needs to
be designed to satisfy the peak power demand. In a typical household, the load will be much higher
when customers are active at home. The main consumption time of conventional EWH is during
7:00 a.m.–11:00 a.m. and 6:00 p.m.–12:00 a.m., i.e., when people usually have showers [26]. When
performing EWH DSM, it is ideal to shift the EWH load from formal peak hours to valley hours to
reduce the peaks. The valley hours corresponds to hours when appliances are idle and residents are
usually inactive. The simulation in Section 5 will demonstrate the effect of load shifting.

The peak-to-average power ratio (PAPR) is a measure of the power waveform, showing the
ratio of peak values to the average value. That PAPR equals 1 indicates no peak which is the ideally
desired goal in terms of DSM. The closer PAPR gets to 1, the less power loss will occur on the grid
side. In [27,28], distributed algorithm and game theory are proposed to reduce PAPR in DSM. One of
the main reasons that electric prices vary in a day is that, in peak hours when total demand is high,
more expensive generation sources are added to meet the increased demand [29]. For the proposed
DSM under this pricing strategy, the shifting of EWH demand can reduce the peak hour demand in
the grid [30]. The new power consumption solution will have a PAPR much closer to 1 due to the
rearranging of the power consumption.

However, for renewable power resources such as wind and solar, the power generation itself
already has a large PAPR due to the uncertainty of weather, which would require that a DSM approach
should be designed to shift load pattern towards the power generating pattern considering renewables.
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5. Simulation Analysis

This section first evaluates the optimal energy solution obtained from the proposed GA-based
optimization of EWH energy management. It also evaluates the peak-to-average ratio of the EWH
energy schedule and the total energy cost as performance index. All simulations were conducted in
MATLAB R2016a environment.

5.1. GA-Based Optimal EWH Energy Management

The optimization of EWH energy management is based on water demand pattern recorded in [31].
The 24-h water demand pattern of a typical household is shown in Figure 8. It has two peaks at Hours
7 and 19 and two valleys at Hours 2 and 14. The day-ahead electricity price is based on data from [23].
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Figure 8. The 24-h water demand pattern.

Figure 9 shows the comparison of EWH power consumption solution between GA-based and
conventional methods in a 24-h simulation. It is clear that GA-based algorithm reduces the overall
EWH load greatly. Due to the demand forecast, the proposed GA-based algorithm scheduled the
power consumption solution just to reach the requirement and saved a lot of energy compared with
conventional solution. It also shifts some portion of the peak load to the valley hours between Hour 1
and Hour 5 when the electricity price is low. For conventional control regardless of demand and the
price, it shows several peak load hours, such as Hours 1, 2, 10 and 18.
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Besides finding the power consumption solution with minimum cost, we would like to make
sure that the comfort experience of the customer is not affected, i.e., the maximum capability of the
EWH, Wn

max, can meet the hot water demand of the customer. In Figure 10, the real hot water demand
from residents, shown in Figure 8, is redrawn by the green dotted line in this figure; the forecasted
hot water demand, generated using the ARIMA model shown in Section 4.1, is shown in the blue line;
the red dotted line represents the maximum capability of the hot water that can be provided at a given
time slot and is calculated based on the Supply-Consume model presented in Section 3. In Hour 9 and
Hour 16, there are, respectively, 0.189 gallon and 0.351 gallon of hot water shortage. This is due to the
error in water demand forecast. In these two time slots, the maximum hot water capacity generated
using the proposed Supply–Consume model is above the forecasted water demand generated using
the ARIMA model, demonstrating the effectiveness of the proposed method in general. However, the
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maximum hot water capacity is a little bit below the real hot water demand represented by the green
dotted line due to the prediction error between the actual and forecasted water demands, indicating
that improvement is needed in the water demand forecast. Even so, the prediction and actual water
demand patterns are properly matched with each other in Figure 10. Since none of the existing forecast
technologies can guarantee 100% forecast accuracy, and also the shortage calculated in Figure 10 is less
than 7% of the overall daily hot water usage, it is reasonable to assume that this hot water shortage is
negligible. Hence, the solution generated using the proposed method is a valid solution to maintain
the overall comfort of customers. Note that the learning and GA-based optimization approach works
in a 24-h frame, i.e., there is no consecutive optimization between two consecutive days. As a result,
in the late-night hours starting at 10:00 p.m., the power decreases, as there is no further known usage
of hot water from the next day.
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In addition, the comparison of the tank temperature is shown in Figure 11. For GA-based model,
the tank temperature is always lower than the conventional one because of the optimized power
solution. It rises only according to the demand of the customer and a huge amount of energy can
be saved.
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Figure 11. The 24-h EWH tank temperature.

It is needed to point out that, even though the electricity cost is minimized, the total energy
consumption cannot be guaranteed as minimum. The algorithm tends to schedule more power in
lower price hours, whereas heat loss will take place while storing the hot water for later demand.

In [32], a dual-tank water heater is applied to improve this shortcoming. The tanks in the dual-tank
system do not have equal volume and can have different maintenance temperature. In this case, another
optimization can be applied to decrease surplus output.

5.2. Impact of Proposed Mechanism under Residential Power System

To evaluate the impact of the proposed EWH mechanism to the residential power system,
an overall demand load pattern is considered. The residential load pattern is simulated using a
domestic electricity demand model provided in [33], and the load of water heater is excluded from
the pattern. The demand of a residential house with five residents was simulated for a weekday in
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October. The load pattern is shown in Figure 12, in which we can see that, without EWH, there are
already several peak hours. The results of Figure 12 matches with the discussion presented in Section 4,
which shows that, during the active hours of residents, the demand is high while in midnight, the
demand is low.
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Figure 12. Load simulation of a residential house.

For the conventional EWH power consumption pattern shown in Figure 9, the usage peaks appear
at similar peaks, as shown in Figure 12, since the EWH usage also happens in the active hours of
residents. However, the peak hours of the GA-based EWH solution are shifted to the non-peak hours
of other appliances. This is demonstrated by Figure 13, which shows the overall load pattern including
EWH. In Figure 13, the solid black line is the total load pattern without EWH which is the same as that
shown in Figure 12. By adding the conventional and GA-based power consumption patterns shown in
Figure 9 to the black line, respectively, the overall residential load patterns are shown by the green
dotted line and blue dotted line in Figure 13. In the load pattern using the conventional EWH method
(green dotted line), the load peak is added with the other load peak in Hours 10 and 17–19, while,
in GA-based load pattern (blue dotted line), the peak reduces.Energies 2017, 10, x FOR PEER REVIEW  14 of 16 
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The comparison of PAPR and weekly cost using conventional and GA-based EWH is shown in
Figure 14. The conventional EWH has a PAPR of 3.89. The GA-based EWH has a PAPR reduced to
2.86. For comparison, the PAPR without EWH load is also shown in Figure 14, which is 3.72. PAPR is
largely reduced after the learning and GA-based optimization compared to the DSM result using a
Vickrey-Clarke-Groves mechanism in an earlier study [34]. The daily average power for GA-based
DSM and conventional model are 633.6 W and 1089.1 W, respectively, showing that the new scheme
has a considerable energy saving.
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The weekly EWH cost for an entire simulation week given fluctuating electricity price as in
Figure 7 is also shown in Figure 14. The cost on EWH for each day is shown in Figure 15. The cost
of GA-based power solution is always lower than conventional one for a week-long simulation.
On a demo week given the usage pattern from [31], a residential home using 558 gallons of hot water
will pay $3.24. The user can save 49.2% of the cost on EWH.
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6. Conclusions

Under a day-ahead, dynamic electricity price framework, there is huge potential to save the
energy cost of residential appliances. The main goal of this paper is to find an optimal power solution
to minimize the cost spent on residential EWH.

First, this paper proposed and tested an adaptive NARX model of EWH. The aim of developing
learning-based model is to obtain an accurate model that can be adaptive to seasonal change, climate
change and resident changes.

This paper also analyzed several forecasting method on residential hot water consumption pattern
and developed a seasonal ARIMA model for DSM. The accuracy of the forecasting is closely related to
the optimization of energy solution and the satisfaction of the user’s experience.

Finally, a GA-based algorithm is developed to find the optimal power solution for managing
EWH energy consumption with minimum cost. The results show that users can have a huge benefit
by changing from conventional method to the proposed algorithm. The paper also considered and
analyzed the PAPR from the stand point of the utility company.

Future work may include continuous optimization of consecutive hours instead of 24-h frame,
detailed compensating methods for prediction error and new applications of the proposed mechanism
for other appliances and for smart neighborhood system as one intergraded system.
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