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Abstract: Algorithms for joint subcarrier pairing and power allocation are investigated in order to maximize the worst-case energy efficiency (EE) in dual-hop decode-and-forward (DF) relay networks in the presence of an active eavesdropper. Accordingly, we study the impact of number of subcarriers on the trade-off in performance between the EE and the spectrum efficiency (SE). The formulated EE optimization problem is the ratio of the secure SE over the entire power consumption in the network, subject to the constraints of total transmit power and subcarrier pairing. A near-optimal iterative algorithm is proposed to perform the subcarrier pairing and power allocation for achieving the maximum EE in the networks. Furthermore, a suboptimal algorithm is proposed with two-step resource allocation. By considering the subcarrier channel quality of the source-to-relay and relay-to-destination links, the subcarrier pairing is first performed, followed by an energy-efficient iterative power allocation scheme to maximize the EE. Numerical results validate the effectiveness and correctness of the proposed algorithms.
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1. Introduction

The enormous growth of energy consumption in wireless communication networks has recently drawn significant attention from both academics and industry. The energy consumption in telecommunication networks is predicted to surge rapidly due to the increasing escalation of data rates and the use of numerous smart devices [1]. Improving the energy efficiency (EE) of networks is of paramount importance in striving towards green 5G radio [2]. Accordingly, investigation on energy-aware system design and power and subcarrier allocation techniques that provide significant energy savings [3] is inevitable in the research of future wireless communications systems.

Cooperative communications have been proven to be promising technologies for enhancing the throughput, extending the coverage, and enhancing the link reliability. Various relaying protocols have been proposed, among which amplify-and-forward (AF) and decode-and-forward (DF) are two main protocols [4]. In the AF protocol, the relay retransmits the amplified signal to the destination, while in the DF protocol, the relay decodes the received signals and retransmits the re-encoded information bits to the destination. While in terms of implementation complexity the AF protocol has an advantage over others, when the channel quality of the source-to-relay (SR) link is good, the DF protocol performs better than the AF protocol. Furthermore, different channel coding can be used at the source and the relay nodes for the DF protocol, which is another advantage of it.
With regard to the power consumption in wireless networks, dynamic power consumption due to transmit power, which is allocated in response to the instantaneous channel conditions, and static power consumption due to signal processing at each node, site cooling, battery backup, etc., are the two main sources of power dissipation [5]. Further, for DF relay networks, the EE performance is highly dependent on these two sources [6]. Accordingly, in this paper, through a joint optimization of the subcarrier pairing and transmit power allocation, we will maximize the EE of a dual-hop DF relay network in the presence of an eavesdropper. Of late, resource allocation has been studied in literature for enhancing the throughput of DF relay networks. In [7,8], the optimal power allocation schemes were investigated to maximize the rate in DF networks under total transmit power or individual power constraints. Similarly, the authors in [9,10] studied the optimization problems for joint subcarrier pairing and power allocation with a total network power constraint or with individual power constraints for the source and the relay nodes. In particular, to overcome the interference problem, the authors in [10] performed a joint optimization of relay selection, power allocation, and subcarrier assignment. Further, in these existing works [7–11], the throughput maximization was the main design goal. However, similar resource allocation schemes cannot be directly used when the network EE is considered to be the objective function. In this regard, in [12], an energy-efficient resource allocation algorithm was proposed for downlink network with a large number of transmit antennas. However, instead of worst-case EE maximization, the authors of [12] focused on maximizing the total EE for downlink networks. Moreover, the scheme described in [12] cannot be easily applied to multi-hop scenarios.

Additionally, due to the broadcasting nature of wireless channels, a secure exchange of information between mobile users is required. In [13], a secure cooperative communications scheme was investigated for cognitive radio networks, and a joint destination-aided cooperative jamming and precoding technique for dual-hop AF MIMO relay networks was proposed. Further, Yang et al. in [14] comprehensively analyzed secrecy performance for multiuser regenerative relay wiretap networks, while the authors in [15] proposed an artificial-noise (AN)-aided relay selection scheme to enhance the security of DF relay networks. The power allocation scheme is investigated in [16] for maximizing the secure energy efficiency (SEE) for the DF relay network, but only for a single subcarrier.

Considering the aforementioned discussions, in this paper we jointly investigate both secure transmission and EE maximization issues for a dual-hop DF relay network, which consists of one source node, one destination node, and one relay node with an eavesdropper between the relay node and the destination node. The key contributions are highlighted as follows:

- In contrast to [13–17], where the secure sum rate/EE maximization for a single subcarrier is served as the main design goal, in this paper, a joint optimization problem is formulated to maximize the secure EE of the network, subject to a total transmit power budget. The original optimization problem is NP-hard. We first transform the secure EE problem into an equivalent convex problem for finding the optimal power allocation under given subcarrier pairing. The optimization problem then becomes a mixed-integer binary non-linear programming problem. Instead of searching over all possible subcarrier pairing combinations, a near-optimal EE maximization (EEM) algorithm is found by using the Hungarian method to reduce the computational burden. To get more insights, we derive a closed-form expression for the source and the relay power allocation.

- Furthermore, a suboptimal algorithm with even less complexity but acceptable performance degradation is investigated. Next, we analyze the complexity of the proposed algorithms, and evaluate the performance and compare with an EEM algorithm without an eavesdropper (EEM w/o E) by computer simulation for understanding the trade-off between them.

The organization of this paper is as follows. The system model and problem formulation are described in Section 2. A near-optimal subcarrier pairing and power allocation algorithm for maximizing the EE is presented in Section 3, whereas the suboptimal algorithm is illustrated in Section 4. The complexity analysis is presented in Section 5, followed by the numerical results in Section 6. Finally, Section 7 concludes the paper.
2. System Model and Problem Formulation

2.1. System Model

We consider a dual-hop DF relay network as shown in Figure 1, with a single source-destination pair (S-D), a single relay node (R), and an eavesdropper node (E) between the relay node and the destination node. We assume that all the nodes have a single antenna and full channel state information (CSI) knowledge by performing conventional pilot-based channel estimation methods. By utilizing the channel reciprocity scheme between forward and backward transmissions through orthogonal pilot signals, the CSIs can be estimated at the relay and the destination nodes. The reciprocity is practical as long as the coherence time of the channel is larger than the dual-hop communication time. The destination then feeds back the estimated CSI to the relay. Due to the path-loss and large-scale fading, the direct link between the source and the destination nodes is ignored. Moreover, the relay node is operated in a half-duplex mode with two transmission phases. The eavesdropper can overhear the information transmitted by the relay node. In the first hop, the source node sends signals to the relay node, whereas the relay re-transmits the re-encoded signals to the destination node during the second hop. In the meantime, the source node stays ideal. The eavesdropper eavesdrops the transmitted messages in the second time slot. Moreover, the SR and relay-to-destination (RD) channels on any subcarrier are assumed to be frequency-flat.
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Figure 1. A decode-and-forward (DF) relay network with an eavesdropper.

Let $K = \{1, 2, \cdots, K\}$ denote a set of subcarriers within the available bandwidth. The channel coefficient of the SR link on the $i$th subcarrier, $i \in K$, is denoted by $h_{SR,i}$, and that of the RD link on the $j$th subcarrier, $j \in K$, is expressed as $h_{RD,j}$. Further, the channel coefficient for the relay-to-eavesdropper (RE) link on the $j$th subcarrier is given by $h_{RE,j}$.

The signal received by the relay node in the first phase on the $i$th subcarrier is written as

$$y_{R,i} = \sqrt{P_{S,i}} h_{SR,i} s_i + n_{R,i}$$

(1)

where $s_i$ is the transmitted signal from the source node on the $i$th subcarrier with unit power, i.e., $E[|s_i|^2] = 1$, $P_{S,i}$ indicates its transmit power, and $n_{R,i}$ denotes zero-mean Gaussian noise at the relay node with variance $\sigma_{R,i}^2$. Using (1), the signal-to-noise power ratio (SNR) at the relay node is

$$\Gamma_{SR,i} = \frac{P_{S,i} |h_{SR,i}|^2}{\sigma_{R,i}^2}$$

(2)
Supposing that the relay node decodes the data symbol perfectly, in the second phase, the received signal at the destination node and the eavesdropper on the $j$th subcarrier can be expressed as

$$y_{D,j} = \sqrt{P_{R,j}} h_{RD,j} s_j^j + n_{D,j}$$  \hspace{1cm} (3)

$$y_{E,j} = \sqrt{P_{R,j}} h_{RE,j} s_j^j + n_{E,j}$$  \hspace{1cm} (4)

where $n_{D,j}$ and $n_{E,j}$ are defined similar to $n_{R,j}$ but with variance $\sigma_{D,j}^2$ and $\sigma_{E,j}^2$, respectively. Using (3) and (4), the SNR at the destination and the eavesdropper can be written as

$$\Gamma_{RD,j} = \frac{P_{R,j} |h_{RD,j}|^2}{\sigma_{D,j}^2}$$  \hspace{1cm} (5)

$$\Gamma_{RE,j} = \frac{P_{R,j} |h_{RE,j}|^2}{\sigma_{E,j}^2}$$  \hspace{1cm} (6)

The secrecy rate $R_{sec}(i,j)$ with the pairing of the $i$th subcarrier for the SR link and the $j$th subcarrier for the RD link is given by

$$R_{sec}(i,j) = \left[ \frac{1}{2} \log_2 \left( 1 + \min \left\{ \Gamma_{SR,i}, \Gamma_{RD,j} \right\} \right) - \log_2 \left( 1 + \Gamma_{RE,j} \right) \right]^+$$  \hspace{1cm} (7)

where $[\cdot]^+ = \max \{0, \cdot \}$ and $1/2$ is due to the fact that transmission takes place in two hops. Further, both the transmit and static power dissipation are taken into account to design energy-efficient relay networks. The transmit power relies upon instantaneous channel coefficients, while the static power involves the processing and circuit power. Therefore, we define the total power dissipation in the network as follows [6]:

$$P_{total} = \sum_{i=1}^{K} P_{S,i} + P_{SP,S} + \sum_{j=1}^{K} P_{R,j} + P_{SP,R}$$  \hspace{1cm} (8)

where $P_{SP,S}$ and $P_{SP,R}$ denote the total static power consumption at the source and the relay nodes, respectively.

2.2. Optimization Problem Formulation

The key task of this work is to maximize the EE through the joint optimization of the subcarrier pairing and power allocation. From (7) and (8), the objective function is expressed as

$$\Sigma_E (P_S, P_R, \rho) = \frac{1}{2} \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} \log_2 \left( 1 + \min \left\{ \Gamma_{SR,i}, \Gamma_{RD,j} \right\} \right) - \frac{1}{2} \sum_{j=1}^{K} \log_2 \left( 1 + \Gamma_{RE,j} \right)$$

$$+ \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} (P_{S,i} + P_{R,j}) + P_{SC}$$

$$\leq P(\rho | P_S, P_R)$$

where $P_S = [P_{S,1}, P_{S,2}, \cdots, P_{S,K}]$ and $P_R = [P_{R,1}, P_{R,2}, \cdots, P_{R,K}]$ are the transmit power vectors for the source and the relay nodes, respectively, while $P_{SC} = P_{SP,S} + P_{SP,R}$. The term $\Sigma_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} (P_{S,i} + P_{R,j})$ serves as the actual transmit power consumption under subcarrier pairing, and $\rho \in \{0,1\}^{K \times K}$ is a matrix with the entry $\rho_{i,j}$ which represents a subcarrier pairing indicator to guarantee that each subcarrier in the SR hop is only paired with a single subcarrier in the RD hop, i.e., $\rho_{i,j} = 1$ when the $i$th
subcarrier in the SR hop is paired with the \( j \)th subcarrier in the RD hop and \( \rho_{ij} = 0 \) otherwise. With total transmit power and subcarrier pairing constraints, the secure energy efficiency (EE) maximization problem can be formulated as follows:

\[
(P.1) \quad \max_{P_S, P_R, \rho, \Omega} \sum_{i} E_i \left( P_S, P_R, \rho \right) \\
\text{s.t.} \quad (C.1) \quad \sum_{j=1}^{K} \sum_{i=1}^{K} \rho_{ij} \left( P_{S,j} + P_{R,j} \right) \leq P_{\text{max}}; \\
(C.2) \quad \sum_{j=1}^{K} \rho_{ij} = 1, \forall i; \\
(C.3) \quad \rho_{ij} \in \{0,1\}, \forall i,j; \\
(C.4) \quad P_{S,j} \geq 0, P_{R,j} \geq 0, \forall i,j.
\]

where the objective function \( \sum_{i} E_i \left( P_S, P_R, \rho \right) \) denotes the secure EE and the constraint (C.1) presents the entire power consumption under the subcarrier paring condition with a maximum transmit power budget \( P_{\text{max}} \) for the source and the relay nodes. Here, the subcarrier paring constraint (C.2) ensures that each subcarrier in the first hop is only paired with a single subcarrier in the second hop, and vice versa, while (C.3) stipulates that the subcarrier paring variables take binary values. The constraint (C.4) makes the transmit power values of the source and the relay nodes non-negative.

3. Energy-Efficient Subcarrier Pairing and Power Allocation Algorithm

The objective function in (33) is in a fractional form and the optimization problem is mixed-integer binary non-linear programming. In result, the problem becomes non-convex [18]. To make the problem tractable, an auxiliary variable \( \Omega, i \in \{1, ..., K\} \) is introduced and change of variables \( \hat{P}_S,j = \ln P_{S,j}, \hat{P}_R,j = \ln P_{R,j} \) and \( \hat{\Omega}_i = \ln \Omega_i \) is applied to transform the problem as follows:

\[
(P.2) \quad \max_{P_S, P_R, \rho, \Omega} \frac{1}{2} \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{ij} \log_2 \left( 1 + e^{\hat{\Omega}_i} \right) - \sum_{j=1}^{K} \log_2 \left( 1 + \hat{\Gamma}_{RE,j} \right) \\
\text{s.t.} \quad (C.1) \quad \sum_{j=1}^{K} \sum_{i=1}^{K} \rho_{ij} \left( e^{\hat{P}_S,j} + e^{\hat{P}_R,j} \right) \leq P_{\text{max}}; \\
(C.2) - (C.4); \\
(C.5) \quad e^{\hat{\Omega}_i - \hat{P}_S,j} \leq \frac{\sigma_{r}^2}{|h_{SR,j}|^2}, \forall i; \\
(C.6) \quad e^{\hat{\Omega}_i - \hat{P}_R,j} \leq \frac{\sigma_{d}^2}{|h_{RD,j}|^2}, \forall j.
\]

where \( \Omega = [\Omega_1, \Omega_2, \cdots, \Omega_K] \) and \( \hat{\Gamma}_{RE,j} \) can be given as

\[
\hat{\Gamma}_{RE,j} = \frac{e^{\hat{P}_R,j} |h_{RE,j}|^2}{\sigma_{E,j}^2}, \forall j
\]

To deal with the fractional objective function, we now transform the objective function in (11) into a subtractive form by using a successive convex approximation (SCA) method to impose two lower bounds as follows:
where the coefficients in (13) are determined in the following manner [6]:

\[
\frac{a_i^d}{\ln 2} \Omega_i + \beta_i d, \quad \forall i
\]

\[
\log_2 (1 + \hat{\gamma}_{RE,j}) \geq \frac{a_i^d}{\ln 2} \Omega_i + \beta_i d, \quad \forall i
\]

\[
\log_2 (1 + \hat{\gamma}_{RE,j}) \geq \frac{a_i^d}{\ln 2} (\hat{\beta}_{R,j} + \ln (|h_{RE,j}|^2) - \ln (\sigma_{E,j}^2)) + \beta_j d, \quad \forall j
\]

where the coefficients in (13) are determined in the following manner [6]:

\[
a_i^d = \frac{\zeta_i}{1 + \zeta_i}
\]

\[
\beta_i^d = \log_2 (1 + \zeta_i) - a_i^d \log_2 (\zeta_i)
\]

for any \( \zeta_i > 0 \). Note that the equality in (13) holds when \( a_i^d = \hat{\Omega}_i/1 + \hat{\Omega}_i \) and \( \beta_i^d = \log_2 (1 + \hat{\Omega}_i) - a_i^d \log_2 (\hat{\Omega}_i) \), and the equality holds for \( (a_i^d, \beta_i^d) = (0, 1) \) if \( \hat{\Omega}_i \to \infty \). Also, \( a_i^d \) and \( \beta_i^d \) are defined similarly. After substituting (13) and (14) into (11) the objective function turns into a subtractive form [19]:

\[
(\text{P3}) \quad \max_{P_S, \rho_{Sj}, \Omega} \frac{1}{2} \sum_{j=1}^{K} \sum_{i=1}^{K} \rho_{ij} \left( \frac{a_i^d}{\ln 2} \hat{\Omega}_i + \beta_i^d \right) - \sum_{j=1}^{K} \frac{a_i^d}{\ln 2} \left( \hat{\beta}_{R,j} + \ln (|h_{RE,j}|^2) - \ln (\sigma_{E,j}^2) \right) - \beta_j^d - \Psi (t) \left( \sum_{j=1}^{K} \sum_{i=1}^{K} \rho_{ij} \left( e^{\hat{\beta}_{S,j}} + e^{\hat{\beta}_{E,j}} \right) - P_{\text{max}} \right)
\]

s.t. \quad (C.1) - (C.6)

where \( \Psi (t) \) is a positive parameter at iteration \( t \) and it is treated as a penalty factor for the power utilization. When the parameter approaches zero, it indicates that the penalty is zero for the power utilization, and the resource allocation problem converts into a problem of secure sum rate maximization in a relay network. However, for another extreme case where \( \Psi (t) \) approaches infinity, no transmission is the best policy to maximize the objective function in (17).

We first discuss the optimal solution for a given parameter \( \Psi (t) \). For simplicity, we use \( \Psi \) instead of \( \Psi (t) \) in the remaining parts of this paper. Since the problem (P3) is a mixed-binary integer non-linear programming problem, the computational complexity is very high for finding the globally optimal solution. For a fixed subcarrier pairing in (17), the problem (P3) becomes a standard convex optimization problem, and the optimal solution can be determined by applying the dual decomposition method.

The Lagrangian function of (17) can be given by

\[
\mathcal{L} (P_S, P_R, \rho, \Omega, \lambda, \mu, \nu) = \frac{1}{2} \sum_{j=1}^{K} \sum_{i=1}^{K} \rho_{ij} \left( \frac{a_i^d}{\ln 2} \hat{\Omega}_i + \beta_i^d \right) - \sum_{j=1}^{K} \frac{a_i^d}{\ln 2} \left( \hat{\beta}_{R,j} + \ln (|h_{RE,j}|^2) - \ln (\sigma_{E,j}^2) \right) - \beta_j^d - \Psi \left( \sum_{j=1}^{K} \sum_{i=1}^{K} \rho_{ij} \left( e^{\hat{\beta}_{S,j}} + e^{\hat{\beta}_{E,j}} \right) - P_{\text{max}} \right)
\]

\[
- \sum_{i=1}^{K} \mu_i \left( e^{\hat{\Omega}_i - \hat{\beta}_{S,j}} - 1 \right) - \sum_{j=1}^{K} v_j \left( e^{\hat{\Omega}_i - \hat{\beta}_{R,j}} - 1 \right)
\]

\[
\frac{\sigma^2_{D,j}}{|h_{RD,j}|^2} - 1
\]

where \( \lambda \geq 0 \) is a Lagrangian dual variable associated with the transmit power constraint. The vectors \( \mu = [\mu_1, \mu_2, \cdots, \mu_K]^T \) and \( \nu = [\nu_1, \nu_2, \cdots, \nu_K]^T \) are the dual variables corresponding to the constraints (C.5) and (C.6), respectively. Then, the dual Lagrangian function can be written as

\[
g(\lambda, \mu, \nu) \triangleq \max_{P_S, P_R, \Omega} \mathcal{L} (P_S, P_R, \rho, \Omega, \lambda, \mu, \nu)
\]
and the dual optimization problem is

$$\min_{\lambda, \mu, \nu} g(\lambda, \mu, \nu)$$ \hspace{1cm} (20)

This dual problem is divided into a master problem and a subproblem, and an iterative approach is adopted to solve it. In the subproblem, the $P_{S,i}$, $P_{R,i}$, and $\rho$ are obtained for fixed Lagrangian multipliers, whereas by resolving the master problem, we update $\lambda$, $\mu$, and $\nu$.

3.1. Solution of the Subproblem

By employing the Karush-Kuhn-Tucker (KKT) conditions, we can find the optimal power allocation for a given subcarrier pairing $(i,j)$. To find the optimal $P_{R,i}^{(t+1)*}$ and $\Omega_i^{(t+1)*}$ in iteration $(t+1)$, we take the partial derivative of (18) with respect to $P_{R,i}$ and $\Omega$, and equate the results to zero as

$$P_{R,i}^{(t+1)*} = \left( \frac{v_i e^{\lambda_i} \sigma^2_{D,i} / |h_{RD,i}|^2}{\left| h_{RD,i} \right|^2 (\frac{\alpha_i e^\lambda}{\ln 2} - (\Psi + \lambda) \sum_{i=1}^K \rho_{i,i})} \right)^{1/2}$$ \hspace{1cm} (21)

$$\Omega_i^{(t+1)*} = \left( \frac{\alpha_i e^\lambda / 2 \ln 2 \sum_{j=1}^K \rho_{j,i}}{e^{\rho_{S,i}} |h_{SR,i}|^2 - e^{\rho_{R,i}} |h_{RD,i}|^2} \right)$$ \hspace{1cm} (22)

The source power at the $(t+1)^{th}$ iteration, $P_{S,i}^{(t+1)}$, can be updated through the subgradient method as

$$P_{S,i}^{(t+1)} = \left[ P_{S,i}^{(t)} + \varepsilon_1^{(t)} \left( \frac{\mu_i e^{\lambda_i} P_{S,i}^{(t)} \sigma^2_{D,i}}{|h_{SR,i}|^2 (\Psi^{(t)} + \lambda^{(t)})} \sum_{j=1}^K \rho_{j,i} \right) \right]$$ \hspace{1cm} (23)

where $\varepsilon_1^{(t)}$ is a positive step size. To determine the optimal subcarrier pairing, we put (23) and (21) into (18), yielding

$$\mathcal{L}(P_{S,i}^*, P_{R,i}^*, \rho, \Omega^*, \lambda, \mu, \nu) = \sum_{i=1}^K \sum_{j=1}^K \rho_{i,j} Y_{i,j} + Z(\lambda, \mu, \nu)$$ \hspace{1cm} (24)

where

$$Y_{i,j} = \frac{\alpha_i e^\lambda}{2 \ln 2} \ln \Omega_i^* + \frac{\beta^2}{2} - (\Psi + \lambda) \left( P_{S,i}^* + P_{R,i}^* \right)$$ \hspace{1cm} (25)

$$Z(\lambda, \mu, \nu) = -\sum_{i=1}^K \frac{\alpha_i e^\lambda}{\ln 2} \left( \ln P_{S,i}^* + \ln \left( |h_{SR,i}|^2 \right) - \ln \left( \sigma^2_{E,i} \right) \right) - \beta^2 - \Psi P_{SC} + \lambda P_{max}$$

$$-\sum_{i=1}^K \frac{\Omega_i^* \sigma^2_{R,i}}{|h_{SR,i}|^2} - 1 - \sum_{j=1}^K v_j \left( \frac{\Omega_j^* \sigma^2_{D,j}}{|h_{RD,i}|^2} - 1 \right) \right)$$ \hspace{1cm} (26)
The first term in $Y_{i,j}$ denotes the sum rate obtained for the given subcarrier pairing $(i,j)$, while the remaining term $Z(\lambda, \mu, \nu)$, which is always independent of $\rho_{i,j}$, works as a penalty for the power dissipation.

As a result, for the optimal power allocation $(P^*_R, P^*_S)$ derived in (21) and (23), the optimal subcarrier pairing $\rho^*$ can be found by solving the problem (P.4) as follows:

\[
\begin{align*}
\text{(P.4)} \quad & \max_{\rho} \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} Y_{i,j} \\
\text{s.t.} \quad & \text{(C.2) \& (C.3)}
\end{align*}
\]

Define a $K \times K$ matrix $Y$ as follows:

\[
Y = \begin{bmatrix}
Y_{1,1} & \cdots & Y_{1,K} \\
\vdots & \ddots & \vdots \\
Y_{K,1} & \cdots & Y_{K,K}
\end{bmatrix}
\]

(28)

The optimal subcarrier pairing $\rho^*$ can be determined by choosing exactly one value in each row and column of the matrix $Y$ with the help of the Hungarian method [20] such that the sum of these $K$ values is maximized.

### 3.2. Solution of the Master Problem

Using the subgradient method, the dual variables $\lambda$, $\mu$, and $\nu$ can be iteratively updated as

\[
\begin{align*}
\lambda^{(l+1)} &= \lambda^{(l)} - \epsilon_2^{(l)} \left( P_{\text{max}} - \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} \left( P^*_S + P^*_R \right) \right) \\
\mu_i^{(l+1)} &= \mu_i^{(l)} - \epsilon_3^{(l)} \left( 1 - \frac{\Omega^*_i \sigma^2_{R,j}}{P^*_S |h_{SR,j}|^2} \right) \\
\nu_j^{(l+1)} &= \nu_j^{(l)} - \epsilon_4^{(l)} \left( 1 - \frac{\Omega^*_j \sigma^2_{D,j}}{P^*_R |h_{RD,j}|^2} \right)
\end{align*}
\]

where $\epsilon_i^{(l)}$, $i \in \{2, 3, 4\}$, are positive step sizes. The parameter $\Psi(t)$ can be updated as [6]:

\[
\Psi(t) = \frac{1}{2} \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} \left( \frac{\alpha_i^d}{\ln 2} \ln \Omega^*_i + \beta_i^d \right) - \sum_{j=1}^{K} \frac{\alpha_j^d}{\ln 2} \left( \ln P_{R,j} + \ln (|h_{RE,j}|^2) + \ln (\sigma^2_{E,j}) \right) - \beta_j^d
\]

(32)

where $\alpha_i^d$, $\beta_i^d$, $\alpha_j^d$, and $\beta_j^d$ are parameters related to the subcarrier and power allocation.

The $\Psi$-based iterative EEM algorithm for joint power allocation and subcarrier pairing is finally summarized in Algorithm 1.
Algorithm 1: Iterative EEM Algorithm.

1: Initialize the maximum number of iterations \( I_{\text{max}} \) and the step sizes \( \alpha, \epsilon_1, \epsilon_2 \) and \( \epsilon_3 \);
2: Set the iteration counter \( t = 0 \) and the penalty parameter \( \Psi(t) = 0.001 \);
3: Initialize \( \rho_{i,j}, P_{S,i}^{(t)}, P_{R,j}^{(t)} \);
4: repeat
5: repeat (Solving problem \((P.3)\))
6: Update \( P_{S,i}^{(t+1)}, P_{R,j}^{(t+1)}, \Omega_i \) with respect to the penalty \( \Psi(t) \).
7: Update \( \lambda, \mu, \nu \)
8: Update \( \rho_{i,j} \) by solving \((17)\).
9: until convergence.
10: Update \( \Psi(t+1) \) using \((32)\).
11: Set \( P_{S,i}^{(t+1)} \leftarrow P_{S,i}^{(t)}, P_{R,j}^{(t+1)} \leftarrow P_{R,j}^{(t)} \) and \( t \leftarrow t + 1 \).
12: until convergence or \( t > I_{\text{max}} \).

The quality-of-service (QoS)-based joint subcarrier pairing and power allocation design for maximizing the secrecy EE can be formulated as:

\[
\max_{P_S, P_R, \rho} \sum_i \left( P_{S,i} P_{R,j} \right) \\
\text{s.t. } (C.1) \sum_{i=1}^{K} \sum_{j=1}^{K} \rho_{i,j} \left( P_{S,i} + P_{R,j} \right) \leq P_{\text{max}}; \\
(C.2) \sum_{i=1}^{K} \rho_{i,j} = 1, \forall i; \\
(C.3) \rho_{i,j} \in \{0, 1\}, \forall i, j; \\
(C.4) \frac{1}{2} \log_2 \left( 1 + \min \left\{ \Gamma_{SR,i}, \Gamma_{RD,j} \right\} \right) \geq R_{(i,j),\text{min}}(i,j); \\
(C.5) P_{S,i} \geq 0, P_{R,j} \geq 0, \forall i, j.
\]

Note that the constraint \((C.4)\) denotes the quality-of-service (QoS) metric for a user pair on the \((i,j)\)th subcarrier pair. Accordingly, we can resolve the new optimization problem in a same way as the problem in \((P.1)\).

4. Energy-Efficient Suboptimal Resource Allocation Algorithm

The complexity of the near-optimal algorithm proposed in Section 3 becomes high when the value of \( K \) is large. Therefore, a low-complexity suboptimal algorithm with two steps is investigated in this section, whose EE and SE performance is near that of the near-optimal one. This suboptimal algorithm is elaborated:

1. Intuitively, a higher power value is allocated to a subcarrier pair with better channel quality from the source to the destination nodes. Hence, the subcarriers of the SR and RD links with a higher end-to-end channel gain are paired together with a higher priority. Firstly, the SR subcarriers are organized in a descending order according to their channel gains, and the RD subcarriers are also ordered in similar way. Then, the corresponding subcarriers are paired with each other in sequence. We set \( \rho_{i,j} = 1 \), if the \( i \)th subcarrier of the SR link is paired with the \( j \)th subcarrier of the RD link; otherwise, \( \rho_{i,j} = 0 \).
2. The next step is to get the optimal power allocation \((P_S, P_R)\) for maximizing EE by solving \((P.3)\) for the obtained subcarrier pairing \( \rho_{i,j} \) in the step 1.
5. Complexity Analysis

In this section, the complexity analysis is presented to demonstrate the complexity reduced by the near-optimal and the suboptimal algorithms when the penalty factor $\Psi$ converges in $L$ iterations.

We begin with the complexity analysis of the near-optimal EEM algorithm as follows. Due to $K$ subcarriers in each hop, $K^2$ subproblems are required to be solved in order to find the optimal solutions of (P.3). Since the near-optimal solution \( \left( P_{S,i}^*, P_{R,j}^*, \Omega_i^* \right) \) is found with the total power constraint, the complexity is $O \left( V^3 + 1 \right)$, where the maximum power level for the source and the relay nodes on each subcarrier are denoted by $V$. Moreover, finding the optimal subcarrier pairing using the Hungarian produces a complexity of $O \left( K^3 \right)$. The complexity due to updating a dual variable is $O \left( 2^e \right)$ (for example, $e = 2$ for the ellipsoid method [21]). Hence, the overall complexity for updating dual variables is $O \left( 2^e \right)$. Supposing the dual objective function converges in $W$ iterations, the entire complexity for the near-optimal EEM algorithm is $O \left( 2^e K^2 WL (V^3 + K + 1) \right)$.

However, the implementation of the subcarrier pairing in step 1 of suboptimal algorithm requires a complexity of $O \left( 2K \right)$, while the power allocation has the complexity of $O \left( K (V^3 + 1) \right)$ and the total complexity for updating dual variables is $O \left( 2^e \right)$. If the dual objective function converges in $W'$ iterations, the overall complexity for the suboptimal algorithm becomes $O \left( 2^e KWL (V^3 + 3) \right)$ with $W' = W$. Finally, the complexity of the optimal exhaustive search (ES) algorithm [22] is given by $O \left( 2^e WLK! (V^3 + 1) \right)$. Table 1 presents the summary of the complexity comparison of the three algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal ES</td>
<td>$O \left( 2^e WLK! (V^3 + 1) \right)$</td>
</tr>
<tr>
<td>EEM</td>
<td>$O \left( 2^e K^2 WL (V^3 + K + 1) \right)$</td>
</tr>
<tr>
<td>Suboptimal</td>
<td>$O \left( 2^e KWL (V^3 + 3) \right)$</td>
</tr>
</tbody>
</table>

6. Simulation Results and Discussion

The Monte Carlo simulation results are presented in this section to figure out the performance of the proposed algorithms. The value of $P_{\text{max}}$ is less than 20 dBm, whereas the circuit power dissipation at each node is assumed to be 10 dBm. The total number of subcarriers, $K$, is set as 5 or 10. The Third-Generation Partnership Project (3GPP) path-loss model is used in our simulations [23]. Additionally, both the Rayleigh fading, $\sim CN(0, 1)$, and the log-normal shadowing effects, $\sim \ln N(0, 8 \text{ dB})$, are considered. The circuit and processing power dissipation values at each node are assumed to be 10 dBm, respectively, while the adjacent subcarriers frequency spacing is set to be 12 kHz. The thermal noise density is $-174 \text{ dBm/Hz}$. In the proposed EEM algorithm, the value of the maximum number of inner and outer iterations is 10, while we set the convergence tolerance value as $10^{-5}$. The initial value of the penalty factor $\Psi$ is 0.001. The distances from the source node to the relay node and from the relay node to the destination and eavesdropper nodes are denoted by $d_{SR}$, $d_{RD}$, and $d_{RE}$, respectively. As benchmarks, we also simulate the performance of the EEM w/o E.

Figure 2 illustrates the convergence behavior of the designed algorithms for a single channel realization with $K = 5$, $d_{SR} = 200 \text{ m}$, $d_{RD} = 300 \text{ m}$, and $P_{\text{max}} = 5 \text{ dBm}$. It can be observed that the EE performance of the proposed algorithms and also EEM w/o E increases monotonically with the number of iterations, and the iterative algorithms converge within five iterations.
Figure 2. Convergence behavior of the proposed algorithms. EE: energy efficiency; EEM w/o E: EEM algorithm without an eavesdropper.

Figures 3 and 4 show the average EE and SE performance of different algorithms and illustrate the impact of $K$ on the EE and SE performance for $K = 5$ and 10, $d_{SR} = d_{RD} = 200$ m, and $d_{RE} = 300$ m. It can be observed in Figures 3 and 4 that the average EE and SE performance of the algorithms increases significantly as $P_{\text{max}}$ increases, and it remains constant after $P_{\text{max}} = 5$ dBm. Furthermore, when $K$ is increased from 5 to 10, the average EE is rapidly enhanced because of the better utilization of the available power budget and frequency diversity, while SE decreases due to the increase of the static power consumption. In general, we can observe that when the eavesdropper is active, the performance of the proposed algorithms is worse than that of the EEM w/o E.

Figure 3. Average EE versus different $P_{\text{max}}$. 

Figure 4. Average SE versus different $P_{\text{max}}$. 


7. Conclusions

In this work, we resort to the joint design of subcarrier pairing and power allocation to improve the EE of the DF relay network in the presence of an active eavesdropper. The original problem is highly non-convex. We transform this problem into a convex optimization problem. A dual decomposition-based, iterative algorithm for joint subcarrier pairing and power allocation is investigated for maximizing the EE. A suboptimal algorithm is also investigated to solve the problem with relatively lower complexity. The simulation results demonstrate that the EE performance of the proposed algorithms can be enhanced by increasing $K$ in the joint design.
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