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Abstract: Co-simulation is an emerging method for cyber-physical energy system (CPES) assessment
and validation. Combining simulators of different domains into a joint experiment, co-simulation
provides a holistic framework to consider the whole CPES at system level. In this paper, we present
a systematic structuration of co-simulation based on a conceptual point of view. A co-simulation
framework is then considered in its conceptual, semantic, syntactic, dynamic and technical layers.
Coupling methods are investigated and classified according to these layers. This paper would serve
as a solid theoretical base for specification of future applications of co-simulation and selection of
coupling methods in CPES assessment and validation.
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1. Introduction

Moving towards a decarbonized scenario, the power grid is expecting a high penetration
of distributed and renewable energy resources and advanced Information and Communication
Technologies (ICT) [1,2], which has a strong impact on the system architecture and is transforming
the classical grid into a cyber-physical energy system (CPES)—Smart Grid [3]. The traditional design
and validation methods, which focus in single domain, do not quite keep up with the changes [4,5].
On the other hand, emerging issues such as cyber-security requires also new tools and methods for
assessment. It is, therefore, necessary to develop an integrated approach for such complex system in a
holistic manner, taking into account the interaction and inter-dependencies among domains [6].

Power systems and communication networks, however, are very different in term of dynamic
behavior and hierarchy. The simulation of these systems require therefore different model of
computation and solvers (i.e., a power system is often simulated as continuous system with capability
of generating discrete events; ICT system is in general simulated as discrete event simulation) [7].
A holistic approach requires essentially a consistent semantics for specification of the complete CPES,
across multiple domains, which is rich enough to support heterogeneous design. While such a unified
approach is not easy to achieve, researchers often employ the co-simulation approach: creating joint
simulation of the already well-established tools and semantics; to consider the impact of ICT solutions
to the power system when they are simulated with their suitable solvers [8]. Co-simulation offers a
flexible solution which allows consideration of network behavior and physical energy system state
at the same time. As the calculation load is shared among simulators, co-simulation also enables the
possibility of large scale system assessment.
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Moreover, the CPES requires the physical infrastructure and computational cyber-infrastructure to
holistically and consistently coordinate to ensure its efficient and reliable functionality. It introduces
a huge data influx for which big data analytic and applications are therefore of paramount
importance [9]. Co-simulation framework, gathering data and analysis from multiple sources
and domains, is potentially the solution to experiment such big data applications over large scale
systems. On the other hand, distributed simulation with appropriate time scale, besides the benefit of
computational load sharing, will avoid overloading slower simulation with unnecessary data influx
from faster applications, and thus increases the performance.

Recent developments of co-simulation have led to an important portfolio of experimental and
demonstration platforms. Some well-detailed, but application-oriented reviews on co-simulation
frameworks [4,5,8,10], in particular, and test-bed for CPES validation in general [11] exist in the
literature. In the context of this paper, we aim to providing a more systematic point of view from a
higher abstraction level by offering a conceptual structuration of co-simulation framework in CPES
assessment as well as the associated problems and a detailed review on coupling methods used and can
potentially be used in this framework. It would serve as a solid theoretical base for specification of future
applications of co-simulation and selection of coupling methods in CPES assessment and validation.

The paper is organized as follows: Section 2 presents the structuration and the different layers
of a co-simulation framework in CPES context; Section 3 provides a systematic review on coupling
methods according to the different layers, with a particular emphasis on usage and requirement of
operational integration and formal integration, in the vision of helping users to establish their own
co-simulation framework. The applications and associated abstraction levels of the coupling methods
are finally considered in Section 4, along with some further perspectives.

2. Conceptual Structuration of Co-Simulation Framework

Establishing a standardizable holistic framework for CPES using co-simulation is a difficult
and complex task because it requires a strong interoperability among the participating elements,
especially in case of multiple partner involvement. This implies necessary efforts on harmonization,
adaptation and eventually changes of actual employed standards and protocols in individual models
to be able to integrate into holistic experiments.

Coupling different simulators introduces several new issues with respect to the classical modelling
and simulation approaches. A generic layered structuration of co-simulation framework is therefore
necessary to improve the interoperability of simulators as well as to highlight the intersection of
domains and the issues that need to be solved in the process of designing a co-simulation framework.
Based on existing models for generic interoperability [12] and multi-modeling [13,14], a generic five
layers structuration of a co-simulation framework can be proposed (cf. Table 1).

2.1. Conceptual Layer: Architecture

As aforementioned in Table 1, the conceptual layer is highest layer of a co-simulation framework.
It involves the meta-modeling process and the topology of the framework (e.g., in Figure 1 the CPES
can be considered in a system of systems approach or the in layered approach: market-driven ICT
network governing the power system). In this layer, the chosen scenario is analyzed around the three
main points: system configuration according to the scenario, purpose of investigation (deduced from
the scenario and the desired research/contribution) and use-case/test-case definition; as the scenario
and the system configuration influences strongly the conceptual design. Moreover, the questions
of abstraction level, interaction to environment and complex system representation manner
(e.g., System of systems, coupled systems or multi-agent system) are subjects of interest in this layers.
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Figure 1. Illustration of different possible topologies in conceptual layer of a CPES co-simulation framework.

Table 1. Generic layers of a co-simulation framework.

Layer Description Associated Problems

Conceptual
Highest level where the models are considered
as “black boxes” and the level concerns the
co-simulation framework representation.

Generic structure of the framework;
Meta-Modeling of the components.

Semantic

The level concerns the signification and the role
of the co-simulation framework with respect to
the open questions of the investigated CPES
and studied phenomenon.

Signification of individual models;
Interaction graph among the models;
Signification of each interaction.

Syntactic The level concerns the formalization of the
co-simulation framework.

Formalization of individual models in the
respective domains; Specification and
handling the difference among
the formalism.

Dynamic

The level concerns the execution of the
co-simulation framework, the synchronization
techniques and harmonization of different
models of computation.

Order of execution and causality of
models; Harmonization of different
models of computation; Resolution for
potential conflict in simultaneity of actions.

Technical The level concerns the implementation details
and evaluation of simulation.

Distributed or centralized implementation;
Robustness of the simulation; Reliability
and efficiency of the simulation.

The conceptual layer should define the structure on which the co-simulation framework is
developed and the formal semantic relations/syntactic formulation are integrated.

2.2. Semantic Layer: Formal integration

The semantic layer concerns the signification and role of individual models in the general
framework, as well as their in-between interactions. It is necessary to note that the models may be
represented at different spatial and temporal scales, with possible intersection among their abstraction
domains. In that boundary, one needs to consider and specify how information in a model can be
perceived in another one (cf. Figure 2). The interaction among models has to provide a semantic
coherence throughout the whole system.
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Figure 2. Illustration of semantic layer of a CPES co-simulation framework.

It is necessary to clarify that the notion of semantic layer here is addressed towards the
co-simulation framework, and is not necessarily the semantic model of the energy system, although there
is an overlapping area between the two concepts. More specifically, the semantic layer of a co-simulation
framework explains the behavior and interaction of involved individual simulators and models, and not
necessarily the semantic relations among their representing counterparts. It can be considered as an
abstract layer specifying the experiments, and in some ways, similar to the concept of abstract test suite
in TTCN-3 standard [15]. The dichotomies and communication among entities defined in this layer will
decide how the experiment works and will be governed by the master algorithm.

The required interoperability in semantic layer and in the following syntactic layer needs to be
done via applying a common information model to the framework. However, taking into account that
a co-simulation framework often includes multiple domains (e.g., power system, ICT, thermal), it may
be necessary to include several existing information models and thus to resolve interfacing issues. It is
recommended to employ standardized information models to promote reusability and the possibility
of further integration of new elements into the framework.

2.3. Syntactic Layer

This layer of a co-simulation framework influences strongly the reusability of models and
interoperability of the framework. In a co-simulation framework, each model comes from different
scientific domains, and it is very likely that the employed formalisms are different. A consistent
co-simulation framework has to manage and harmonize these differences. Not only it has to provides a
meaningful and rigorous translation of inter-formalism information, but also, the differences in term
of representation, underlying model of computation and spatial-temporal scale need to be handled
(cf. Figure 3).
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Figure 3. Illustration of syntactic layer of a CPES co-simulation framework.

In order to improve the reusability of models, it is required that the models are syntactic coherent. In
general, syntactic interoperability of a co-simulation framework often requires the utilization of ontologies
(not only for modeling, but also for data exchange). As for power system, we acknowledge several
information model standards issued by the International Electrotechnical Commission (IEC) that can be
considered as candidates: IEC 61850 [16], Multispeak (http://multispeak.org) and Common Information
Model (CIM) [17,18]. Object Linking and Embedding for Process Control - Unified Architecture (OPC UA)
[19] can also be implemented as a semi-information model when it is necessary to involve Supervisory
Control and Data Acquisition (SCADA) system (i.e., hardware-in-the-loop situation). Several works
are underway to harmonize the difference and to bring these standards together [20–22]. There exist
a few semiautomatic converters between their models [23–25]. The mapping of ontological models to
physical power system components and use-cases is classically implemented using hard-coding. One of
the challenges is to enable auto-configuration of the topology of the considered CPES on-the-go and
to update the database accordingly. In the case with CIM, an adaptive CIM compliant approach to
resolve this challenge is proposed in [26]. The utilization of ontology in CPES is mainly for exchanging
data between applications and encapsulating entire power system models in a standardized manner.
As aforementioned, the concept of syntactic layer in a co-simulation framework is not always the same
and is often larger than just using an ontology. Not only should it include ontological information
on individual parts of the system and their interconnections, but also specify the format, syntax of
the interconnections among simulators and models, as well as specifications of interfacing ontologies
of different domains or transition among different time scale, which are not covered by current
existing ontologies.

While being very similar to semantic layer, the syntactic layer can be simply imagined as the manner in
which semantic models and interactions are represented. The notions of semantic and syntactic layers here,
even though involving the utilization of energy system ontologies (e.g., IEC 61850 or CIM), are larger
and require also an experiment description ontology, e.g., TTCN-3 [15]. These ontologies, if employed,
can be considered as a common (or transitive) zone alongside the abstraction layers.

2.4. Dynamic Layer: Execution and Synchronization

The dynamic layer concerns executions aspects of a co-simulation framework. One needs to
define the order of execution and causality of models as well as the resolution for potential conflict
(i.e., cyclic dependency, deadlock) in simultaneity of actions. Synchronization techniques are necessary
to ensure the consistency of the co-simulation outcome, especially when the framework consists

http://multispeak.org
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of models with different model of computation (i.e., Continuous simulation and Discrete Event
Simulation) or when the simulation is distributed (cf. Figure 4).The necessary message payloads model
should also be defined.

Figure 4. Illustration of dynamic layer of a CPES co-simulation framework.

Even though it is not directly related to semantic layer, it is demonstrated that different choices in
dynamic layer may lead to differences in the result of simulation [27,28].

In general, for the dynamic layer, the two main issues influencing the correctness and the reliability
of a co-simulation framework are harmonization of models of computation and synchronization of
simulators. Harmonization of different models of computation is also a critical problem because
CPES often involves a juxtaposition of various domains, where their dynamic behavior requires
different solvers and consequently various models of computation. On the other hand, one can
ensure, via synchronization, that operations occur in the logically correct order, whether they proceed
concurrently or they must obey causality. As the size of system increases (physically or by increasing
the number of simulators) or as the speed of operation increases, synchronization plays an increasingly
dominant role in the stability of the framework.

Models of computation can be classified as of [29] : Imperative (e.g., Emulators), Finite State
Machine (e.g., a set of states, rule-based control), Dataflow (e.g., ODEs, DEAs), Discrete Event
(e.g., communication, zero-crossing), etc. Discrete Event simulation can be further broken down
into: event scheduling, process interaction and activity scanning [30].

Power system models are, in general, represented by continuous models which is also capable to
produce events (e.g., zero crossing, switching, etc.). The continuous models often use the imperative or
dataflow model of computation, in which the model react to the availability of data at their inputs
by performing some computation, via mean of according solvers, and producing data on their
outputs. Dataflow is concurrent with no notion of time. In general case of power system, the model
is based on a set of differential equations defining the peculiarity of the state variables and the
environment factors of a system (e.g., steady-state simulations, electromagnetic transients and circuit
simulations, or electromechanical phenomena). ICT and market models are often represented in
discrete events chaining over a discrete set of points in time (thus associated to discrete events
model of computation). More specifically, discrete event models are discrete, dynamic and stochastic
in nature and are “run” whereas continuous model can be “run” or “solved” according to their
models of computation [31]. General speaking, the two most encountered MoC for CPES assessment
are Dataflow and Discrete Event (Figure 5), and they are most of the time, the subjects of harmonization.
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Figure 5. Examples of (a) Dataflow process and (b) Discrete Event process.

As for synchronization techniques, two well established approaches are called conservative
processing and optimistic processing. In general, the conservative approach requires all the
participating simulators to wait for each other to finish their step before advancing to the next
step. The synchronization is checked with time stamps, via Null Message algorithm [32] or Global
Synchronization approaches, such as: Bounded Lag algorithm [33], Time Buckets [34] or Composite
Synchronization [35]. On the other hand, the optimistic approach allows the individual simulators to
advance on their own events. When a conflict is detected, then the simulators must perform a leap
backwards (time warp [36]) and discard the all the results from the moment in question.

2.5. Technical Layer: Implementation and Evaluation

This layer involves the choices of techniques for implementation and the evaluation of
results. Various practical issues need to be considered: the choice of distributed or centralized
simulation, global model of computation, technical implementation of interface or latency assessment.
As co-simulation requires many coupling of simulators, it is necessary to consider in the end,
the reliability, efficiency of the coupling, the stability of co-simulation framework (especially in cases
involving hardware-in-the-loop), as well as to evaluate the robustness and accuracy of the results
(cf. Figure 6). An in-depth discussion on the technical aspects of co-simulation is however further than
the scope of this paper (i.e., conceptual structuration).

Figure 6. Illustration of technical layer of a CPES co-simulation framework.

The structuration proposed in this section is important to classify different models in a
co-simulation framework into their according level of abstraction. It provides insights to identify the
potential issues as well as to search for solution for coupling across different scale and abstraction level.
As a consequence, the modularity, scalability and interoperability of a co-simulation framework might
be improved.

In the context of this paper, we are interested also, in next sections, different existing coupling
methods and synchronization techniques for co-simulation as well as their position with respect to the
proposed structuration. It would provide a methodological and structural review on the state of art in
co-simulation for CPES assessment.
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3. Review on Coupling Methods

In general, a co-simulation framework requires the joint and simultaneous executions of models
in different tools, via mean of information exchange during the execution of the simulations.
Information is exchanged through either ad-hoc interfaces (Figure 7a) or via intermediate buffer
governed by a master algorithm (Figure 7b). Master algorithm (where exists) is responsible for
instantiating the simulators and for orchestrating the information exchange (simulator-simulator or
simulator-orchestrator).

(a) (b)

Figure 7. (a) Ad-hoc Co-Simulation; (b) Co-Simulation with an orchestrator.

The existing methods for simulator coupling in co-simulation can be classified into operational
integration and formal integration. The operational coupling technique is used for specific problematic
and is often not generic. In general, the operational integration aims for co-simulation at dynamic
and technical layers while semantic and syntactic interrelation among the simulator are not properly
addressed, thus does not provide reusability and modularity. On the other hand, formal integration
aims at solving the problem at semantic and syntactic level (via either model coupling or simulator
coupling). The semantic coherency among entities is ensured by encapsulating the models in a more
generic layer or by orchestrating the simulators via mean of a master algorithm. The semantic and
syntactic of the interaction is then governed by the said master federate.

3.1. Operational Integration

Operational integration approach most of the time case-specific and provides a good flexibility in
practice. In this approach, the questions in semantic layer, which are directly related to the objectives
of the test, as well as experiment behaviors are considered and interpreted outside of the simulation
framework. The co-simulation focuses on engineering solutions at syntactic, dynamic and technical
layers. The advantage of this approach relies in the simplicity of set-up which correctly answers to the
user’s need. However, the particular specifications make it hard for others to reproduce and compare
the experiment result. In a scientific and industrial context, it may sometimes limit the valorization of
the research.

Two most popular approaches of operational integration for co-simulation are: Model exchange
(i.e., coupling the models together into one simulator) and ad-hoc coupling.

3.1.1. Model Exchange—Functional Mock-up Interface

In this approach, each model is built in its own formalism, then implanted to the same tool.
The syntactic level in this case is completely hidden as the differences among the formalism are
handled vie the implanting tool, i.e., technical layer. The models are forced to be simulated in the same
rate, governed by the simulator. Therefore, this approach present a lot of limit in term of coupling
models with different time scale.
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In term of application, the approach is widely used in ICT domain simulation. The platforms such
as NS-2 and NS-3, OMNet++ [37] or GTNetS [38] provides the possibility of using various models
representing different aspects of the network at the same time. In CPES system assessment, it is not
uncommon either to encapsulate a model and integrate it to another one; as an alternative when online
co-simulation is hard to achieve.

Functional Mock-up Interface (FMI) is a standard for co-simulation issued by the consortium of the
European ITEA2 Modelisar project in 2010 and in revised version in 2014. The basic component of FMI
is the Functional Mock-up Unit (FMU), which gives access to the equations of the model (mode Model
Exchange) or implements a solver manipulating the equations of the model (mode Co-simulation).
The main purpose of FMI is providing a common interface by defining abstract functions to be
implemented by every simulation component and defining how to export that said component as a
shared library. FMU for model exchange can be considered as an operational integration while FMU
for co-simulation can be applied to either operational integration or formal integration, depending on
the level of semantic coherency among the models. It allows the integration of simulation models in a
distributed and parallel way, thus possibility to apply to large-scale system [39,40].

FMI has been widely applied to the domain of mecatronics and automobile. Until recently,
researchers have investigated application of FMI to CPES assessment in an effort to improve
interoperability and reusability of models [41,42]. In [43], a new method of exploiting FMU via
web-service and Service Oriented Architectures (SOA) is proposed. The architecture is promising and
provides the framework for a potential “co-simulation as a service”.

3.1.2. Ad-Hoc Coupling of Simulator

The most common architecture for simulator coupling in an operational integration is linking and
integrating existing independent domain specific tools. In the case of CPES, most of the time, a power
system simulator is coupled with the communication system simulator. This configuration is intuitive,
concise and efficient and is often realized via sockets or direct integration to ICT simulator, as of survey
result in [44].

Some co-simulation frameworks using ad-hoc connections are presented in Table 2.

Table 2. Some co-simulation frameworks using ad-hoc connections in the domain of CPES.

Co-Simulation Power System Network Synchronization Applications Time ScaleFramework Simulator Simulator Strategy

GECO [45,46] PSLF NS-2 Global Event-Driven PMU-based WAMPAC ms to s
ADEVS [47] ADEVS NS-2 DEVS WAMPAC ms to s
VPNET [48] VTB OPNET Master-slave WAMPAC ms to s
GridSim [49] PowerTech TSAT GridStat Time stepped WAMPAC ms to s
PowerNet [50] Modelica NS-2 Master - Slave Control Unknown
Bergmann et al. [51] NETOMAC NS-2 Time stepped Evaluation of DERs µs to ms
Babazadeh et al. [52,53] RTlab OPNET SITL Asynchronous WAMC, HVDC µs to ms
Godfrey et al. [54] OpenDSS NS-2 Unknown DER Integration ms to s
TASSCS [55] PowerWorld OPNET Unknown Cyber-security of SCADA µs to ms
Greenbench [56] PSCAD OMNet++ Global Event-Driven Cyber-security LV Grid ms to s

In the ad-hoc approach, the interfaces are specifically configured for to be implemented only within
the simulators, with possibly high requirements of adaptations. In this set-up, the inter-dependency of
involved simulators is not observed and assessed by an orchestrator, therefore, time synchronization is
difficult when more than three simulators are involved in the experiment. If not properly configured,
the inter-dependency of simulators may lead to deadlock and inaccurate results, especially in case of
presence of communication delay among them. Scalability and stability of the experiments are therefore
questionable and most of the time, ad-hoc co-simulation approach is not suitable for large scale system.

Moreover, most of the proprietary simulation tools do not provide direct interfaces to advances
simulation tools and co-simulation. The interfaces developed for ad-hoc co-simulation depend on
the simulators it connects; therefore, the re-usability of models and interfaces is not always evident.
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Most of the time, re-utilization of the simulator in another co-simulation framework requires heavy
adaptation efforts. As aforementioned, one can resort to the Functional Mock-up Interface (FMI)
standard to remedy the issue. As an interface, FMI can be used in both ad-hoc and with master
algorithm mode.

In general, operational integration responds quickly to the needs of a specific study, however,
these approaches do not satisfy the requirements in conceptual, semantic and syntactic levels. As a
consequence of this lack of generality and information, the operational models are strongly related to
the technical implementation and are very limited in term of interoperability and reusability. On the
other hand, operational integration demonstrates also difficulty in handling time scale and abstraction
level transition among models.

3.2. Formal Integration

Formal integration is a more generic approach than operational integration as the co-simulation
framework needs to ensure correct inter-relation among models in semantic and conceptual layers.
In order to provide and handle, it is generally required to be orchestrated by a master algorithm.
Analogy to the operational integration approach, the aforementioned master algorithm can be
implemented in a single simulator where all the models are encapsulated into, or can be implemented
as an orchestrator of different simulators. The principle difference between the two methods is that the
models in this case are required to be semantically coherent and the exchanged signals are syntactically
ready to be processed, without any further interpretation at higher layers.

This approach can be implemented in several forms:

• Implantation the elementary model into a more generic formalism. This requires however a lot of
efforts and collaborations, especially in case of multi-domain experiments, where the behaviors of
elements in one domain are not always evident to the experts of the other domain.

• Building and integrating an interface for translating from a particular formalism of a model to a
more generic one.

• Simulator coupling handled and governed by an orchestrator.

The first two approaches requires the existence of a formalism generic enough to correctly and
completely encapsulate the other involved models, without losing their semantic and conceptual
meaning. This requirement appears to be a challenge. In ICT network simulation, Discrete Event
System Specification (DEVS) and its derivations are generally accepted to satisfy such conditions.

3.2.1. Encapsulation of Formalism—Discrete Event System Specification (DEVS)

In general, DEVS is a generic formalism that allows encapsulating other Discrete-event
models and discrete-time continuous models [57]. In DEVS, a model is represented by a 7-tuple
(I, O, S, δext, δint, λ, ta), where I and O represent the inputs and outputs of the model, S is the vector of
state variables, ta represents time advancement in simulation, δint is the evolution of internal states of
model while δext represent the influence of external events to model’s internal states. Model coupling
in DEVS consists of encapsulating the individual models into a big global DEVS multi-model [58–60].

The approach of encapsulation of formalism provides a strong syntactic coherence for the
individual models as well as the link among them. Moreover, there are various algorithms to
simulate in a distributed manner the DEVS-based model [57,60], leading to a good flexibility in
term of management of simulation-related constraints.

On the other hand, the approach requires a considerable effort to encapsulate the models into
DEVS, thus limits the reusability of existing models. Moreover, it is arguable that encapsulation of
formalism could provide semantic and conceptual coherence and consistency [14].
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3.2.2. Waveform Relaxation Method

Waveform relaxation method (WRM) [61] is a family of techniques popularly used in solving large
systems of nonlinear ordinary differential equations (ODE) [62] or Differential Algebraic Equations
(DAE) [63]. The basic idea of WRM is replacing the problem of solving a differential in multiple
variables by one of solving a sequence of differential equations in one variable, in which the waveform
of other variables are predefined. The solutions obtained from these equations are then substituted
into the others one dimensional differential equations, which are then re-solved using the new
waveform. The procedure is repeated until convergence condition is reached. Consider a first order
two dimensional differential equations in x(t) ∈ R2 on t ∈ [0, T]:{

(A) ẋ1 = f1(x1, x2, t), x1(0) = x10

(B) ẋ2 = f2(x1, x2, t), x2(0) = x20

Then the iterative algorithm of WRM can be applied to solve this system of ODEs as illustrated
on Figure 8. Similar to the case of nonlinear algebraic equations, Gauss-Seidel (or Serial Sequence) [62]
and Jacobi (or Parallel Sequence) [64] techniques can be applied.

Figure 8. Illustration of the waveform relaxation method.

Originally aimed to solve complex ODEs, the WRM techniques recently draws attentions
of the researchers for its applications to co-simulation, in particular, the coupling of continuous
simulation [43]. In this approach, an individual simulator is represented by complete I/O waveform at
the coupling points, to the other simulators. The WRM is executed until the convergence conditions
are reached (Figure 9). Therefore, WRM is a method of co-simulation of semantic, syntactic and
dynamic levels.

The WRM technique is of great interest in case of strong coupling of simulators, especially in the
presence of communication latency. In general, WRM requires multiple executions of simulators until
reaching the convergence conditions, which is the main source of execution time of the co-simulation
framework. On the other hand, the other methods of coupling require one single execution of
simulators, with multiple exchanges in one run instance. In the case without presence of latency or with
very small latency (e.g., co-simulation of different simulators in one computer), WRM has in general
longer execution time. However, when communication latency is not negligible, WRM may reach
convergent point way much faster than the other methods [43]. In theory, the performance of WRM
for differential systems can be improved with parallel WRM [65] and the accuracy/convergence rate
can be improved with two-stage WRM [66]. However, application of these methods to co-simulation is
not yet investigated.
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Figure 9. WRM method applied to Co-simulation.

Three important issues need to be considered in the implementation of a co-simulation framework
based on WRM techniques:

• Until now, the method is exclusively applied for coupling of continuous simulation, particularly
of dataflow MoC type. Discretized WRM and applications of WRM to discrete systems [67,68] is
still a new research subject.

• In the implementation of WRM, the convergence condition needs to be properly addressed.
In literature, there exist works on convergence conditions of WRM for ODE [69] and DAE [70,71].
A convergence analysis for Discrete-time WRM is also proposed in [72].

• in case of coupling models with asynchronous time steps, it is necessary to use an
inter/extra-polation algorithm to harmonize the difference.

To conclude, WRM is an interesting approach to co-simulation, with a well-established
mathematical foundation. However, the applicability of the method to discrete event simulator
needs further investigation.

3.2.3. Federation of Simulation—Simulator Coupling with Orchestrator

The first two approaches of formal integration ensure semantic coherence by converting the
models into a more generic formalism (i.e., DEVS and waveform), in this section, we consider formal
integration by simulator coupling. While ad-hoc co-simulation is concise and efficient, for semantic
and conceptual levels, it is necessary to implement a coordinator/master algorithm to orchestrate the
framework. In this approach, the master algorithm is responsible for instantiating, interfacing and
coordinating the involved simulators. The simulators can communicate via a common buffer/message
bus governed by the master algorithm or directly among each other’s (in which the master algorithm
define the routing). Beside the benefit of semantic coupling, co-simulation with a master algorithm
also helps to simplify the framework architecture (i.e., N interfaces for a N domains system, rather than
N2 interfaces that would be required if each domain had to explicitly interface to each other domain).
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As of today, the master algorithm is most of the time implemented manually via self-developed
(e.g., Java, Python, Mathlab) or third party software such as Ptolemy (http://ptolemy.eecs.berkeley.
edu/) (used in [73–75], Simantics (https://www.simantics.org/) or Mosaik (http://mosaik.offis.de/)
(e.g., [45,76,77]. The IEEE 1516 High level Architecture (HLA) is one of a few standards for co-simulation
coordinator [78]. HLA is developed by the US M&S Co, mainly driven by military research in enabling
joint simulation training. The first civil version is published by IEEE in 2000 and the evolved HLA is
published in 2010. A HLA-based simulation consists of federates (participating simulators) and Run-Time
Infrastructure (RTI), which provides an API for bidirectional communication from and to federates.
The advantage of HLA is the possibility of highly paralleled simulations for large-scale systems; whereas
its disadvantage is the introduction of additional time-synchronization issues [44]. Thus, we can register
various researches focusing on the optimization aspect of the synchronization techniques in HLA [79,80].

Table 3 provides a non-exhaustive list of examples of co-simulation frameworks orchestrated by a
master algorithm.

Table 3. Some co-simulation frameworks with master orchestrator in the domain of CPES.

Co-Simulation Power System Network Master Applications Time ScaleFramework Simulator Simulator Algorithm

EPOCHS [81] PSCAD/EMTDC,PSLF NS-2 HLA Protection and Control ms to minutes
INSPIRE [82] PowerFactory OPNET HLA WAMPAC ms to minutes
SINARI [83] PSCAD NS-2 JAVA vulnerability analysis ms to s
VIRGIL [84] PowerFactory OMNET++ Ptolemy 2 Control and optimization ms to s

DEVS and WRM are specific for discrete event and continuous simulation with possible
adaptations to cover the other types of simulations. On the other hand, simulator coupling with
an orchestrator provides more flexibility in term of coherence level. In general, depending on the
specific set up and the master algorithm, co-simulation in this approach requires consistency in from
dynamic to conceptual level.

3.2.4. Multi-Agent Approach for Co-Simulation

Beside the aforementioned approaches, we can also mention the multi-agent simulation approach
for co-simulation at semantic and conceptual layers, which is interaction-oriented and can be
considered as an overlapping of operational integration and formal integration. While offering
conceptual and semantic interoperability, multi-agent simulation approach provides an operational
integration of models and the simulators are executed via a well specified master algorithm. As a
consequence, this approach does not always offer reusability and modularity for existing simulators.

The principle idea of the approach is considering the co-simulation framework as a multi-agent
system. The most notable framework using this approach is Agents and Artifact for multi-modeling
(AA4MM). The meta-model AA4MM considers the framework as interactive separated layers [85,86].
In semantic and syntactic levels, it defines a set of concepts representing the framework as a junction
of interacting autonomous and heterogeneous models. In dynamic layer, the execution of the
framework is considered to be a set of interacting autonomous and heterogeneous simulations.
In addition, at last, in technical layer, the meta-model specifies an environment of interacting
autonomous and heterogeneous simulators. An agent is associated to its models, simulations
and simulators. The co-simulation framework is built upon the interaction among agents and the
management of shared resources and environment (artifacts) (Figure 10). In general, AA4MM offers
a homogeneous view on aspects of a co-simulation framework at semantic, syntactic, dynamic and
technical level [14].

http://ptolemy.eecs.berkeley.edu/
http://ptolemy.eecs.berkeley.edu/
https://www.simantics.org/
http://mosaik.offis.de/
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Figure 10. Interaction among Agents in the AA4MM meta-model (adapted from [14]).

Providing a great synergy and strong coupling capability, the implementation of multi-agent
approach to CPES assessment is however still in the very first stage.

4. Conclusions

As the smart grid evolves into a cyber-physical energy system with inter-dependent domains, it is
necessary to consider the design and validation problems at system level. That leads to the necessity
of a holistic approach combining multi-domain validation, including hardware testing and simulation.
While it requires a lot of effort to establish a general framework to cover all the domains in a CPES
system, researchers have adopted the co-simulation approaches to consider the inter-dependency
among domains as well as to validate the system as a whole. Flexible and adaptive, co-simulation is
considered suitable for CPES assessment. However, in order to build a co-simulation framework, it is
imperative to take into account various problems in different abstract levels, which is confusing and
not always visible if one does not have a clear structuration of the framework.

In this paper, a conceptual structuration of co-simulation framework in CPES assessment is
presented. A detailed review on coupling methods used and can potentially be used in co-simulation
framework, along with their abstraction levels in the structuration, is then followed. It is supposed to
provide the readers with a systematic view of the state of the art. This classification can be represented
in a simple illustrative diagram (Figure 11).

Figure 11. Reviewed coupling methods and their associated abstraction levels.

The paper highlighted multiple problems in different abstraction levels of a co-simulation
framework. It is an important contribution to establish a solid theoretical base for specification of future
applications of co-simulation and selection of coupling methods in CPES assessment and validation.
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It is, however, necessary to take a closer look at the dynamic level where the synchronization
among simulators happens. Several technical challenges persist at this level, such as the difficulty
in implementing simultaneously continuous and discrete system, the lack of formalism to efficiently
cover continuous simulation and discrete event simulation, harmonization of different time scales,
cyclic dependency in conservative approach or time warp mechanism in optimistic approach,
performance evaluation and stability analysis of different synchronization techniques, etc. These issues
are interesting perspectives for further investigation.
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Abbreviations

The following abbreviations are used in this manuscript:

CHIL Controller-Hardware-in-the-loop
CPES Cyber-Physical Energy System
DAE Differential Algebraic Equation
DEVS Discrete Event System Specification
DRES Distributed Renewable Energy Resources
DRTS Digital Real-Time Simulation
ICT Information and Communication Technologies
IEC International Electrotechnical Commission
FMI Functional Mock-up Interface
FMU Functional Mock-up Unit
HIL Hardware-in-the-loop
HLA High Level Architecture
HUT Hardware Under Test
ODE Ordinary Differential Equation
OLE Object Linking and Embedding
OPC OLE for Process Control
OPC UA OPC Unified Architecture
PDES Parallel Discrete-Event Simulation
PHIL Power-Hardware-in-the-loop
SCADA Supervisory Control And Data Acquisition
WAMPAC Wide Area Monitoring Protection And Control
WRM Waveform Relaxation Method
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