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Abstract:



The reduction in power output associated with complex turbine-wake interactions in wind farms necessitates the development of effective wake mitigation strategies. One approach to this end entails the downregulation of individual turbines from its maximum power point with the objective of optimizing the overall wind farm productivity. Downregulation via blade pitch offset has been of interest as a potential strategy, though the viability of this method is still not clear, especially in regard to its sensitivity to ambient turbulence. In this study, large-eddy simulations of a two-turbine arrangement, with the second turbine in the full wake of the first, were performed. The effects of varying the blade pitch angle of the upstream turbine on its wake characteristics, as well as the combined power of the two, were investigated. Of specific interest was the effect of turbulence intensity of the inflow on the efficacy of this method. Results showed enhanced wake recovery associated with pitching to stall, as opposed to pitching to feather, which delayed wake recovery. The increased wake recovery resulted in a noticeable increase in the power of the two-turbine configuration, only in conditions characterized by low turbulence in the incoming flow. Nevertheless, the low turbulence scenarios where the use of this method is favorable, are expected in realistic wind farms, suggesting its possible application for improved power generation.
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1. Introduction


Wind turbines are designed and operated for maximizing power production, based on the prevailing wind conditions at their place of installation. This is a reasonable practice, provided that the turbines are operated in isolation, which allows efficient extraction of power from an unobstructed wind flow. However, it is more common to construct large wind farms where a number of wind turbines are installed in close proximity to each other. The aerodynamics in large wind farms result in their constituent wind turbines operating in conditions significantly different from those of their isolated counterparts, with the complex turbine-wake interactions leading to sub-optimal power generation from most wind farms. In fact, power losses can at times be greater than 40% [1,2,3] for turbines operating in the full wake of another turbine in front of them.



Efforts towards reducing losses due to turbine-wake interactions are being made by constructing wind parks with allowance for considerable space between turbine installations. However, the commonly observed spacing in the wind farms of today are still not sufficient for considerable decrease in these power losses. Meyers and Meneveau [4] investigated the problem of optimal turbine spacing in infinite wind farms with large-eddy simulations (LES) and suggested an inter-turbine spacing of 15 D (where D stands for rotor diameter) for optimum power production. This is significantly higher than the conventional spacing, which varies between 3 D and 9 D in most wind farms. Under such circumstances, it becomes necessary to approach the question of optimizing power production in existing wind farms through the development of suitable wake mitigation strategies. A possible solution towards this end is the downregulation of some of the turbines in a wind plant from their maximum power point, with the goal of increasing the power production from the farm as a whole. This may be achieved through techniques that alter the axial induction of the turbines (for instance, by changing the tip speed ratio or blade pitch angle), or those that redirect the turbine wakes (by yawing or tilting of the turbines).



Of these techniques, downregulation of turbines via blade pitch is of considerable interest, and is the focus of this work. In general, blade pitch angle control serves several purposes during the operation of a wind turbine, and hence studies on this topic from a diverse set of perspectives can be found in the literature. For instance, collective pitch control (CPC) involves a collective adjustment of the pitch angle of each blade by the same amount to regulate the power generation around the rated value of the turbines, as well as limiting structural loads on the same. Individual pitch control (IPC), on the other hand, adjusts the pitch angle of each blade individually in order to reduce the cyclical loading on the turbine. Several studies have been done in these areas and [5,6,7] provide an overview of the advancements in these directions. Active power control (APC) is another area where the blade pitch control is used in order to maintain reserve power for the gird through the regulation of power generation from the wind farm. Some studies in this direction can be found in [8,9,10,11]. Besides these, few other studies such as [12,13] focus on the improvements in the actual mechanisms that bring about the pitch control of the turbines. It is to be noted that all these works focus on the development or improvement of pitch control techniques only with regard to the above mentioned objectives, and their scope does not involve a detailed study of the impact of blade pitch angle modification on turbine-wake interaction, or more specifically, with regard to their potential in increasing overall power generation from wind farms.



The development of turbine axial induction control strategies that alter its wake characteristics (either through control of blade pitch angle and/or tip speed ratio), with the primary objective of maximizing power generation in wind farms through mitigating wake interference losses, is an area of interest that is distinct from the studies mentioned above. A number of studies have been made in this direction using experimental techniques, analytical models, or computational fluid dynamics (CFD) simulations. For instance, Adaramola and Krogstad [14] conducted a wind tunnel study of a two turbine configuration investigating the effects of varying the turbine pitch angle and yaw angle on their combined power output for different spacings of turbines. They reported a possible improvement of about 3% in wind farm efficiency for a case with an inter-turbine spacing of 6 D, when the upstream turbine was pitched compared to a baseline case with no pitch offset for the front turbine. However, there was no mention of the turbulence intensity of the incoming wind, which as we will show later, is a critical factor affecting the viability of pitch regulation in increasing power output. Another wind tunnel study [15] looked into the effects of pitching using two turbines separated by a distance of 3 D. The experiment used a turbulence grid to generate a decaying turbulence in the flow, which varied from 10% at the upstream turbine plane to 5% at the downstream turbine plane. This study found no increase in wind farm efficiency for any of the investigated pitch angles of the upstream turbine.



Some other studies have taken a numerical approach for their investigations. For instance, Kathryn et al. [16] discuss a method of finding optimum blade pitch angle and axial induction factors for individual turbines in a turbine array. However this approach relies on using an analytical model (in this case, a modified Park model [17]) for calculating the velocity deficit in the wake, which in turn is an input to the equation for calculating the total power of the array. They suggest that the viability of such an approach depends on the availability of aerodynamic models that can accurately represent aerodynamic interaction between turbines. A similar approach was taken by Lee et al. [18], who used a combination of blade element momentum (BEM) methods for calculating turbine forces, and an empirical eddy viscosity model for calculating the velocity deficits behind each turbine. They specifically looked into optimizing the pitch configuration of individual turbines in the Horns Rev farm, and suggested a possibility of 4.5% improvement in power in one of their cases. A study by Tian et al. [19] found an optimum pitch angle and tip speed ratio of a two turbine configuration separated by 6.5 D, taking into account the effects of these parameters on the blade life span, so as to maximize the energy production from the configuration over its entire life, rather than the power production at a particular time. They computed the wake velocity distributions using the simple analytical wake model proposed by Katic [17]. Schepers et al. [20] considered a new analytical approach to model the wake of a turbine and developed a control strategy to reduce wake effects and resultant power losses in wind farms. Annoni et al. [21] examined the performance of a number of wake models in the context of power maximization of a two-turbine configuration. The work of Wang et al. [22] using the Park model [17] for calculating the wake velocities considered the simultaneous optimization of the layout as well as the axial induction of the turbines in a wind farm, and reported minor improvements in wind farm efficiency for the optimized case. A few studies such as [8,23,24,25,26] also used analytical wake models to develop control strategies for purposes such as minimizing structural loads, participating in grid frequency control, conforming power generation to grid requirements etc., sometimes in addition to maximizing power generation of wind farms. These methods of analyzing wake mitigation via blade pitch control are computationally cheap, especially when considering the optimization required for large wind farms. However, it should be remembered that, although most of these studies employing analytical wake modeling reported a potential benefit from pitch control, they still suffered from shortcomings due to the use of BEM for turbines operating in wakes, as well as the inability of analytical models to accurately capture complex turbine-wake interactions.



Perhaps a better approach is the use of CFD, where the full 3 D Navier-Stokes equations are solved in order to study the effect of complex flow within the wind farm. Santoni et al. [27] calculated the optimum tip speed ratio (referred in their work as Jensen optimal point) for each turbine in a three-turbine configuration for power maximization using Jensen’s model [28] and blade element theory. They also performed a large-eddy simulation of the same turbine arrangement using an immersed boundary method framework coupled with actuator line methods (ALM) for turbine modeling. However, they found a major discrepancy between the improvement in array efficiency as calculated by the analytical model and the LES for the Jensen optimal point, indicating the potential deficiency of analytical models in predicting such effects. However, their LES also assumed laminar inflow, which is quite different from the turbulent atmospheric flows in which actual wind turbines operate. Nilsson et al. [29] performed a large-eddy simulation study of the Lillgrund wind farm—specifically, the effect of downregulating the front row of turbines via pitching the blades on the power output of the farm. They found that the strategy did not result in an increase in the overall power generation of the wind farm, and that more complex strategies were required. A more targeted investigation of the effect of pitching on the combined power generation of a two-turbine configuration, was performed by Annoni et al. [30] and Gebraad et al. [31]. Their studies, also performed in the framework of large-eddy simulations, concluded that it was not possible to increase the overall power production of the combination of turbines by downregulating the front turbine. Their work aimed to simulate atmospheric flow over offshore wind farms, and hence used a turbulence intensity of 6% for the incoming wind.



Against this backdrop, especially with the apparent contradictions between the conclusions of some of the studies, it cannot be unambiguously said that axial induction-based downregulation techniques are ineffective in all scenarios that might arise in realistic wind farms. For instance, it is known that the intensity of ambient turbulence influences wake recovery [32], and hence power generation in wind farms [29]. Hence, it is worth investigating the viability of pitch regulation as a wake mitigation strategy in different turbulence regimes of the ambient wind that are realistically observed in actual wind farms. This work is an attempt in this direction, taking a more detailed look into the effect of pitch offset on the wake of a turbine under different ambient turbulence levels. The effects of pitch regulation is hence investigated in an atmospheric boundary layer setting, using a large eddy simulation approach, unlike the more common approach of employing analytical wake models seen in the literature. More precisely, we investigated the performance of a two-turbine configuration under two different turbulence intensities. The values of turbulence intensities were chosen after some preliminary simulations at ambient turbulence intensities upwards of 8% (corresponding to the cases with surface roughness of 5 × 10−2 m and above as described in Wu and Porté-Agel [32]) showed no significant difference in wake recovery, and hence any increase in combined power generation of the turbines, due to pitching. The surface roughness was then reduced to 5 × 10−3 m, to obtain an ambient turbulence intensity of 6.3%, which was approximately the same as the value used in the study by Annoni et al. [30]. A further reduction in surface roughness to 5 × 10−5 m yielded an even lower ambient turbulence intensity of 4.3%. These chosen values of turbulence are within the range observed upwind of wind farms located on flat and relatively smooth terrains during a typical diurnal cycle, with the lower TI value corresponding to that found at hub height under stably stratified conditions [33]. We then looked into the effectiveness of pitch control for two Vestas V80 turbines with the second turbine positioned in the full wake of the first turbine.




2. Methodology


2.1. LES Framework


The simulations in the current study were performed with a modified version of the LES code described in [34,35,36,37], and validated in previous studies of boundary layer flows involving wind turbines [38,39,40,41]. The code solves for the filtered conservation equations of mass and momentum in rotational form, which can be written as:
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where [image: there is no content] is the filtered velocity in the i-direction, with i = 1, 2 or 3, corresponding to the streamwise, spanwise or vertical directions respectively; [image: there is no content] is the modified kinematic pressure, [image: there is no content]is the kinematic SGS stress, [image: there is no content] is the kinematic viscosity of air, [image: there is no content] is the source term that models the effect of the turbine, [image: there is no content] is the pressure gradient driving the flow, and [image: there is no content] is the air density. The boundary layer considered in this study is neutrally stratified, and hence the buoyancy effects are neglected. The subgrid-scale stresses are parameterized using a Lagrangian scale-dependent dynamic model [36] which differs from the traditional dynamic Smagorinsky model [42,43] in that the temporal and spatial variability of the model coefficient in complex flows such as wind turbine wakes is accounted for through the dynamic calculation of the local value of model coefficient based on the resolved flow field. More details regarding this model can be found in [34,36,44]. The filter width for the LES is calculated using the formulation [image: there is no content]. The code uses a pseudospectral scheme for spatial discretization in the horizontal directions, and a second-order finite-difference scheme in the vertical direction. The horizontal boundaries are hence periodic, while a flux-free condition is applied at the top boundary. At the bottom boundary, the filtered instantaneous surface shear stress is calculated as a function of the velocity field at the lowest grid point through the application of Monin-Obukhov similarity theory [45] as in [46,47],
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(3)




where [image: there is no content] is the instantaneous wall shear stress,[image: there is no content] is the friction velocity, [image: there is no content] is the surface roughness, [image: there is no content] is the von Karman constant, [image: there is no content] is the local filtered horizontal velocity at the lowest grid point, and [image: there is no content] is the stability correction factor, which is zero for a neutral boundary layer. The temporal advancement is done using a second order accurate Adam-Bashforth scheme [48].




2.2. Turbine Parameterization


Simulation of fully-resolved boundary layer flows over turbine blades is impractical for studies of turbine-wake interaction in wind farms, due to the high computational resources that it demands. Actuator disk models [49,50,51,52], which parameterize the turbine-induced forces and calculate their effects on the atmospheric flow, is a viable alternative, and are generally used for rotor aerodynamics studies. For this work, we use the ‘rotational actuator disk model’ as described in [38]. This method is based on the blade element theory of wind turbines, which considers each wind turbine blade as a sum of smaller blade elements. Each blade is considered as a two-dimensional airfoil experiencing lift and drag forces that are parameterized based on the relative velocity imposed on the blade, the geometric parameters of the blade such as the distribution of chord and twist angles, and the airfoil lift and drag coefficients. The parameterized forces are then distributed in the atmospheric flow in a three-dimensional Gaussian manner, as described in [52], to avoid numerical instability.



Conventionally, the pitching of turbine blades is used to downregulate the turbine, in order to avoid surges in power production during high wind speeds. The schematic shown in Figure 1 describes the velocity triangle of a rotating turbine blade element, and the forces acting on the blade. Vx and Vθ represent the axial and tangential components of the incoming wind velocity, respectively, in the inertial frame of reference. Ω is the angular velocity of the turbine and r is the radial distance at which the blade element is located. Vrel represents the vector sum of the above three velocities, and is the local velocity on the airfoil relative to the rotating blade. α is the angle of attack defined as α = φ − γ, where φ = tan−1(Vx/(Ωr − Vθ) is the angle between the plane of rotation and Vrel, and γ is the pitch angle. Pitching involves rotation of the turbine blades about their radial axes, and a change in pitch angle translates to an increase or decrease in α, the angle of attack, depending on the direction of pitch offset. The blades are designed for an optimum angle of attack at design conditions based on the incoming wind speed and the angular velocity of the turbine. Pitching results in a change in the angle of attack of the blade from its optimum value, thus causing the turbine to move away from its maximum power point. For an actuator disk model with rotation, the pitch of the blade is an input parameter and hence can be set to the desired value.


Figure 1. Cross section of a blade element with forces acting during operation.
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2.3. Computational Setup


Computations were performed in a domain of size 3200 m × 800 m × 500 m discretized with 160 × 60 × 64 points in the streamwise, spanwise and vertical directions respectively. This grid resolution was larger than the minimum that was required across a turbine rotor for accurate resolution of wake characteristics, as suggested from a previous study [32]. A fully developed turbulent boundary layer with neutral stratification was generated before introducing the turbines into the flow. The height of the boundary layer was 500 m, which is in accordance to the boundary layer height observed by Peña et al. [53]. The spectral numerics employed in the horizontal direction necessitated the application of periodic boundaries at the horizontal faces of the domain. However in simulations involving wind turbines, the periodic boundaries will lead to the downwind flow being carried on to the incoming flow to the turbine. To avoid this, we employed a buffer zone upstream of the turbine where the downwind flow was adjusted to an undisturbed fully developed boundary layer inflow condition. This inflow condition was generated from a separate precursor simulation of boundary layer flow for a no-turbine case, after having ensured that the flow had attained statistical stationarity. This method of using a buffer zone to impose the inflow boundary conditions without loss of accuracy of the pseudospectral LES codes, has been successfully employed in a number of studies, such as turbulent flow over urban canopies [54], flow over steep hills [55], and flow through stand alone wind turbines, as well as wind farms [38,41,56,57,58].



For this work, two atmospheric boundary layers that had turbulence intensities of 4.3% and 6.3% at the turbine hub height were generated. Once the stationary boundary layers were obtained, the turbines were placed in the flow, with the second turbine located in the full wake of the first. For the turbine simulations, we used the Vestas 2 MW V80 turbine model, which has been already validated in a previous work [32,37], and has been consistently used in subsequent studies of wind turbine wakes [3,57,58,59]. As explained in the next section, we first looked into the wake profiles of an individual turbine under different offsets of the blade pitch angle. The results were compared to those of a baseline case with no pitch offset, for ambient turbulence levels. We then looked into the power generated from the combination in the two cases, for any potential benefits from the pitching maneuver.





3. Results


In this section, we present results from the large-eddy simulations of the two-turbine set up described in the previous section, operating in a neutrally-stratified atmospheric boundary layer flow over a flat terrain. As mentioned earlier, we considered two instances of turbulence intensity of 4.3% and 6.3% at the turbine hub height for the incoming wind, which from here on shall be referred to as Case 1 and Case 2 respectively. For this, two boundary layers that had the same time-averaged streamwise velocities at the turbine hub height, but different levels of turbulence, were generated using precursor simulations without turbines. The turbulence intensity of the boundary layer was altered by varying the value of surface roughness, which in Cases 1 and 2 were set at 5 × 10−5 m and 5 × 10−3 m respectively. The velocity of the incoming wind was then adjusted, by modifying the pressure gradient, to have a value of 8 m/s at turbine hub height in both cases. This was to ensure the same operating point for the upstream turbine in the baseline configuration for both cases, while ensuring different rates of wake recovery determined by the ambient turbulence level [32]. Figure 2 shows the mean and turbulent characteristics of the incoming flow in both cases. The two boundary layers shown were then used as inflow for the simulations involving the turbines.


Figure 2. Vertical profiles of (a) time-averaged streamwise velocity U (m s−1), (b) Streamwise turbulence intensity Iu = σu/Uhub, (c) Spanwise Turbulence intensity Iv = σv/Uhub, (d) Vertical Turbulence Intensity Iw = σw/Uhub, of the incoming boundary layers. The horizontal dotted lines show the top tip, hub and bottom tip heights of the turbine.
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3.1. Effect of Pitching on the Wake Characteristics of a Turbine


Of particular interest was the effect of pitching the blades of the front turbine on its wake characteristics downstream, since this determined the power generated by a second turbine located in the wake of the first. The wake is quantified with the normalized velocity deficit defined as [image: there is no content], where [image: there is no content] stands for [image: there is no content], and [image: there is no content] is time averaged streamwise velocity. Figure 3 shows the profile of normalized velocity deficit at several locations downstream of the front turbine for the different instances of blade pitch angle. The pitching maneuver led to downregulation of the turbine from its optimum operating point, or in other words, a drop in its power generation, resulting in a modified wake profile relative to the baseline configuration. Figure 3 confirms this fact, but a closer examination of the profiles yields deeper insights into the wake recovery phenomena. To begin with, the velocity deficit was stronger in the near wake region for the negative direction of blade pitch offset (i.e., pitch to stall) compared to the positive direction (i.e., pitch to feather). This could be explained by the increase in the thrust coefficient of the turbine with the increase in blade pitch angle towards the negative side, and vice versa, as shown in Figure 4.


Figure 3. Spanwise profiles of the normalized velocity deficit at the hub height for a turbulence intensity of 4.3% (top) and 6.3% (bottom) for the incoming flow.
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Figure 4. Variation of turbine thrust and power coefficients with blade pitch angle.
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An increase in thrust force on the turbine implied an increase in the loss of momentum from the incoming wind without useful power production, resulting in the higher velocity deficits in the near wake region, as can be seen in Figure 3. Interestingly, however, a reversal of this relative difference in velocity deficit magnitude between a positively and negatively pitched turbine occurred, as the wake proceeded further downstream (i.e., from x/D = 5). At x/D = 5, the velocity deficit was lower for negative pitch offsets, implying an enhanced wake recovery for this direction of pitching compared to the other. Although pitching the turbine in either direction led to a drop in its power coefficient (as can be seen in Figure 4), these facts indicated the existence of a “favorable” direction of pitching the front turbine blade for increasing power generation from a second turbine located in the wake. It was also seen that the difference in rate of wake recovery between the different instances of blade pitch offsets was most significant between x/D = 3 and x/D = 5, beyond which the relative difference in velocity deficits changed only marginally with downstream distance.



The difference in wake recovery with the variation in blade pitch angle of the turbine can be explained from Figure 5, Figure 6 and Figure 7, which show the turbine-induced turbulence intensity, the normalized vertical turbulent flux, and the normalized lateral turbulent flux respectively, at several locations downstream for different pitch offsets of the turbine. The turbine-induced turbulence intensity can be defined as:


I u,add= +Iu2−Iu,inflow2                          Iu≥ Iu,inflowI u,add= −Iu,inflow2−Iu2                          Iu< Iu,inflow



(4)






Figure 5. Spanwise profiles of turbine added turbulence intensity at the hub height for a turbulence intensity of 4.3% (top) and 6.3% (bottom) for the incoming flow.
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Figure 6. Vertical profiles of normalized vertical momentum flux at a plane through the turbine center, for a turbulence intensity of 4.3% (top) and 6.3% (bottom) for the incoming flow.
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Figure 7. Spanwise profiles of normalized lateral momentum flux at a plane through the turbine hub, for a turbulence intensity of 4.3% (top) and 6.3% (bottom) for the incoming flow.
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Here, Iu is the total turbulence intensity, Iu,inflow is the turbulence intensity from the inflow and Iu,add is the added turbulence by the turbine. The normalized vertical turbulent flux, defined as [image: there is no content], and normalized lateral turbulent flux, defined as [image: there is no content], indicate the momentum flux from the surrounding boundary layer into the wake center, which aids its recovery as it proceeds downstream. It can be seen from the Figure 5, Figure 6 and Figure 7 that both the momentum flux as well as the turbine-added turbulence were higher in case of negative pitch offsets, which explained the relatively faster initial recovery of wakes in such cases. As seen from Figure 4, negative pitch offsets resulted in an increased thrust coefficient for the turbine, which in turn implied an increased shear on the edge of the turbine wake. This explained the higher turbine-induced turbulence, as well as the momentum flux, (whose magnitude indicated the turbulent shear stress on the flow) for negative pitch offsets. However, the relative difference in added turbulence intensity and momentum flux between the different pitch offsets decreased with downstream distance, with the difference most pronounced at x/D = 4. This implied that the most significant difference in wake recovery between the different blade offset cases happened between x/D = 3 and x/D = 5, a fact that can be confirmed from Figure 3.



It should be noted, however, that the predominant factor affecting wake recovery was the ambient turbulence intensity, and a higher turbulence level in the incoming wind overshadowed the effects due to turbine-induced turbulence, as seen in Case 2. The wake recovery in this case followed the same trend as Case 1, with pitching to stall (negative pitch offsets) resulting in a faster recovery. However, the relative difference in velocity deficits between different pitch offsets were lesser in Case 2 in comparison to Case 1, where the ambient turbulence intensity was lower. This can be observed from Figure 5, Figure 6 and Figure 7, where the relative difference between momentum flux and turbine-added turbulence between the different cases of pitch offsets was lesser in Case 2 compared to Case 1. This caused the increase in power generation of the downstream turbine due to downregulation of the upstream turbine to be less pronounced in Case 2 than in Case 1. A more detailed analysis of the power production from the two-turbine combination is given in the next section.



An additional point to note is that the increase in turbine-induced turbulence intensity was brought about through the pitching maneuver in this study, which increased the thrust coefficient of the turbine. However, these observations also reveal a possibility for the development of novel techniques at the level of turbine blade design, with the intention of enhancing wake recovery. This could allow for the design of new blade geometries that generate more turbulence, and consequently faster recovering wakes, without severe loss in power production.




3.2. A Two-Turbine Case—Power Production


Efficient power generation in wind farms necessitates adequate inter-turbine spacing to minimize the power losses from turbines that operate in the wake of the other turbines. The optimal spacing between individual turbines in wind farms depends on the rate of wake recovery, which in turn is affected by the ambient turbulence level. A range of turbine spacing between 3 D and 9 D can be found in wind farms, with the turbines placed closer to each other in onshore farms characterized by higher atmospheric turbulence, and farther apart in offshore wind farms where ambient turbulence is relatively lower. Hence, in this study we chose two inter-turbine spacings of 5 D and 7 D, since they both fell within this range (3 < x/D < 9), and also because we expected the pitch downregulation strategy to have the most pronounced effect at these distances based on the wake profiles of a single turbine shown in Figure 3. The effect of downregulating the front turbine on the combined power output of the configuration was investigated for both cases of turbulence intensities.



From the wake profiles shown in the previous section, it is clear that only a negative pitch offset for the upwind turbine (pitch to stall) is beneficial for reducing power losses in the downstream one. Hence, only the results for this favorable direction of pitching are presented in this section. Figure 8 shows the variation of the combined power output of the two-turbine configuration with the pitch angle of the front turbine.


Figure 8. Variation of combined power of the two turbine configuration with pitch offset for upstream turbine for two turbulence levels (4.3% and 6.3%) and two inter-turbine distances (5 D and 7 D).
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The results for two spacings of turbines (5 D and 7 D), for both cases of turbulence intensities are shown in Figure 8. It can be seen that a gradual increase in pitch offset of Turbine 1 was accompanied by a gradual drop in its power, and an increase in power for the Turbine 2 located in the wake. Consistent with observations from the wake profiles, the increase in combined power production of the two-turbine configuration was higher for the case with lower turbulence intensity. The improvement was more pronounced when the turbine spacing was 7 D, which showed a peak increase of about 2.8%, whereas at 5 D, the peak was observed at 1.1%. This was expected, since from the wake profiles in Figure 3, the difference in velocity deficits of a turbine with pitch offset with respect to the baseline was more pronounced at 7 D than at 5 D downstream. However, in case of the higher turbulence intensity of 6.3%, pitching generally resulted in a lower combined power output compared to no pitching maneuver being performed, for both turbine spacings of 7 D and 5 D. In this case, Turbine 2 was unable to compensate for the drop in power of Turbine 1, since the higher atmospheric turbulence offset its effects on the wake due to the pitch offsets of Turbine 1, causing negligible difference in wind velocity encountered by Turbine 2.



Of the four cases shown above for the combined power of the two-turbine configuration, the case with TI = 4.3% (Case 1) and an inter-turbine spacing of 7 D appeared to be a feasible scenario for the application of pitch downregulation strategy, since we saw a positive improvement of greater than 2% in the combined power generation of the configuration. It should be noted that these results were taken after the simulations were run for a duration of approximately 30 min of physical time, which was sufficiently long enough to sample all scales of turbulence in the flow. We had checked the results after averaging for longer durations, and had found that averaging over time windows greater than 20 min showed minor changes in results, with the peak improvement in power changing by less than 0.2%. These facts confirmed that the observed results were significant and not merely statistical variations due to flow unsteadiness.



The above results add to the existing knowledge on the viability of pitch regulation for optimizing wind farm power output. Previous studies in this direction had yielded seemingly contradictory results, with the wind tunnel measurements of Adaramola and Krogstad [14] of a similar configuration to the two-turbines arrangement indicating a potential improvement of about 3% in wind farm efficiency via pitch regulation, while the LES results of others such as Annoni et al. [30] and Gebraad et al [31] suggesting negligible benefits from such a strategy. The work of Nilson et al. [29] on the LES of Lillgrund wind farm also found no improvement in wind farm power output via pitch downregulation of the front row turbines. It should be noted here that the turbulence intensity of the incoming flow in the LES reported by Annoni et al. [30] and Gebraad et al [31] was 6%, while in the case of Nilson et al. [29] it was 5.7%, all of which were similar to Case 2 of this study, where negligible improvement in power generation via pitch regulation was found. In this regard, we see an agreement with the results of the present work with the previous studies. However, the considerable improvement in combined power output observed in Case 1 indicates the strong influence of atmospheric turbulence on the feasibilty of this strategy. Since the work of Adaramola and Krogstad [14] does not specify the turbulence intensity of the incoming flow, it can be suggested that their experimental conditions were closer to Case 1 of this study, which led to the considerable improvement in the power output of the two-turbine configuaration through the use of the pitch downregulation strategy.



It can be inferred from the observations from Cases 1 and 2 that the pitching of the upstream turbine is not beneficial for improving the combined power output of the configuration for most regimes of turbulence found in wind farms. However, such an inference still supports the selective application of pitch control strategies for improved efficiency, in cases of very low atmospheric turbulences that are still within the lower limits of turbulence intensities found in realistic situations. One example of such a scenario is reported by Abkar et al. [33] in their study of the wake flow in a wind farm during a diurnal cycle. In their work, they simulated atmospheric boundary layer flow over a period of two full days, during which the turbulence characteristics of the boundary layer were reported. Their data for the temporal variation of the turbulence level in the boundary layer over the two-day period showed the turbulence intensity of the incoming wind at the hub height dropping to as low as 3% during the time spanning from 20:00 on the second day to 06:00 the following day, a period which was characterized by a stable boundary layer. The results for the second day are considered in our study to avoid any effects of initial conditions on the data for first day. With the surface roughness used for their studies being 0.05 m, the conditions reported were representative of the diurnal cycle of the boundary layer over relatively smooth surfaces. This, coupled with the fact that an inter-turbine spacing of 7 D is usually found in wind parks, implies the applicability of the results of Case 1 presented in this study, over a selected period from the typical operational day of wind farms situated on regions with low surface roughness.



The pitch regulation strategy is thus found to have selected scenarios of feasibility, determined by conditions of ambient atmospheric turbulence level and wind turbine spacing. However, it should be remembered that this study only considered a simple configuration of two turbines arranged with one behind the other, and thus, did not include the full range of conditions found in actual wind farms where several turbines operate simultaneously, with constant changes in wind directions. Optimizing the efficiency of wind farms will need more complex strategies identifying optimum pitch settings for individual turbines. Nevertheless, this work provides evidence, for the first time, of the key role of ambient atmospheric turbulence levels on the viability of pitch regulation for simple turbine configurations, which has the potential to assist in the development of more sophisticated control strategies in large wind farms.





4. Conclusions


This work investigated the role of ambient turbulence on the feasibility of downregulating individual wind turbines from their maximum power point using blade pitch offset for increasing the overall power generation in a wind farm. This was done using large-eddy simulations with the tuning-free Lagrangian scale-dependent dynamic model for subgrid-scale turbulent fluxes, coupled with an actuator disk with rotation model for parameterizing the turbine induced forces. This framework was used to simulate an arrangement of two Vestas V80 turbines, with the second turbine fully in the wake of the first, and the wake mitigation strategy applied to the front turbine. The influence of ambient atmospheric turbulence on the feasibility of the pitching strategy was studied, with the turbulence values chosen to simulate realistic wind conditions that can be found in wind farms over relatively smooth terrain.



The simulations indicated an enhanced wake recovery for negative pitch offsets of the blade (pitch to stall) over positive offsets (pitch to feather). The negative pitch offsets resulted in an increased thrust coefficient of the turbine, which caused increased shear on the edge of the turbine wake. This led to higher turbine-induced turbulence as well as turbulent momentum flux for negative pitch offsets, resulting in faster wake recovery. It was also seen that for atmospheric flows with low turbulence intensity (<4.5%), the faster wake recovery from this method of pitch regulation resulted in a peak improvement in power of approximately 2.8% over the baseline, for the two-turbine combination. However, it was seen that the effects of increased turbulent momentum flux and wake recovery due to pitching became insignificant at a higher ambient turbulence intensity of about 6%. Consequently, the technique of pitch downregulation resulted in a decrease in power for the combination compared to the baseline. This suggests the selective application of the pitch regulation strategy to instances of low atmospheric turbulence. A previous study [33] of the diurnal variation of atmospheric turbulence indicated the prevalence of a strongly stable boundary layer over wind farms installed on relatively smooth land surfaces during extended periods of the cycle, where very low turbulence intensities of less than 4% at the turbine hub level was observed.



This study indicated the conditional viability of wake mitigation through pitch regulation for a simple two-turbine configuration. Although this did not fully represent the actual conditions in a wind farm where several wind turbines functioned in tandem, the identification of potential scenarios where pitch regulation is applicable through this work, can help develop more complex optimization strategies for increasing wind farm productivity in the future.



It should be noted that this work has focused on non-yawed turbines under full-wake conditions, for which the wind is directly aligned with the wind, and hence for which the effects on power production are expected to be greatest. The study of pitching combined with yawing and/or partial wake conditions could be an interesting topic for further future research. Additionally, this study has only considered the impact of blade pitch regulation on the power efficiency of the turbines; however, the effects of this maneuver on the fatigue loads on the turbine have not been considered. An application of this strategy in realistic situations should weigh in the potential benefits that we have reported, against any potential increase or decrease of the fatigue loads on the turbine, which could also be the focus of a future study.







Acknowledgments


This research was supported by the Swiss National Science Foundation (Grant 200021_172538), the Swiss Federal Office of Energy (Grant SI/501337-01) and the Swiss Innovation and Technology Committee (CTI) within the context of the Swiss Competence Center for Energy Research “FURIES: Future Swiss Electrical Infrastructure”. Computing resources were provided by the École Polytechnique Fédérale de Lausanne (EPFL), Scientific IT and Application Support (SCITAS).




Author Contributions


This study was done as part of Deepu Dilip’s doctoral studies supervised by Fernando Porté-Agel.




Conflicts of Interest


The authors declare no conflict of interest.




References


	1. 
Barthelmie, R.J.; Hansen, K.; Frandsen, S.T.; Rathmann, O.; Schepers, J.; Schlez, W.; Phillips, J.; Rados, K.; Zervos, A.; Politis, E. Modelling and measuring flow and wind turbine wakes in large wind farms offshore. Wind Energy 2009, 12, 431–444. [Google Scholar] [CrossRef]

	2. 
Barthelmie, R.; Frandsen, S.; Hansen, K.; Schepers, J.; Rados, K.; Schlez, W.; Neubert, A.; Jensen, L.; Neckelmann, S. Modelling the impact of wakes on power output at Nysted and Horns Rev. In Proceedings of the European Wind Energy Conference, Marseille, France, 16–19 March 2009. [Google Scholar]

	3. 
Wu, Y.-T.; Porté-Agel, F. Modeling turbine wakes and power losses within a wind farm using LES: An application to the Horns Rev offshore wind farm. Renew. Energy 2015, 75, 945–955. [Google Scholar] [CrossRef]

	4. 
Meyers, J.; Meneveau, C. Optimal turbine spacing in fully developed wind farm boundary layers. Wind Energy 2012, 15, 305–317. [Google Scholar] [CrossRef]

	5. 
Lio, W.H.; Jones, B.L.; Lu, Q.; Rossiter, J. Fundamental performance similarities between individual pitch control strategies for wind turbines. Int. J. Control 2017, 90, 37–52. [Google Scholar] [CrossRef]

	6. 
Plumley, C.; Leithead, W.; Jamieson, P.; Bossanyi, E.; Graham, M. Comparison of individual pitch and smart rotor control strategies for load reduction. J. Phys. Conf. Ser. 2014, 524, 012054. [Google Scholar] [CrossRef]

	7. 
Njiri, J.G.; Söffker, D. State-of-the-art in wind turbine control: Trends and challenges. Renew. Sustain. Energy Rev. 2016, 60, 377–393. [Google Scholar] [CrossRef]

	8. 
Spudić, V.; Jelavić, M.; Baotić, M. Wind turbine power references in coordinated control of wind farms. Automatika 2011, 52, 82–94. [Google Scholar]

	9. 
Göçmen, T.; Sørensen, P.; Poulsen, N.K. Posspow: Possible power of offshore wind power plants. Proceedings of EWEA 2013 European Wind Energy Association (EWEA), Vienna, Austria, 4–7 February 2013. [Google Scholar]

	10. 
Bozkurt, T.G.; Giebel, G.; Poulsen, N.K.; Mirzaei, M. Wind speed estimation and parametrization of wake models for downregulated offshore wind farms within the scope of posspow project. J. Phys. Conf. Ser. 2014, 524, 012156. [Google Scholar] [CrossRef]

	11. 
Fleming, P.; Aho, J.; Gebraad, P.; Pao, L.; Zhang, Y. Computational fluid dynamics simulation study of active power control in wind plants. In Proceedings of the American Control Conference (ACC), Boston, MA, USA, 6–8 July 2016; pp. 1413–1420. [Google Scholar]

	12. 
Ebrahimi, F.; Khayatiyan, A.; Farjah, E. A novel optimizing power control strategy for centralized wind farm control system. Renew. Energy 2016, 86, 399–408. [Google Scholar] [CrossRef]

	13. 
Gao, R.; Gao, Z. Pitch control for wind turbine systems using optimization, estimation and compensation. Renew. Energy 2016, 91, 501–515. [Google Scholar] [CrossRef]

	14. 
Adaramola, M.; Krogstad, P.-A. Experimental investigation of wake effects on wind turbine performance. Renew. Energy 2011, 36, 2078–2086. [Google Scholar] [CrossRef]

	15. 
Bartl, J.; Sætran, L. Experimental testing of axial induction based control strategies for wake control and wind farm optimization. J. Phys. Conf. Ser. 2016, 753, 032035. [Google Scholar] [CrossRef]

	16. 
Johnson, K.E.; Thomas, N. Wind farm control: Addressing the aerodynamic interaction among wind turbines. In Proceedings of the American Control Conference, St. Louis, MO, USA, 10–12 June 2009; pp. 2104–2109. [Google Scholar]

	17. 
Katic, I.; Højstrup, J.; Jensen, N.O. A simple model for cluster efficiency. In Proceedings of the European Wind Energy Association Conference and Exhibition, Rome, Italy, 7–9 October 1986; pp. 407–410. [Google Scholar]

	18. 
Lee, J.; Son, E.; Hwang, B.; Lee, S. Blade pitch angle control for aerodynamic performance optimization of a wind farm. Renew. Energy 2013, 54, 124–130. [Google Scholar] [CrossRef]

	19. 
Tian, J.; Zhou, D.; Su, C.; Blaabjerg, F.; Chen, Z. Optimal control to increase energy production of wind farm considering wake effect and lifetime estimation. Appl. Sci. 2017, 7, 65. [Google Scholar] [CrossRef]

	20. 
Schepers, J.; Van der Pijl, S. Improved modelling of wake aerodynamics and assessment of new farm control strategies. J. Phys. Conf. Ser. 2007, 75, 012039. [Google Scholar] [CrossRef]

	21. 
Annoni, J.; Seiler, P.; Johnson, K.; Fleming, P.; Gebraad, P. Evaluating wake models for wind farm control. In Proceedings of the American Control Conference (ACC), Portland, OR, USA, 4–6 June 2014; pp. 2517–2523. [Google Scholar]

	22. 
Wang, L.; Tan, A.; Gu, Y. A novel control strategy approach to optimally design a wind farm layout. Renew. Energy 2016, 95, 10–21. [Google Scholar] [CrossRef]

	23. 
Gebraad, P.; Wingerden, J. Maximum power-point tracking control for wind farms. Wind Energy 2015, 18, 429–447. [Google Scholar] [CrossRef]

	24. 
Soleimanzadeh, M.; Wisniewski, R.; Johnson, K. A distributed optimization framework for wind farms. J. Wind Eng. Ind. Aerodyn. 2013, 123, 88–98. [Google Scholar] [CrossRef]

	25. 
Ahmadyar, A.S.; Verbič, G. Coordinated operation strategy of wind farms for frequency control by exploring wake interaction. IEEE Trans. Sustain. Energy 2017, 8, 230–238. [Google Scholar] [CrossRef]

	26. 
Heer, F.; Esfahani, P.M.; Kamgarpour, M.; Lygeros, J. Model based power optimisation of wind farms. In Proceedings of the Control Conference (ECC), Strasbourg, France, 24–27 June 2014; pp. 1145–1150. [Google Scholar]

	27. 
Santoni, C.; Ciri, U.; Rotea, M.; Leonardi, S. Development of a high fidelity cfd code for wind farm control. In Proceedings of the American Control Conference (ACC), Chicago, IL, USA, 1–3 July 2015; pp. 1715–1720. [Google Scholar]

	28. 
Jensen, N.O. A Note on Wind Generator Interaction; Risoe National Laboratory: Roskilde, Denmark, 1983. [Google Scholar]

	29. 
Nilsson, K.; Ivanell, S.; Hansen, K.S.; Mikkelsen, R.; Sørensen, J.N.; Breton, S.P.; Henningson, D. Large-eddy simulations of the lillgrund wind farm. Wind Energy 2015, 18, 449–467. [Google Scholar] [CrossRef]

	30. 
Annoni, J.; Gebraad, P.M.; Scholbrock, A.K.; Fleming, P.A.; van Wingerden, J.W. Analysis of axial-induction-based wind plant control using an engineering and a high-order wind plant model. Wind Energy 2015, 19, 1135–1150. [Google Scholar] [CrossRef]

	31. 
Gebraad, P.M.; Fleming, P.A.; van Wingerden, J. Comparison of actuation methods for wake control in wind plants. In Proceedings of the American Control Conference (ACC), Chicago, IL, USA, 1–3 July 2015; pp. 1695–1701. [Google Scholar]

	32. 
Wu, Y.-T.; Porté-Agel, F. Atmospheric turbulence effects on wind-turbine wakes: An LES study. Energies 2012, 5, 5340–5362. [Google Scholar] [CrossRef]

	33. 
Abkar, M.; Sharifi, A.; Porté-Agel, F. Wake flow in a wind farm during a diurnal cycle. J. Turbul. 2016, 17, 420–441. [Google Scholar] [CrossRef]

	34. 
Porté-Agel, F.; Meneveau, C.; Parlange, M.B. A scale-dependent dynamic model for large-eddy simulation: Application to a neutral atmospheric boundary layer. J. Fluid Mech. 2000, 415, 261–284. [Google Scholar] [CrossRef]

	35. 
Albertson, J.D.; Parlange, M.B. Surface length scales and shear stress: Implications for land-atmosphere interaction over complex terrain. Water Resour. Res. 1999, 35, 2121–2132. [Google Scholar] [CrossRef]

	36. 
Stoll, R.; Porté-Agel, F. Dynamic subgrid-scale models for momentum and scalar fluxes in large-eddy simulations of neutrally stratified atmospheric boundary layers over heterogeneous terrain. Water Resour. Res. 2006, 42, 1–18. [Google Scholar] [CrossRef]

	37. 
Porté-Agel, F.; Wu, Y.-T.; Chen, C.-H. A numerical study of the effects of wind direction on turbine wakes and power losses in a large wind farm. Energies 2013, 6, 5297–5313. [Google Scholar] [CrossRef]

	38. 
Wu, Y.-T.; Porté-Agel, F. Large-eddy simulation of wind-turbine wakes: Evaluation of turbine parametrisations. Bound. Layer Meteorol. 2011, 138, 345–366. [Google Scholar] [CrossRef]

	39. 
Abkar, M.; Porté-Agel, F. The effect of free-atmosphere stratification on boundary-layer flow and power output from very large wind farms. Energies 2013, 6, 2338–2361. [Google Scholar] [CrossRef]

	40. 
Lu, H.; Porté-Agel, F. Large-eddy simulation of a very large wind farm in a stable atmospheric boundary layer. Phys. Fluids 2011, 23, 065101. [Google Scholar] [CrossRef]

	41. 
Wu, Y.-T.; Porté-Agel, F. Simulation of turbulent flow inside and above wind farms: Model validation and layout effects. Bound. Layer Meteorol. 2013, 146, 181–205. [Google Scholar] [CrossRef]

	42. 
Germano, M.; Piomelli, U.; Moin, P.; Cabot, W.H. A dynamic subgrid-scale eddy viscosity model. Phys. Fluids A Fluid Dyn. 1991, 3, 1760–1765. [Google Scholar] [CrossRef]

	43. 
Moin, P.; Squires, K.; Cabot, W.; Lee, S. A dynamic subgrid-scale model for compressible turbulence and scalar transport. Phys. Fluids A Fluid Dyn. 1991, 3, 2746–2757. [Google Scholar] [CrossRef]

	44. 
Porté-Agel, F. A scale-dependent dynamic model for scalar transport in large-eddy simulations of the atmospheric boundary layer. Bound. Layer Meteorol. 2004, 112, 81–105. [Google Scholar] [CrossRef]

	45. 
Monin, A.; Obukhov, A. Basic Laws of Turbulent Mixing in The Ground Layer of the Atmosphere (Osnovne Zakonomernosti Turbulentnogo Peremeshivaniya V Prizemnom Sloe Atmosfery); DTIC Document: Fort Belvoir, VA, USA, 1959. [Google Scholar]

	46. 
Moeng, C.-H. A large-eddy-simulation model for the study of planetary boundary-layer turbulence. J. Atmos. Sci. 1984, 41, 2052–2062. [Google Scholar] [CrossRef]

	47. 
Stoll, R.; Porté-Agel, F. Surface heterogeneity effects on regional-scale fluxes in stable boundary layers: Surface temperature transitions. J. Atmos. Sci. 2009, 66, 412–431. [Google Scholar] [CrossRef]

	48. 
Canuto, C.; Hussaini, M.Y.; Quarteroni, A.M.; Thomas, A. Spectral Methods in Fluid Dynamics; Springer Science & Business Media: Berlin, Germany, 2012. [Google Scholar]

	49. 
Sørensen, J.; Shen, W.; Munduate, X. Analysis of wake states by a full-field actuator disc model. Wind Energy 1998, 1, 73–88. [Google Scholar] [CrossRef]

	50. 
Sørensen, J.N.; Kock, C.W. A model for unsteady rotor aerodynamics. J. Wind Eng. Ind. Aerodyn. 1995, 58, 259–275. [Google Scholar] [CrossRef]

	51. 
Sørensen, J.N.; Myken, A. Unsteady actuator disc model for horizontal axis wind turbines. J. Wind Eng. Ind. Aerodyn. 1992, 39, 139–149. [Google Scholar] [CrossRef]

	52. 
Mikkelsen, R. 2003. Actuator Disc Methods Applied to Wind Turbines. Ph.D. Thesis, Technical University of Denmark, Lyngby, Denmark, 2003. [Google Scholar]

	53. 
Peña, A.; Gryning, S.-E.; Hasager, C.B. Comparing mixing-length models of the diabatic wind profile over homogeneous terrain. Theor. Appl. Climatol. 2010, 100, 325–335. [Google Scholar] [CrossRef]

	54. 
Tseng, Y.-H.; Meneveau, C.; Parlange, M.B. Modeling flow around bluff bodies and predicting urban dispersion using large eddy simulation. Environ. Sci. Technol. 2006, 40, 2653–2662. [Google Scholar] [CrossRef] [PubMed]

	55. 
Wan, F.; Porté-Agel, F. Large-eddy simulation of stably-stratified flow over a steep hill. Bound. Layer Meteorol. 2011, 138, 367–384. [Google Scholar] [CrossRef]

	56. 
Porté-Agel, F.; Wu, Y.-T.; Lu, H.; Conzemius, R.J. Large-eddy simulation of atmospheric boundary layer flow through wind turbines and wind farms. J. Wind Eng. Ind. Aerodyn. 2011, 99, 154–168. [Google Scholar] [CrossRef]

	57. 
Abkar, M.; Porté-Agel, F. Influence of atmospheric stability on wind-turbine wakes: A large-eddy simulation study. Phys. Fluids 2015, 27, 035104. [Google Scholar] [CrossRef]

	58. 
Abkar, M.; Sharifi, A.; Porté-Agel, F. Large-eddy simulation of the diurnal variation of wake flows in a finite-size wind farm. J. Phys. Conf. Ser. 2015, 625, 012031. [Google Scholar] [CrossRef]

	59. 
Abkar, M.; Porté-Agel, F. A new wind-farm parameterization for large-scale atmospheric models. J. Renew. Sustain. Energy 2015, 7, 013121. [Google Scholar] [CrossRef]























© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license ( http://creativecommons.org/licenses/by/4.0/).







nav.xhtml


  energies-10-00757


  
    		
      energies-10-00757
    


  




  





media/file8.jpg
© oo o1 0B 0 0B 01 0% 0 0% 01 o

‘Added Turbulence Intensity
D=4 XD

0 om o1 0B 0 0 o1 o 0 om 01 0
‘Added Turbulence Intensity
Pitch =2 ~Pitch =1 —Pitch =0~ Piteh =






media/file6.jpg
0.95 0.5
0.9 o

0.85
0.46

08
0.44

075
07, 0.42

0.65

0.4

056
0.55 000
05 0.36

4 3 2 1 0 1 2 3 4
Pitch (degrees)





media/file1.png





media/file13.png
z/D

1.5

0.5

Case 2, x/D =3

-0.01-0.005 0 0.005 0.01 -0.01-0.005 0 0.005 0.01 -0.01-0.005 0 0.005 0.01

_ —9
P -
u w /Uh ub

-0.01-0.005 0 0.005 0.01

“Pitch = 2 “Pitch = 1_Pitch = 0 ~ “Pitch = -1_~ "Pitch

2’






media/file10.jpg
b

15

03]

O Seras o ous oot

Gora0 0 0005 001

v

oo 0 00% 0ot

2010008 0 0005 001






media/file7.png
4 3 2 1 0 1 2 3 4
Pitch (degrees)





media/file9.png
0 005 01 0.5
Added Turbulence Intensity

0 0.05 0.1 0.15 0 0.05 0.1 0.15 0 0.05 0.1 0.15
Added Turbulence Intensity
~Pitch = 2° “Pitch = 1" —Pitch = 0"~ “Pitch = -1°~ ~Pitch = -2'|






media/file14.jpg
Case 1,x/D

XD =6

Case2 xD=3

i TR T

P [Th





media/file16.jpg
Ti = 4.3%, Spacing 70

T1 =6.3%, Spacing 70

2 ) o 3 7% e
A o i e [ Basoin]
o8] So08
£ ammmmeetanl Saleewo—amea)
I I
Cod—e—u. ] e
< Upstoam Tutina
02f ZGounsioam Tubne L
SToal
o o
) 2 El o 7] B 2 El o

Upstream Turbine Pitch(’)
Ti = 4.3%, Spacing 50

Upstream Turbine Pich(’)
T1=6.3% Spacing 50

12 12
i “005% o i 2% o
5% FYm™ Gasano] v o eacke]
o8 Sogf
= B
H g ]
3o 3
T4 T oal
. . ]
02| M 0.2,
o o
] o I ] o

Upstream Turbine Pitch(’)

Upstream Turbine Pitch(®)





media/file5.png
Case 1, x/D =3 x/D =5 x/D = x/D =9

_1-5 [l 1 | | [ ]
0 02 04 06 0 02 04 06
AU/Uhub AU/Uhub
------ Pitch = 2 “"Pitch =1 —Pitch =0 ~ “Pitch = -1 ~ “Pitch = -2
|5 Case 2, x/D =3 x/D =5 x/D =7 x/D =
1 - - - -
] - = 7 I 7
0 ':::::.',' ;;;;; ] -____\_\“E ___________________ i
s Oprrre i
05F---------3 e — -___I_,l;'i ____________________ —
_15 I ] [] 1 ! ['] 1 1
0 0.2 - 0;4 0.6 0 0.2 - 0;4 0.6 0 0.2 - 0;4 0.6 0 0.2 - 0_.4 0.6
AUv/(]hub AUv/(]}mb AU/Uhub AUv/(]hub

------ Pitch = 2 “Pitch = 1" ~Pitch =0 ~ “Pitch = -1 ~ "Pitch = -2’






media/file15.png
x/D =6

0 0.01 0.02

-0.01

-0.02

0 0.01 0.02

-0.01

-0.02

=4

x/D

0 0.01 0.02

-0.01

-0.02

=3

Case 1, x/D

0 0.01 0.02

-0.01

1.5
1
0.5F---

-0.02

hub

.
e

u'v' /U

0 0.01 0.02

-0.01

-0.02

=5

x/D

0 0.01 0.02

-0.01

-0.02

=4

x/D

0 0.01 0.02

-0.01

-0.02

=3

Case 2, x/D

0 0.01 0.02

-0.01

1.5

-0.02

—)

u'v' /U

hub

=





media/file12.png
=5

x/D

=4

x/D

=3

Case 1, x/D

[y R—
/

~
\
-

0

-0.01-0.005 0 0.005 0.01 -0.01-0.005 0 0.005 0.01 -0.01-0.005 0 0.005 0.01

-0.01-0.005 0 0.005 0.01

—)

u'w' /U

hub





media/file3.png
z/D

z/D

2
(b)
1.5]
a)
NN\
0.5}
O M M
0 0.05 0.1
Streamwise Turbulence Intensity
2 - 2 ‘
(c) (d)
1.5} 1.57
| &)
L R R N U
0.5} 0.5}
O M O M M
0 0.05 0.1 0 0.05 0.1

Spanwise Turbulence Intensity Vertical Turbulence Intensity





media/file17.png
1

Power(MW)

o
N

Power(MW)

o
-hl\

o o
o oo

o
™

4 -3

5 Tl =4.3%, Spacing 7D
) +2.5% +1.9%
q fan O O
1 #1.3% +2.8% Baseline |
0.8t !
5 —

?—/E___/e—————"‘j

o
()

S-Upstream Turbine

[ -A-Downstream Turbine
-©-Total

e

4 -3 -2 -1
Upstream Turbine Pitch(°)

i Tl =4.3%, Spacing 5D

1 i -0.05% +1.1%

— .
¢ -0.04%

-1.9%

-l

—Q
Baseline

. e

-l
T

|

M

——

-2 -1
Upstream Turbine Pitch(°)

192 Tl = 6.3%, Spacing 7D

| 2.1% N +0.5%

T2.8% +0.01% Baseline |
—~0.8 1
; 8 ]
\E/ [E//E/E/‘:r
= 0.6
=
O
D_ O 4ZM A i

. . - \—A\EA
0.2t

0 : : .

-4 -3 ) 1 0
Upstream Turbine Pitch(®)
19 Tl = 6.3%, Spacing 5D
-2.1% +0.8%

1(-4 4% . -0?3% - Baselinel
—~0.8 1
% [B//E___/a—————% —
S 0.6
=
)

QO o4t
A A N )
0.2
0 : - .
-4 -3 ) 1

Upstream Turbine Pitch(°)





media/file4.jpg
Case 1,00 =3

XD =9

o oz_o1 o6
80/,

o

0z o4 06
20/l

2 pich = 1 —Pitcn

TR
A0/l

Case2. 403 D=5 ey
0 0z_o0s 06 0 0z_0s 06 0 0z 04 06 0 0z_0s o6
A0/l A0/l AUl 20/t

Pitch = 2~ Pitch = 1" —Pitch = 0"~ “Pitch = -1~ -Pitch =2






media/file11.jpg
Case2,x/D =3

XD =6

5010005 0 000 001

010005 0 00 G0T 0010065 0 0005 60r

010008 0 0005 007

—Pitch =0 ~ “Pitch =1 ~ “Pitch = 2






media/file0.jpg





media/file2.jpg
15

4 6 8 10 0.05 01
U(mis) Streamwise Turbulence Intensity
) 005 01 0.05 01

Spanwise Turbulence Intensity

Vertical Turbulence Intensity





