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Abstract: As the phase current sensors and rotor speed/position sensor are prone to fail in the late
stage of an offshore doubly-fed induction generator based wind turbine (DFIG-WT), this paper
investigates a hybrid fault-tolerant strategy for a severe sensor failure scenario. The phase current
sensors in the back-to-back (BTB) converter and the speed/position sensor are in the faulty states
simultaneously. Based on the 7th-order doubly-fed induction generator (DFIG) dynamic state
space model, the extended Kalman filter (EKF) algorithm is applied for rotor speed and position
estimation. In addition, good robustness of this sensorless control algorithm to system uncertainties
and measurement disturbances is presented. Besides, a single DC-link current sensor based phase
current reconstruction scheme is utilized for deriving the phase current information according to the
switching states. A duty ratio adjustment strategy is proposed to avoid missing the sampling points
in a switching period, which is simple to implement. Furthermore, the additional active time of the
targeted nonzero switching states is complemented so that the reference voltage vector remains in the
same position as that before duty ratio adjustment. The validity of the proposed hybrid fault-tolerant
sensorless control strategy is demonstrated by simulation results in Matlab/Simulink2017a by
considering harsh operating environments.

Keywords: doubly-fed induction generator; hybrid fault-tolerant strategy; severe sensor failure;
extended Kalman filter; sensorless control; phase current reconstruction; duty ratio adjustment

1. Introduction

Doubly-fed induction generator based wind turbines (DFIG-WTs), due to their high efficiency,
variable-speed constant-frequency (VSCF) operation, bidirectional power flow regulation capability,
and small power electronic converter size, are widely installed, which takes over 50% of the total
number of wind turbines all over the world [1–4]. Different from a fully rated wind energy conversion
system (WECS), which is usually based on a permanent magnet synchronous generator (PMSG),
the stator of DFIG-WT is directly connected to the grid, while the rotor is fed by a back-to-back
(BTB) converter [5]. By employing this topology, the overall volume and cost of the power electronic
converters are greatly reduced since only the slip power is to be regulated. However, a more complex
control system is introduced. The rotor-side converter (RSC) and grid-side converter (GSC) are
independently controlled, and the three-phase currents in the stator and GSC are separately measured,
which means that more current sensors are equipped, adding to the hardware complexity. In addition,
the rotor speed and position information should be captured by using a speed/position sensor.
Therefore, the reliability of these sensors in the control system of DFIG-WT is of paramount significance
to the normal operation of doubly-fed induction generator (DFIG) WECS.
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It was reported in [6] that the failure rate of electrical control subsystem is around 40% for a wind
turbine (WT) per year, which takes the second highest frequency of failure, and it is only lower than
that of electrical system in WT. According to [7], over 14% of failures of WTs are caused by the failure
of sensors. At the late stage of DFIG-WTs, the failure rate of each device swiftly increases, and it is
highly possible that different categories of sensors are out of service at the same time. For example,
the phase current sensors and speed/position sensor fail simultaneously, which is a severe sensor
failure scenario, and the information of phase currents, rotor speed and position is lost, leading to the
fact that the DFIG-WT becomes uncontrollable and has to disconnect from the grid. Especially for an
offshore WT, once there is a fault that impedes the normal operation, maintenance will not be taken
immediately due to high maintenance cost and low accessibility [8]. Therefore, a hybrid fault-tolerant
strategy for dealing with the severe sensor failure scenario is proposed in this paper.

To obtain the rotor speed and position information, mechanical and optical sensors are
usually installed in the control system of an electrical machine [9]. In addition to the increased
hardware complexity and system cost, the reliability of control system is reduced as these sensors
are prone to fail [10]. Therefore, different sensorless control schemes were proposed in response
to the aforementioned disadvantages, which can be classified into the methods based on signal
injection [11–13] and mathematical modeling [14–17]. Usually, the latter one is chosen for controlling
induction machines (IMs) in high speed scenarios, which is also applicable for DFIG-WTs.

Apart from the deterministic sensorless control schemes, stochastic approaches can also be
employed, where Kalman filter (KF) [18] is a representative of this kind of method. By taking the system
uncertainties and measurement errors into account, the KF continuously minimizes the difference
between the real value and the estimated one. However, for a nonlinear system, proper linearization
has to be performed, which can be accomplished by applying the extended Kalman filter (EKF)
algorithm [19,20]. In [21], position sensorless control of an interleaved current source inverter (CSI)
fed permanent magnet synchronous motor (PMSM) drive was presented with EKF. In addition,
the design and implementation of a field-programmable gate array (FPGA)-based sensorless PMSM
speed control were performed with the employment of a reduced-order EKF (ROEKF) in [22], where
the iteration process was significantly simplified. Besides, several studies were published to investigate
modified EKF algorithms for controlling IMs. A bi input-EKF was applied in [23,24] to overcome the
simultaneous estimation problem caused by the variations in stator and rotor resistances. A robust
ROEKF was researched in [25] to demonstrate its superiority over an ordinary ROEKF. In [26] an
interfacing multiple-model EKF was applied in the speed-sensorless vector control for IM. On top of
that, the research of a speed sensorless finite-state predictive torque control (FS-PTC) based on EKF
was carried out for IM sensorless control in [27]. However, there is rare literature focusing on the
EKF algorithm for DFIG-WT. In [28], a suitable model was proposed for estimating the mechanical
variables of DFIG. In [29], an EKF was proposed as the rotor position estimator and the observability
of the DFIG was analyzed. Nevertheless, the methods proposed in these studies are only applicable
when other devices are healthy, and complicated operating conditions are not considered.

In a three-phase AC/DC or DC/AC converter, two phase current sensors and a DC-link
current sensor are required for obtaining phase current information and preventing the DC bus
from overcurrent. To reduce the cost and increase the system reliability, the phase currents can be
reconstructed according to the current information derived from the DC-link current sensor and the
switching states [30]. Therefore, only one current sensor is required for providing current signals
for the DFIG control system. However, immeasurable regions are created when the action time
of a targeted switching state is shorter than the minimum required sampling time. A switching
state phase shift method was proposed in [31] to prolong the action time for the targeted nonzero
switching state so that correct current information can be obtained. While unsymmetrical pulse width
modulation (PWM) waveforms are induced, which results in poorer current quality. In addition, the
phase currents can be reconstructed based on current prediction strategies [32]. By combining the
advantages of space vector pulse width modulation (SVPWM) technique and carrier-based PWM
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method, a hybrid PWM technique was proposed in [33], while the computational complexity increases.
An overmodulation method was proposed in [34], which avoided voltage vector error and reduced
the total harmonic distortion (THD). In [35], a tri-state PWM (TSPWM) strategy was proposed for
obtaining the three-phase current information by using a single DC-link current sensor. Fixed sampling
points are enabled in this method, and it is possible to enlarge the measurable area to almost the whole
hexagon of SVPWM diagram, while high THD is induced in the low modulation region. Without
modifying the PWM signal, a zero voltage vector sampling method (ZVVSM) [36] was proposed for
phase current reconstruction to move the immeasurable regions to the edge of the SVPWM hexagon.
However, the practical issues of wiring and choosing the type of current sensor are encountered.

In this paper, a hybrid fault-tolerant strategy for simultaneous failures of the phase current sensors
and speed/position sensor is proposed to strengthen the reliability of late-stage offshore DFIG-WTs.
A duty ratio adjustment method is proposed to improve the quality of phase current reconstruction,
and the corresponding compensation strategy is put forward to avoid the variations in the amplitude
and orientation of the reference voltage vector. By employing this strategy, the implementation is
easy to realize, and heavy computational burden is not required. Additionally, the 7th-order dynamic
model of DFIG is deeply analyzed and the robustness of EKF to system uncertainties and measurement
noises is demonstrated in the sensorless control process. The accuracy of rotor speed and position
estimation is investigated when wind speed step change and noises are considered. The severe senor
failure scenario considered in this paper is displayed in Figure 1.
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Figure 1. The severe sensor fault scenario in a doubly-fed induction generator-based wind turbine 
(DFIG-WT). 

The paper is arranged in the following structure: In Section 2, the DFIG-WT modeling is carried 
out in terms of the wind turbine model, DFIG dynamic model and state space model. Then, the 
sensorless control of DFIG-WT based on the EKF algorithm is explained in Section 3. In Section 4, the 
phase current reconstruction strategy in BTB converter of DFIG-WT is illustrated in detail, and the 
proposed duty ratio adjustment scheme is presented. In Section 5, the simulation results are 
displayed with analysis and discussions of the proposed hybrid fault-tolerant sensorless control 
scheme. In Section 6, the discussion and future work in an experimental rig are explained. Finally, 
the conclusion is derived in Section 7. 
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Figure 1. The severe sensor fault scenario in a doubly-fed induction generator-based wind turbine
(DFIG-WT).

The paper is arranged in the following structure: In Section 2, the DFIG-WT modeling is carried out
in terms of the wind turbine model, DFIG dynamic model and state space model. Then, the sensorless
control of DFIG-WT based on the EKF algorithm is explained in Section 3. In Section 4, the phase
current reconstruction strategy in BTB converter of DFIG-WT is illustrated in detail, and the proposed
duty ratio adjustment scheme is presented. In Section 5, the simulation results are displayed with
analysis and discussions of the proposed hybrid fault-tolerant sensorless control scheme. In Section 6,
the discussion and future work in an experimental rig are explained. Finally, the conclusion is derived
in Section 7.

2. DFIG-WT Modeling

2.1. Wind Turbine Model

According to wind turbine aerodynamics, the wind power input captured can be expressed as

Pv =
1
2

ρSwvw
3. (1)
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However, only a part of the wind power captured is absorbed, and the output mechanical power
of the wind turbine is

Po =
1
2

ρSwvw
3Cp. (2)

The wind power coefficient Cp is a function of the tip speed ratio λ (the ratio of the blade tip
linear speed to wind speed) and pitch angle βpitch. When βpitch remains the same, there is always an
optimal value of λ that maximizes the value of Cp, which is called the optimum tip speed ratio λopt.
The value of Cp decreases as the pitch angle increases, and this characteristic is commonly employed
in the constant speed and constant power operation regions to avoid overload of the system and
extremely large output power. The expression of Cp is

Cp = c1

c6λ +

−c4 − c3(2.5 + βpitch) + c2

[
1

λ+c7(2.5+βpitch)
− c8

1+(2.5+βpitch)
3

]
exp

{
c5

[
1

λ+c7(2.5+βpitch)
− c8

1+(2.5+βpitch)
3

]}
, (3)

where c1–c8 are the wind power coefficient parameters, with the values displayed in Table 1.

Table 1. Values of parameters c1–c8.

Parameters c1 c2 c3 c4 c5 c6 c7 c8

Values 0.645 116 0.4 5 21 0.00912 0.08 0.035

2.2. DFIG Dynamic Model

For the ease of controlling the operation and analyzing the performance of DFIG-WT, all the
variables on the rotor side are referred to the stator side. The three-phase stator and rotor voltage
equations are {

vs = Rsis +
dϕs

dt + jωsϕs

vr = Rrir +
dϕr
dt + jωslipϕr

, (4)

{
ϕs = Lsis + Lmir

ϕr = Lmis + Lrir
. (5)

For the purpose of independently controlling the active and reactive power of DFIG, the coordinate
system transformation theory is applied to transform the three-phase variables onto the two-phase
arbitrary rotating dq reference frame, and then the dynamic dq model of DFIG can be expressed by the
following equations (voltage, flux, torque and kinetic equations, respectively).

vsd = Rsisd +
dϕsd

dt −ωs ϕsq

vsq = Rsisq +
dϕsq

dt + ωs ϕsd

vrd = Rrird +
dϕrd

dt −ωslip ϕrq

vrq = Rrirq +
dϕrq

dt + ωslip ϕrd

, (6)


ϕsd = Lsisd + Lmird
ϕsq = Lsisq + Lmirq

ϕrd = Lmisd + Lrird
ϕrq = Lmisq + Lrirq

, (7)

Te = npLm(irdisq − irqisd), (8)

Te − TL =
J

np

dωm

dt
. (9)
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2.3. DFIG State Space Model

The state variables of a DFIG include the dq stator and rotor currents isd, isq, ird, irq, rotor angular
speed ωm, rotor position θm and mechanical torque Tm. Therefore, a 7th-order state space DFIG model
is set up. The stator and rotor currents in the stationary two-phase αβ reference frame isα, isβ, irα, irβ are
taken as measurements, and the αβ stator and rotor voltages vsα, vsβ, vrα, vrβ can are the inputs. The
input u(t), measurement y(t), and state x(t), and of the DFIG system can be expressed, respectively, as

u(t) = [ vsα(t) vsβ(t) vrα(t) vrβ(t) ]
T

, (10)

y(t) = [ isα(t) isβ(t) irα(t) irβ(t) ]
T

, (11)

x(t) = [ isd(t) isq(t) ird(t) irq(t) ωm(t) θm(t) Tm(t) ]
T

. (12)

3. EKF Based Sensorless Control of DFIG

Based on the EKF algorithm, the states of a dynamic nonlinear system can be estimated with
the least-square sense. In the case that the speed/position encoder fails, it is feasible to apply EKF
algorithm for rotor speed and position estimation as it deals with the system nonlinearity caused
by the availability of the information of ωm and θm. The optimal time-varying observer gain K(t) is
obtained to minimize the estimation error, by directly taking the process and measurement noises
into account.

3.1. Continuous DFIG State Space Nonlinear Model

The continuous state space model of DFIG system can be expressed as

dx(t)
dt

= f(x(t), u(t)) + w(t) (system), (13)

y(t) = h(x(t)) + v(t) (measurement), (14)

where w(t) and v(t) are the white noises induced in the model and measurements, and they obey
normal distribution. The covariance matrices of w(t) and v(t) are Q and R, respectively, which
should be designed and tuned according to the model uncertainties and external disturbances in
the measurements. In addition, the determination of the initial state covariance matrix P0 is also
significant.

The state space DFIG dynamic model is expressed in the general form according to dx(t)/dt, which
is the system transition function f(x(t), u(t)).

f(x(t), u(t)) =



1
σLs Lr

[Lrvsd − LrRsisd − Lmvrd + LmRrird + ωmLmLrirq + (ωsLsLr −ωslipLm
2)isq]

1
σLs Lr

[Lrvsq − LrRsisq − Lmvrq + LmRrirq −ωmLmLrird − (ωsLsLr −ωslipLm
2)isd]

1
σLs Lr

[Lsvrd − LsRrird − Lmvsd + LmRsisd −ωmLmLsisq − (ωsLm
2 −ωslipLsLr)irq]

1
σLs Lr

[Lsvrq − LsRrirq − Lmvsq + LmRsisq + ωmLmLsisd + (ωsLm
2 −ωslipLsLr)ird]

1
J [

3
2 npLm(irdisq − irqisd)− Tm]

ωm

0


.

(15)
Based on the dq voltage and current values at the stator and rotor sides and Inverse Park

Transformation, the measurement matrix of the system can be derived as

h(x(t)) =


cos(θs)isd − sin(θs)isq

sin(θs)isd + cos(θs)isq
cos(θslip)ird − sin(θslip)irq

sin(θslip)ird + cos(θslip)irq

. (16)
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3.2. Discretization of the DFIG State Space Nonlinear Model

A discrete model of DFIG can be obtained for digital control purpose by applying Euler
approximation [37]. When the sampling time Ts is relatively small, the changing rate of the state
involved from the differential one can be expressed as

dx
dt
≈ x(k + 1)− x(k)

Ts
. (17)

In this equation, k and (k + 1) represent the current and next time steps for the state, respectively.
Specifically, the electrical variables in the next state are

isd(k + 1) = isd(k) + Ts
disd
dt |k

isq(k + 1) = isq(k) + Ts
disq
dt |k

ird(k + 1) = ird(k) + Ts
dird
dt |k

irq(k + 1) = irq(k) + Ts
dirq
dt |k

. (18)

A more accurate approximation is available for the mechanical rotor speed/position by Taylor
series expansion [38,39], and the discrete expressions for ωm and θm are illustrated as

ωm(k + 1) = ωm(k) + Ts
dωm

dt |k +
Ts

2

2 ( dωm
dtdisd
|k disd

dt |k

+ dωm
dtdisq
|k

disq
dt |k +

dωm
dtdird
|k dird

dt |k +
dωm
dtdirq
|k

dirq
dt |k)

, (19)

θm(k + 1) = θm(k) + Tsωm(k) +
Ts

2

2
dωm

dt
|k. (20)

The mechanical torque can be assumed to be a constant during a short period of time, since the
turbine inertia is a large value.

Tm(k + 1) = Tm(k). (21)

Therefore, the discrete process function of the state can be derived as shown below.

F(x(k), u(k)) =



isd(k) +
Ts

σLs Lr
[Lrvsd − LrRsisd − Lmvrd + LmRrird + ωmLmLrirq + (ωsLsLr −ωslipLm

2)isq]|k
isq(k) + Ts

σLs Lr
[Lrvsq − LrRsisq − Lmvrq + LmRrirq −ωmLmLrird − (ωsLsLr −ωslipLm

2)isd]|k
ird(k) +

Ts
σLs Lr

[Lsvrd − LsRrird − Lmvsd + LmRsisd −ωmLmLsisq − (ωsLm
2 −ωslipLsLr)irq]|k

irq(k) + Ts
σLs Lr

[Lsvrq − LsRrirq − Lmvsq + LmRsisq + ωmLmLsisd + (ωsLm
2 −ωslipLsLr)ird]|k

ωm(k) + Ts
J [

3
2 npLm(irdisq − irqisd)|k− Tm(k)] + 3Ts

2

4J npLm(isq
dird
dt + ird

disq
dt − isd

dirq
dt − irq

disd
dt )|k

θm(k) + Tsωm(k) + Ts
2

2J [
3
2 npLm(irdisq − irqisd)|k− Tm(k)]

Tm(k)


. (22)

The discrete measurement matrix has almost the same format as the continuous one, except that
the variables used are discretized ones.

H(x(k)) =


cos(θs(k))isd(k)− sin(θs(k))isq(k)
sin(θs(k))isd(k) + cos(θs(k))isq(k)
cos(θslip(k))ird(k)− sin(θslip(k))irq(k)
sin(θslip(k))ird(k) + cos(θslip(k))irq(k)

. (23)

Based on Equations (13), (14), (22) and (23), the system and measurement processes for the discrete
DFIG state space model are obtained as

x(k + 1) = F(x(k), u(k)) + w(k) (system), (24)
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y(k) = H(x(k)) + v(k) (measurement). (25)

3.3. EKF Algorithm

Two steps are involved in the EKF algorithm: the prediction and update steps. The estimation of
the state space variables at the next time step is obtained in the prediction step, while the error between
the real and estimated values are minimized in the update step. The EKF algorithm is summarized in
Table 2.

Table 2. Extended Kalman Filter (EKF) algorithm.

Prediction Step

x̂(k + 1|k) = F(x̂(k|k), u(k))
P(k + 1|k) = Φ(k)P(k|k)Φ(k)T + Q

Update Step

x̂(k|k) = x̂(k|k− 1) + K(k)e(k)
P(k|k) = [I−K(k)C(k)]P(k|k− 1)

Jacobi Matrices

Φ(k) = [ dF
dx ]|(x̂(k|k),u(k))

C(k) = [ dH
dx ]|(x̂(k|k−1))

Measurement Error

e(k) = y(k)−H(x̂(k|k− 1))

Kalman Gain

K(k) = P(k|k− 1)C(k)T[C(k)P(k|k− 1)C(k)T + R]
−1

In Table 2, I is a unit matrix. The EKF algorithm with illustrations of the prediction and update
steps is displayed in Figure 2.

Energies 2018, 11, 21 8 of 24 

 

ˆ( ) ( ) ( ( | 1))k k k k= − −e y H x
Kalman Gain 

T T 1( ) ( | 1) ( ) [ ( ) ( | 1) ( ) ]k k k k k k k k −= − − +K P C C P C R

In Table 2, I is a unit matrix. The EKF algorithm with illustrations of the prediction and update 
steps is displayed in Figure 2. 

ˆ ˆ( 1| ) ( ( | ), ( ))k k k k k+ =x F x u T( 1| ) ( ) ( | ) ( )k k k k k k+ = +P Φ P Φ Q

Q

ˆ ˆ( | ) ( | 1) ( ) ( )k k k k k k= − +x x K e

Z-1

( | ) [ ( ) ( )] ( | 1)k k k k k k= − −P I K C P

Z-1

Prediction

Update

ˆ( | 1)k k −x

ˆ ( | )k kx

( )kK ( )ke

( )ku ( | )k kP ( )kΦ

( 1| )k k+P

( | 1)k k −P ( )kK ( )kC

( | )k kPˆ ( | )k kx

ˆ ( | 1)k k −x

 

Figure 2. Prediction and update steps in the extended Kalman filter (EKF) algorithm. 

4. Phase Current Reconstruction 

4.1. Single Sensor Based Phase Current Reconstruction Strategy 

At the late stage of service time for DFIG-WT, phase current sensor failure at the RSC or GSC 
side is easy to happen. Traditionally, two phase current sensors are required at the AC side of 
RSC/GSC, and a DC-link current sensor is installed to prevent overcurrent. Considering the severe 
sensor failure case that the phase current sensors at both the RSC and GSC sides are not available, 
only one DC-link current sensor is applied for each converter to obtain the phase current information, 
as shown in Figure 3. 

B

C

+

-

Vdc

S4

S2S1

S3

CDC B’

C’

S4
'

S2
' S1

'

S3
'

S5

S6 S6
'

S5
'

A’A

idc1 idc2

n

Rotor

Lra

Lrc Lrb

Rra

Rrb

Rrc

ega

egb

egc

Rga

Rgb

Rgc

Lga

Lgb

Lgc

n’

Grid-side dc 
current sensor

Rotor-side dc 
current sensor

ira

irb

irc

iga

igb

igc

 
Figure 3. DC-link current sensor based phase current reconstruction strategy for back-to-back (BTB) 
of DFIG-WT. 

Figure 2. Prediction and update steps in the extended Kalman filter (EKF) algorithm.



Energies 2018, 11, 21 8 of 23

4. Phase Current Reconstruction

4.1. Single Sensor Based Phase Current Reconstruction Strategy

At the late stage of service time for DFIG-WT, phase current sensor failure at the RSC or GSC side
is easy to happen. Traditionally, two phase current sensors are required at the AC side of RSC/GSC,
and a DC-link current sensor is installed to prevent overcurrent. Considering the severe sensor failure
case that the phase current sensors at both the RSC and GSC sides are not available, only one DC-link
current sensor is applied for each converter to obtain the phase current information, as shown in
Figure 3.
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Since the values of idc1 and idc2 are, respectively, related to the switching states of the switches
S1–S6 in RSC and those of S1’–S6’ in GSC, along with the three-phase currents flowing through these
switches, it is possible to deduce the expressions for the phase currents by using the switching states
and the DC current values. The switching state of each bridge arm is defined as Sp (p = a, b, c for RSC
or a’, b’, c’ for GSC), which is equal to 0 (upper switch off and lower switch on) or 1 (upper switch on
and lower switch off).

In total, there are eight switching states for each converter, which are represented by the voltage
space vectors Vabc and Va’b’c’ for RSC and GSC. The connection of either the three-phase load or
the three-phase voltage source is in the star format without additional line. Therefore, the following
conditions are satisfied.

ira + irb + irc = 0, (26)

iga + igb + igc = 0. (27)

Take the supersynchronous operation mode of DFIG as an example, where the current flows are
depicted in Figure 3, the relationships among the currents at the DC and AC sides for RSC and GSC
are derived, as shown in Table 3.

Table 3. Relationships among DC and AC Currents in rotor-side converter (RSC) and grid-side
converter (GSC).

Vabc(a’b’c’) V100 V110 V010 V011 V001 V101 V000 V111

idc1 ira −irc irb −ira irc −irb 0 0
idc2 iga −igc igb −iga igc −igb 0 0

The values of the subscripts a, b, c, a’, b’ and c’ can be either 0 or 1, and the relationship between
the dc-link currents and the AC currents can be summarized as

idc1 = aira + birb + circ, (28)
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idc2 = a′iga + b′igb + c′igc. (29)

It can be seen in Table 3 and Equations (28) and (29) that the phase current information in one
phase can be captured when non-zero switching states are presented, and the currents in other phases
can be calculated based on the phase current information obtained in different switching states in a
switching period Tsw, and high precision in phase current reconstruction can be ensured when Tsw is
small enough. In the space vector modulation (SVM) technique for three-phase converters, there are
two zero vectors V000 and V111 that are used to complement the remaining time in a switching period,
and it is impossible to get the phase current information from these switching states.

4.2. Current Sampling in Different Sectors

The space vector distribution for a six-switch three-phase converter is shown in Figure 4.Energies 2018, 11, 21 10 of 24 
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It can be seen in Figure 4 that a regular hexagon is formed in the αβ plane by the six nonzero
voltage vectors, and the plane is divided into six sectors. The case when the output voltage vector VO

is located in Sector I is illustrated in this figure, and the vector components of VO on the two-phase
stationary reference frame are VOα and VOβ, respectively.

According to the algorithm presented in Figure 5, the value of sector indicator N can be calculated,
and then the location of the output voltage vector VO will be determined.
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The corresponding relationship between the value of N and the position of VO is illustrated
in Table 4.

Table 4. Relationship between N and the sector.

N 1 2 3 4 5 6

Sector 2 6 1 4 3 5

Based on the algorithm in Figure 5 and the relationship given in Table 4, the sector identification
process can be accomplished. In each sector, the two basic voltage vectors at the boundaries are used
as the active nonzero voltage vectors for synthesizing the output voltage vector. Along with the
participation of the two zero voltage vectors in a switching period, seven segment based symmetrical
PWM switching patterns are derived for the three switching states Sa, Sb and Sc. By employing this
method, the number of switching times is minimized and the current distortions are mitigated to the
greatest degree. In a switching period Tsw, the switching time allocated to each active vector is Tabc
(the values of a, b and c can be 0 or 1), and the ratio of Tabc to Tsw is defined as the duty ratio, which is
a value between 0 and 1 to indicate the proportion of switching period allocated for a specific voltage
vector Vabc.

dabc =
Tabc
Tsw

. (30)

The synthesis principle of the output voltage vector in different sectors can be described as

VO =



d000V000 + d100V100 + d110V110 + d111V1111, I
d000V000 + d010V010 + d110V110 + d111V111, II
d000V000 + d010V010 + d011V011 + d111V111, III
d000V000 + d001V001 + d011V011 + d111V111, IV
d000V000 + d001V001 + d101V101 + d111V111, V
d000V000 + d100V100 + d101V101 + d111V111, VI

. (31)

The expressions for the duty ratios of the switches in three bridge arms are obtained as
da = ∑1

i,j=0 d1ij

db = ∑1
i,j=0 di1j

dc = ∑1
i,j=0 dij1

. (32)

The DC-link currents idc1 and idc2 are sampled in the nonzero switching states. Since the current
relationships in RSC and GSC are identical, the general expressions for the DC and AC three-phase
currents are idc and ia, ib, ic, respectively, for simplicity. The switching patterns and the corresponding
values of idc in different switching states are illustrated in Figure 6.

In each switching period Tsw, four samples are derived for idc. For example, the values of ia, −ic,
−ic, ia are obtained one by one for calculation of the three-phase current values. The sampling points
are located at the end of the active switching state periods to avoid the fluctuations in the current
signals at the beginning of new switching states.
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4.3. Current Reconstruction Dead Zones

Although the fault tolerance is enhanced and the cost is reduced by applying only one DC-link
current sensor for deriving the phase current information, the ever existing problem by utilizing this
method is that reliable DC-link current information is not always available since it takes time for
current sampling. If the time period for a nonzero switching state in a switching period is smaller than
the minimum required time Tmin, then it is impossible to get the required current information at this
point. The minimum required time Tmin includes the rise time tr, dead zone time td, settling time tset

and A/D conversion time tA/D, and its expression is

Tmin = tr + td + tset + tA/D. (33)

Therefore, during the process of activating a power switch, it is impossible for the actual current
value to follow the ideal one, and the comparison between the ideal and actual current values in the
turning on process is illustrated in Figure 7.
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When the lasting time for one nonzero switching state is shorter than Tmin, two sampling points
are missing in a switching period, and the reconstructed phase currents are greatly distorted as
the DC-link current information for the specific nonzero switching state is based on that derived in
previous switching periods. Under this circumstance, a phase current reconstruction dead zone is
formed at the boundary of two sectors. Even worse, in the case that both the nonzero switching states
are on for no longer than Tmin, more severe reconstructed phase current distortions are presented. In
this case, it indicates that low modulation index is used and the output voltage vector is in the low
modulation region. Take the case when VO locates in Sector I as an example, the PWM switching
patterns for three situations with current sampling failures are displayed in Figure 8.

Energies 2018, 11, 21 12 of 24 

 

are located at the end of the active switching state periods to avoid the fluctuations in the current 
signals at the beginning of new switching states. 

4.3. Current Reconstruction Dead Zones 

Although the fault tolerance is enhanced and the cost is reduced by applying only one DC-link 
current sensor for deriving the phase current information, the ever existing problem by utilizing this 
method is that reliable DC-link current information is not always available since it takes time for 
current sampling. If the time period for a nonzero switching state in a switching period is smaller 
than the minimum required time Tmin, then it is impossible to get the required current information at 
this point. The minimum required time Tmin includes the rise time tr, dead zone time td, settling time 
tset and A/D conversion time tA/D, and its expression is 

min /r d set A DT t t t t= + + + . (33) 

Therefore, during the process of activating a power switch, it is impossible for the actual current 
value to follow the ideal one, and the comparison between the ideal and actual current values in the 
turning on process is illustrated in Figure 7. 

td tr tset tA/D

0

1

Ideal current Actual current

 

Figure 7. Ideal and actual current values in the turning on process. 

When the lasting time for one nonzero switching state is shorter than Tmin, two sampling points 
are missing in a switching period, and the reconstructed phase currents are greatly distorted as the 
DC-link current information for the specific nonzero switching state is based on that derived in 
previous switching periods. Under this circumstance, a phase current reconstruction dead zone is 
formed at the boundary of two sectors. Even worse, in the case that both the nonzero switching states 
are on for no longer than Tmin, more severe reconstructed phase current distortions are presented. In 
this case, it indicates that low modulation index is used and the output voltage vector is in the low 
modulation region. Take the case when VO locates in Sector I as an example, the PWM switching 
patterns for three situations with current sampling failures are displayed in Figure 8. 

 

da

dc

Carrier

Sa

Tsw

db

Sb

Sc

(a) V100 unavailable

T100 < Tmin

dc

Carrier

Sa

Tsw

db

Sb

Sc

(b) V110 unavailable

T110 < Tmin

da dc

Carrier

Sa

Tsw

db

Sb

Sc

(c) V100 & V110 unavailable

T110 < Tmin

da

T100 < Tmin

 
Figure 8. Three current sampling failure cases in Sector I, when (a) V100 is not available (b) V110 is not 
available (c) both V100 and V110 are not available. 

Figure 8. Three current sampling failure cases in Sector I, when (a) V100 is not available (b) V110 is not
available (c) both V100 and V110 are not available.

In Figure 8a, the action time of V100 is smaller than Tmin, and in this case the output voltage vector
VO locates in the unmeasurable area at the boundary of Sector I and Sector II. When the situation
described in Figure 8b occurs, VO locates in the sector boundary area between Sector I and Sector
VI. In addition, when the output voltage vector is in the low modulation region, the corresponding
PWM switching patterns are shown in Figure 8c, where no sampling points are presented in a
switching period. The current reconstruction dead zones including the sector boundary region
and low modulation region in the space vector diagram are depicted in Figure 9, with the cases in
Figure 8 illustrated.
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In Figure 9, it can be seen that, only when the output voltage vector is neither in the low
modulation region nor sector boundary region, the correct phase current information can be captured.
In this case, the quality of the reconstructed three-phase currents is poor and not possible for
closed-loop control of DFIG. Therefore, it is necessary to solve this problem by providing a feasible
compensation scheme.
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4.4. Proposed Duty Ratio Adjustment Scheme

To prolong the action time of the nonzero voltage vectors to make sure it exceeds or equals Tmin,
a duty ratio adjustment scheme is proposed to shift the PWM switching patterns to the desired positions.
Take the case of Figure 8a as an example, as the action time of V100 is not enough, an additional time
period T100_add is added to T100 to extend it to the minimum required value. The switch-on time of
V100 is related to the distance between da and db, and the relationship between the pulse width and
duty ratio difference is displayed in Figure 10.

Energies 2018, 11, 21 13 of 24 

 

In Figure 8a, the action time of V100 is smaller than Tmin, and in this case the output voltage vector 
VO locates in the unmeasurable area at the boundary of Sector I and Sector II. When the situation 
described in Figure 8b occurs, VO locates in the sector boundary area between Sector I and Sector VI. 
In addition, when the output voltage vector is in the low modulation region, the corresponding PWM 
switching patterns are shown in Figure 8c, where no sampling points are presented in a switching 
period. The current reconstruction dead zones including the sector boundary region and low 
modulation region in the space vector diagram are depicted in Figure 9, with the cases in Figure 8 
illustrated. 

V100

V110

V001

Ⅰ

Ⅱ

V010

V011

V101

Ⅲ 

Ⅳ Ⅵ 

Ⅴ 

Sector boundary region

Low modulation region

Vo(a)

Vo(b)Vo(c)

Vo(a)

Vo(b)

Vo(c)

Case of Fig. 8(a)

Case of Fig. 8(b)

Case of Fig. 8(c)

Legend & Indicator

 

Figure 9. Current reconstruction dead zones and unmeasurable situations in Sector I. 

In Figure 9, it can be seen that, only when the output voltage vector is neither in the low 
modulation region nor sector boundary region, the correct phase current information can be 
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Since the pulse width pattern is symmetrically placed in a switching period, the active time T100

is evenly distributed into two parts in each half switching period, and the following condition must be
satisfied in order to reliably measure the desired current values.

T100/2 ≥ Tmin (34)

If Equation (34) is not satisfied, then T100_add/2 should be added to T100/2 in each half switching
period. It is realized by adjusting the value of da or db, and the duty ratio to be complemented is

dcom_ab =
(2Tmin − T100)(da − db)

T100
, (35)

Similarly, the compensating duty ratio components for other duty ratios in different sectors are
calculated in the same way as that in Equation (35). With the purpose of keeping the pulse width
switching patterns symmetrical, only the largest and smallest duty ratios in a switching periods are to
be adjusted, i.e., adding the complementary duty ratio component between the largest and medium
duty ratios to the largest one, and subtracting that between the smallest and medium duty ratios from
the smallest one. The details of duty ratio adjustment in each sector are illustrated in Table 5.

Table 5. Duty ratio adjustment in each sector.

Sector Situation Duty Ratio Adjustment

I T100 < Tmin da + dcom_ab
T110 < Tmin dc − dcom_bc

II T010 < Tmin db + dcom_ab
T110 < Tmin dc − dcom_ac

III T010 < Tmin db + dcom_bc
T011 < Tmin da − dcom_ac

IV T001 < Tmin dc + dcom_bc
T011 < Tmin da − dcom_ab

V T001 < Tmin dc + dcom_ac
T101 < Tmin db − dcom_ab

VI T100 < Tmin da + dcom_ac
T101 < Tmin db − dcom_bc
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Although the missing switching states are recovered by adjusting the values of corresponding duty
ratios, the side effects that are generated by using this method is that the output voltage vector deviates
from its original position, along with the variation in its magnitude. Under such a circumstance,
the voltage vector locus is not smooth enough for maintaining sinusoidal three-phase waveforms.
To mitigate the distortions that occurred in the output voltage vector, compensating switching states
are required in a switching period to eliminate the redundant components caused by additional action
time on the nonzero basic voltage vectors. Assume the case of Figure 8c happens, where the voltage
vector locates in the low modulation region, then the basic voltage vectors V011 and V001 are employed
to compensate for the surplus voltage-second integral components in the directions of V100 and V110,
respectively. The space vectors after implementing the duty ratio adjustment and switching state
compensation are displayed in Figure 11.

Energies 2018, 11, 21 14 of 24 

 

100/2 minT T≥  (34) 

If Equation (34) is not satisfied, then T100_add/2 should be added to T100/2 in each half switching 
period. It is realized by adjusting the value of da or db, and the duty ratio to be complemented is 

min 100
_

100

(2 )( )a b
com ab

T T d d
d

T

− −= , (35) 

Similarly, the compensating duty ratio components for other duty ratios in different sectors are 
calculated in the same way as that in Equation (35). With the purpose of keeping the pulse width 
switching patterns symmetrical, only the largest and smallest duty ratios in a switching periods are 
to be adjusted, i.e., adding the complementary duty ratio component between the largest and 
medium duty ratios to the largest one, and subtracting that between the smallest and medium duty 
ratios from the smallest one. The details of duty ratio adjustment in each sector are illustrated in Table 5. 

Table 5. Duty ratio adjustment in each sector. 

Sector Situation Duty Ratio Adjustment
I T100 < Tmin da + dcom_ab 
 T110 < Tmin dc − dcom_bc 

II T010 < Tmin db + dcom_ab 
 T110 < Tmin dc − dcom_ac 

III T010 < Tmin db + dcom_bc 
 T011 < Tmin da − dcom_ac 

IV T001 < Tmin dc + dcom_bc 
 T011 < Tmin da − dcom_ab 

V T001 < Tmin dc + dcom_ac 
 T101 < Tmin db − dcom_ab 

VI T100 < Tmin da + dcom_ac 
 T101 < Tmin db − dcom_bc 

Although the missing switching states are recovered by adjusting the values of corresponding 
duty ratios, the side effects that are generated by using this method is that the output voltage vector 
deviates from its original position, along with the variation in its magnitude. Under such a 
circumstance, the voltage vector locus is not smooth enough for maintaining sinusoidal three-phase 
waveforms. To mitigate the distortions that occurred in the output voltage vector, compensating 
switching states are required in a switching period to eliminate the redundant components caused 
by additional action time on the nonzero basic voltage vectors. Assume the case of Figure 8c happens, 
where the voltage vector locates in the low modulation region, then the basic voltage vectors V011 and 
V001 are employed to compensate for the surplus voltage-second integral components in the 
directions of V100 and V110, respectively. The space vectors after implementing the duty ratio 
adjustment and switching state compensation are displayed in Figure 11. 

V110

V100

Original Volt-Sec Component

Additional Volt-Sec Component

Compensating Volt-Sec Component

Sythesized Volt-Sec Component

Legend

 

Figure 11. Space vector allocation with duty ratio adjustment and switching state compensation. Figure 11. Space vector allocation with duty ratio adjustment and switching state compensation.

By adjusting the duty ratios, it is ensured that four sampling points are available in a switching
period, which increases the accuracy of phase current reconstruction. At the end of each switching
period, the compensating switching states are added so that the output vector in a switching period is
kept the same as that before the implementation of the proposed strategy.

5. Simulation Results

When the severe sensor failure scenario occurs in DFIG-WT, the EKF based position sensorless
algorithm and the single DC-link current sensor based phase current reconstruction method are applied
simultaneously to maintain continuous operation of the system. The control block diagram of the
hybrid sensorless control strategy for post-fault operation of DFIG-WT is illustrated in Figure 12, which
is to be verified by simulation studies in Matlab/Simulink2017a (MathWorks, Natick, MA, USA).
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Figure 12. Hybrid sensorless control strategy for the severe sensor failure scenario in DFIG-WT. 

The rotor speed and position are estimated by applying the EKF algorithm based on the 7th-
order DFIG dynamic state space model. By measuring the DC-link currents idc1 and idc2, along with 
the duty ratios for the RSC and GSC, the rotor-side and grid-side three-phase AC currents are 
reconstructed. In the simulation process, the post-fault operation of a 1.5 MW DFIG-WT is 
investigated, with the initial slip set as −0.2, and the initial rotor position equals 0. The sampling time 
Ts is set to 5 μs. The system parameters for the 1.5 MW DFIG-WT are shown in Table 6. 
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Figure 12. Hybrid sensorless control strategy for the severe sensor failure scenario in DFIG-WT.
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The rotor speed and position are estimated by applying the EKF algorithm based on the 7th-order
DFIG dynamic state space model. By measuring the DC-link currents idc1 and idc2, along with the duty
ratios for the RSC and GSC, the rotor-side and grid-side three-phase AC currents are reconstructed.
In the simulation process, the post-fault operation of a 1.5 MW DFIG-WT is investigated, with the
initial slip set as −0.2, and the initial rotor position equals 0. The sampling time Ts is set to 5 µs.
The system parameters for the 1.5 MW DFIG-WT are shown in Table 6.

Table 6. Parameters of DFIG-WT.

Parameter Value Unit

Rated Power Sg 1.5 MVA
Rated Frequency Fnom 50 Hz

Rated Stator Voltage Vs 575 V
Stator Resistance Rs 0.023 pu
Rotor Resistance Rr 0.016 pu

Stator Inductance Lls 0.18 pu
Rotor Inductance Llr 0.16 pu

Magnetizing Inductance Lm 2.9 pu
Friction Factor F 0.01 pu

Inertia Constant H 0.685 s
Number of Pole Pairs np 3 \
DC Bus Capacitance CDC 10 mF

Rated Wind Speed vw 11 m/s

In the simulation study, the wind speed change from 15 m/s to 10 m/s at t = 0.5 s is considered to
verify if the estimated or reconstructed values track the real values well. The graph of wind speed is
shown in Figure 13. All the simulation results shown in this section are derived by considering wind
speed step change from 15 m/s to 10 m/s at t = 0.5 s.
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Figure 14. Three-phase output: (a) voltages; and (b) currents to the AC grid. 

In Figure 14, it can be seen that the amplitude of the phase current drops to around half the 
original value to maintain the balance between the input mechanical power and the output electrical 
power. 

The three-phase currents are reconstructed to replace the functions of phase current sensors, and 
only a DC-link current sensor is required in this case, which saves the cost and improves the fault-
tolerant ability of the control system. The real and reconstructed three-phase GSC AC currents are 
presented in Figure 15. 
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In Figure 14, it can be seen that the amplitude of the phase current drops to around half the original
value to maintain the balance between the input mechanical power and the output electrical power.

The three-phase currents are reconstructed to replace the functions of phase current sensors,
and only a DC-link current sensor is required in this case, which saves the cost and improves the
fault-tolerant ability of the control system. The real and reconstructed three-phase GSC AC currents
are presented in Figure 15.
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Figure 15. Real and reconstructed three-phase GSC AC currents. 

It can be seen in Figure 15 that the reconstructed current value tracks the real one accurately for 
each phase, which demonstrates the validity of the proposed current reconstruction strategy. With 
the purpose of observing the effects of the reconstructed currents on the system performance, the 
graphs of the total output active power (Pt), reactive power (Qt), and power factor (PF) derived when 
applying the measured currents and reconstructed currents, are depicted as shown in Figure 16. 
Moreover, when the DC current offset of 0.1 pu is taken into account in the DC-link current sensors, 
the corresponding graphs are also illustrated in Figure 16. 
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Figure 16. The total output active power Pt, reactive power Qt and power factor PF under different 
situations. 

Figure 15. Real and reconstructed three-phase GSC AC currents.

It can be seen in Figure 15 that the reconstructed current value tracks the real one accurately for
each phase, which demonstrates the validity of the proposed current reconstruction strategy. With the
purpose of observing the effects of the reconstructed currents on the system performance, the graphs of
the total output active power (Pt), reactive power (Qt), and power factor (PF) derived when applying
the measured currents and reconstructed currents, are depicted as shown in Figure 16. Moreover, when
the DC current offset of 0.1 pu is taken into account in the DC-link current sensors, the corresponding
graphs are also illustrated in Figure 16.
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different situations.

In Figure 16, it can be seen that when the measured three-phase grid-side and rotor-side currents
are used, the total output active power drops from 1.5 MW to 0.8 MW after the wind speed step change,
with a period of around 1 s to adjust the value to a stable one. There is also a slight increase in the
reactive power output, which reaches around 0.06 MVar at 1.2 s. However, it moderately declines back
to the desired value after that. In terms of the power factor, the minimum value is around 0.996 at
1.2 s, and then it returns back to unity steadily. When the reconstructed phase currents are applied
as the inputs for the control system, the graphs of Pt, Qt and PF are shown as the red dashed lines in
Figure 16. Although some fluctuations are observed, the errors between the values derived by using
the measured and reconstructed currents are relatively small. Therefore, the DFIG-WT with serious
sensor fault scenario can still work properly. Furthermore, after taking the inaccuracy of the DC-link
current sensors into account, the active power output can still be tracked precisely. Even though the
quality of output power is deteriorated, the average value of the power factor is high enough for
acceptable operation.

In addition, the rotor speed ωm and position θm are estimated by using the EKF algorithm based
on a 7th-order DFIG state space model. By directly taking the uncertainties in the stochastic process
into account, the Kalman gain matrix K(k) is calculated that minimizes the error between the real and
estimated values. The algorithm is performed online so that the adjustment of the components in the
Kalman gain matrix is carried out according to the variations in the errors. The white noises in the
model and measurement processes are determined as shown below.

w = [ 10−4 10−4 10−4 10−4 0 0 0 ]
T

, (36)

v = [ 10−6 10−6 10−6 10−6 ]
T

. (37)

To simulate the scenario that inaccurate initial estimation of the variables is presented and make
the EKF estimator minimize the errors over time, the primary error covariance between any two state
variables is assumed to be relatively large, and the initial state covariance matrix P0 is set as
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P0 =



1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1


. (38)

With the stator and rotor voltages as inputs, and the stator and rotor currents as measurements,
the estimation of the rotor speed and position can be completed based on the recursive algorithm.
The real and estimated rotor speed and position are displayed in Figures 17 and 18, respectively, with
the difference illustrated.Energies 2018, 11, 21 19 of 24 
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Figure 17. Real and estimated rotor speeds. 
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Figure 18. Real and estimated rotor positions. 

It can be seen in Figure 17 that, at the beginning, the rotor speed estimation deviates from the 
real value by around 0.2 pu, which is large compared to the initial rotor speed of 1.2 pu. However, in 
around 0.3 s, the tracking performance is good enough for the estimated rotor speed to replace the 
real one since the difference between them is only about 4 × 10−5 pu, regardless of the wind speed step 
change. In addition, the estimated rotor position is almost equal to the real one, which can be 
observed in Figure 18. It should be noted that the range of rotor angular position is [0, 2π]. Although 
the error displayed in Figure 18 is approximately 6.271 rad, it can also be expressed as (6.271 − 2π) 
rad, whose absolute value is only 0.0122 rad, since the rotor position is a periodic function of time. 
Therefore, the estimated rotor position is accurate enough for sensorless control of DFIG-WT. To 
demonstrate the mechanical performance of DFIG-WT, the mechanical and electromagnetic torques 
are displayed in Figure 19. 
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It can be seen in Figure 17 that, at the beginning, the rotor speed estimation deviates from the
real value by around 0.2 pu, which is large compared to the initial rotor speed of 1.2 pu. However,
in around 0.3 s, the tracking performance is good enough for the estimated rotor speed to replace the
real one since the difference between them is only about 4× 10−5 pu, regardless of the wind speed step
change. In addition, the estimated rotor position is almost equal to the real one, which can be observed
in Figure 18. It should be noted that the range of rotor angular position is [0, 2π]. Although the error
displayed in Figure 18 is approximately 6.271 rad, it can also be expressed as (6.271 − 2π) rad, whose
absolute value is only 0.0122 rad, since the rotor position is a periodic function of time. Therefore, the
estimated rotor position is accurate enough for sensorless control of DFIG-WT. To demonstrate the
mechanical performance of DFIG-WT, the mechanical and electromagnetic torques are displayed in
Figure 19.Energies 2018, 11, 21 20 of 24 
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Since the machine operates in generator mode, the torque values are negative, indicating that
the electromagnetic torque Tem functions as the load torque. It can be seen that Tem is almost equal
to the mechanical one Tm in the high wind speed period. Then, during a short time period after the
wind speed step change, the absolute value of Tem is larger than that of Tm, and the rotor slows down
in this case. After that, the distance becomes smaller as the rotor speed tends to be approximately a
steady value.

Good robustness to noises in a nonlinear dynamic system is a unique characteristic of EKF, which
is also applicable for DFIG dynamic model. To further verify the validity of EFK based sensorless
control algorithm for DFIG-WT, system model uncertainties and measurement disturbances are taken
into account. After considering the noises in the system model and measurements, the estimations of
rotor speed and position along with the differences are illustrated in Figures 20 and 21, respectively.
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In Figures 20 and 21, although there are noises caused by system model uncertainties and
measurement disturbances, the estimated rotor speed and position still track the real values well,
whereas the estimation accuracy decreases. With the noises added, the EKF has to repeatedly calculate
the optimal Kalman gain to minimize the error, which takes several time periods. As can be seen from
Figure 20, the error between the real and estimated rotor speeds is within 4 × 10−3 pu, while it keeps
fluctuating. In Figure 21, there is approximately a difference of 6.26 rad (0.0232 rad) between the real
and estimated rotor positions, with the fluctuation of ±0.02 rad. Nevertheless, the estimation precision
is still good enough as divergence does not occur in this case, and the EKF based speed/position
sensorless control algorithm is demonstrated to be robust to noises.

6. Discussion and Future Work with Experiments

Although the proposed hybrid fault-tolerant strategy in a 1.5 MW DFIG-WT is verified by
simulation results, experiments are going to be undertaken in the future by using a down-scaled
DFIG experimental platform, including a 20 kW DFIG, a 23 kW permanent magnet synchronous
motor (PMSM), back-to-back power electronic converters, and a DSpace controller. The parameters
of the machines and converters should be cautiously selected according to the specific experimental
conditions. In addition, tuning of PI parameters and the parameters in the initial state covariance
matrix will be a time-consuming task. In the experiment, an HS01-C hall sensor (BEIJING CHUANG
SI FANG ELECTRONICS LIMITED BY SHARE LTD, Beijing, China) will be chosen as the current
sensor for DC-link current measurement, since it has good robustness, strong voltage isolation ability,
and high reliability. The rated input and output currents of the HS01-C hall sensor are 50 A and 50 mA,
respectively, with the measurement range from 0 A to 70 A, and the working temperature is between
−20 ◦C and 75 ◦C.

In terms of the model behavior in the experimental rig, taking the external disturbances of
uncertain grid power quality (current harmonics, grid unbalance, frequency oscillations) and the
noises in analog-to-digital (A/D) process into account, deteriorated control performance will be
observed. Specifically, obvious spikes will be presented in the voltage and current waveforms, and the
output power quality will not be as high as that derived in the simulation results. In addition, due to
the unpredictable aging process of the DC-link current sensor, the accuracy of current measurement
may not be high enough, which is also detrimental to the performance of DFIG. To exclude the noises
produced during the experiments, additional filters should be used.



Energies 2018, 11, 21 21 of 23

7. Conclusions

This paper investigates a hybrid fault-tolerant strategy for riding through the severe sensor fault
scenario in a late-stage offshore DFIG-WT. Under this circumstance, the phase current sensors in
the BTB converter and the rotor speed/position sensor are at the faulty states simultaneously. The
7th-order DFIG dynamic state space model is analyzed, and the EKF algorithm is applied for estimating
the unmeasurable rotor speed and position, and the robustness of this algorithm is verified. In addition,
a single DC-link current sensor based phase current reconstruction strategy is employed for obtaining
the phase current information. The current reconstruction dead zone is analyzed, and a simple duty
ratio adjustment scheme is proposed to make sure the action time of each targeted switching state is
not shorter than the minimum required sampling time. Moreover, compensating switching states are
utilized to ensure the reference voltage vector remain the same as that before the duty ratio adjustment.
According to the simulation results, the following points are summarized:

(1) The total output active and reactive power is within the acceptable ranges by considering wind
speed step change.

(2) The three-phase AC currents from the BTB converter are properly reconstructed, and heavy
computational burden is avoided.

(3) The estimations of rotor speed and position are accurate enough for replacing the speed/position
sensor, even if system uncertainties and measurement noises are taken into account.

(4) Good mechanical characteristics of DFIG-WT are derived in the harsh operating conditions.

In the future, experiments will be performed on a 20 kW DFIG platform to further verify the
proposed control strategy.
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Nomenclature

ρ, Sw, vw The air density, blade area swept by wind, and wind speed
Pv, Po Captured input wind power, output mechanical power of wind turbine
λ, βpitch Tip speed ratio, pitch angle
v, e, i, ϕ Instantaneous values of voltage, source voltage, current and flux
Vdc DC-link voltage, upper and lower capacitor voltages
Em, Vm, Im Amplitudes of the three-phase source voltages, converter voltages and currents
R Resistance
Lm, Lls, Llr Mutual inductance, stator leakage inductance and rotor leakage inductance
Lg, Ls, Lr Inductances on the grid, stator and rotor (Ls = Lm + Lls; Lr = Lm + Llr)
σ Leakage coefficient (σ = 1 − (Lm

2/LsLr))
CDC DC-link capacitance
P, Q Active and reactive power
d Duty ratio
θs, θm, θslip Synchronous, rotor and slip angular positions
np Number of pole pairs
s Slip
J Wind turbine inertia
ωs, ωslip, ωm Nominal grid angular frequency, slip angular frequency, electrical rotor angular speed
Tm, Tem Mechanical torque, electromagnetic torque
Tabc Action time of the switching state Vabc in a switching period
Ts, Tsw Sampling time and switching time
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Subscripts
s, r, g, t Stator, rotor, grid, total
a, b, c; A, B, C Phases A, B, C; Points A, B, C
α, β; d, q Direct and quadrature components referred to the stationary/synchronous reference frame
_rec Reconstructed value
_ref Reference value
Superscripts
*, ˆ, T Ideal value, estimated value, conjugate, and transpose
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