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Abstract: Robust control methodology for two-area load frequency control model is proposed in this
paper. The paper presents a comparative study between the performance of model predictive
controller (MPC) and optimized proportional–integral–derivative (PID) controller on different
systems. An objective function derived from settling time, percentage overshoot and percentage
undershoot is minimized to obtain the gains of the PID controller. Genetic Algorithm (GA) and
Particle Swarm Optimization (PSO) are used to tune the parameters of the PID controller through
performance optimization of the system. System performance characteristics were compared to
another controller designed based on MPC. Detailed comparison was performed between the
performances of the MPC and optimized PID. The effectiveness and robustness of the proposed
schemes were verified by the numerical simulation in MATLAB environment under different scenarios
such as load and parameters variations. Moreover, the pole-zero map of each proposed approach is
presented to investigate their stability.

Keywords: load frequency control; two area power system; optimized PID controller; genetic
algorithm and particle swarm optimization; model predictive control

1. Introduction

Load frequency control (LFC) is used to regulate the power output of the electric generator
within an area as the response of changes in system frequency and tie-line loading. Thus, LFC helps in
maintaining the scheduled system frequency and tie-line power interchange with the other areas within
the prescribed limits. Studies on frequency control approaches for the hybrid power system using
fuzzy logic control (FLC) [1,2], µ-synthesis scheme [3], H∞ and µ-synthesis approach [4], neuro-fuzzy
control [5], FLC with the particle swarm optimization (PSO) algorithm implementation [6,7], FLC with
chaotic PSO [8], ε-MOGA [9], PSO with mixed H2/H∞ control [10], the quasi-oppositional harmony
search algorithm (QOHSA) [11], sliding mode control (SMC) [12], multiple model predictive control
(MMPC) [13], multi-variable generalized predictive control (MGPC) [14] and Type-2 FLC with the
modified harmony search algorithm (MHSA) [15] have been carried out with promising results.
However, this control approach tries to damp frequency and tie-line power deviations to eliminate the
drawbacks related to most of the previous schemes such as H∞ and FLC techniques. The weighting
functions in the H∞ design process cannot be chosen in an easy way. This action affects dramatically
the design process. Moreover, the H∞ controller order is the same as that of the plant. This produces
a complicated frame which is not easy to be implemented especially for large systems. Moreover,
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accurate and sufficient knowledge base affects greatly the impact of the FLC scheme. Increasing
the number of rules in the knowledge base leads to increase complexity, which in turn affects the
computational time and requirements of memory [16].Comparing MPC controller to conventional
PID controller, it is worth mentioning that MPC consumes extra time for on-line computations when
the constraints intervene. Parameters of MPC are designed based on successive iterations, where no
mathematical forms have been developed yet to determine the best configuration of the parameters.
A large volume of literature considers performance comparison between MPC and conventional PID
control, where the results usually point out to noticeable MPC superiority [17,18]. MPC is also used in
renewable energy sources control [19,20]. In this research, a comparison between the performances of
MPC and optimized PID controllers is presented using different performance indices. To guarantee
a fair comparison, the PID controller parameters are optimized by using genetic algorithm and particle
swarm optimization. The performance of the proposed method is investigated for the two-area
interconnected power systems. The results are tabulated as a comparative performance in view of
peak overshoot, peak undershoot, settling time and the capability of the proposed algorithm to solve
LFC problem under different disturbances is confirmed. The main contributions of this research can be
summarized as follows:

1. This study presents a complete load frequency control scheme using optimized PID and model
predictive controllers.

2. The robustness of the proposed control approaches are investigated against system
parameters variations.

3. The nonlinear governor time delay is considered to confirm the ability of the proposed control
techniques for practical implementation.

4. Pole zero maps for each control loop are investigated to ensure the stability of each control
method and its capability to be applied over wide range of operating conditions.

TThis paper is divided into seven sections. Section 1 comprises this Introduction. Section 2
presents the system dynamics. Section 3 illustrates the model predictive controller. Section 4 presents
optimized proportional–integral–derivative controller. Section 5 discusses the genetic algorithm and
particle swarm optimization. Section 6 focuses on the simulations and discussion of the results.
A comparative study is also presented in this section. Finally, the last section is devoted to the
conclusion of this paper.

2. System Dynamics

In this section, a simplified frequency response model for two area power system with an
aggregated generator unit is described in Figures 1 and 2 while the parameters of the system are
presented in Table 1.

The dynamic model in state variation form can be obtained from the function model and is
given by:

ẋ = Ax + Bu (1)

y = Cx + Du (2)

where A, B, C, D are constant matrices, x is the state vector, and u is the control vector.
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Table 1. Parameters used.

Parameter Value

Synchronizing coefficients for tie lines for the two-area system T12 (pu MW) 0.545
Power system time constants in Areas 1 and 2 Tp1 = Tp2 (s) 20

Turbine time constants in Areas 1 and 2 Tt1 = Tt2 (s) 0.3
Governor time constants in Areas 1 and 2 Tg1 = Tg2 (s) 0.008
Power system constants in Areas 1 and 2 Kp1 = Kp2 (Hz/puMW) 120; 84

Regulations of governors in Areas 1 and 2 R1 = R2 (Hz/pu MW) 2.4
Tie line frequency bias in Areas 1 and 2 B1 = B2 (pu MW/Hz) 0.425

2.1. Model Predictive Controller

In Figure 1, the governor, turbine and power system of every area are represented by first order
transfer function. For MPCi, i = 1, 2. The input of MPC is chosen to be Area Control Error (ACE),
where ACEi = Bi∆ fi + ∆Ptie, i = 1, 2 while the output of MPC is the control signal.
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Figure 1. System under study for MPC.
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2.1.2. For MPC2
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]
2.2. Optimized PID Controller

In Figure 2, governor, turbine and power system are still represented by first order transfer
function. Every PID controller is divided into (I) and (P + D) controllers, as shown in the figure, and the
integral of (ACE) for each area is considered as state to perform the state space model.
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Figure 2. System under study for optimized PID controller.
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where, ∆ f1 and ∆ f2 are frequency deviations in Areas 1 and 2 (pu Hz) , ∆Ptie(1,2) is the tie line power

deviation in the two-area system (pu MW), d1 and d2 are load disturbances in Areas 1 and 2 (pu MW),
Tp1 and Tp2 are power system time constants in Areas 1 and 2, Tt1 and Tt2 are turbine time constants
in Areas 1 and 2, Tg1 and Tg2 are governor time constants in Areas 1 and 2, Kp1 and Kp2 are power
system constants in Areas 1 and 2, B1 and B2 are tie line frequency biases in Areas 1 and 2, R1 and R2

are regulations of governors in Areas 1 and 2, T12 is the synchronizing coefficients for tie lines for the
two-area system, and ACE1 and ACE2 are area control errors in Areas 1 and 2.

3. Model Predictive Control

MPC is a novel control approach that can be used to control wide range of industrial applications.
Multi-input multi-output systems, linear and nonlinear systems and even constrained systems
are among these applications. The superiority of MPC exists in it stability to estimate the future
performance of the plant using adaptive optimization scheme. The main configuration of MPC is
presented in Figure 3 while the main process of MPC can be summarized in the following steps,
which are indicated in Figure 4.

• Future time horizon is used to predict the process output utilizing an explicit model at each time
(t). The predicted output ŷ(t + k), k = 1, . . ., N can be calculated using the future control signal,
u(t + k), k = 0, . . ., N − 1 and the previous inputs and outputs.
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• A chain of future control signals is computed to optimize a performance criterion by minimizing
an objective function. The objective function to be mitigated is a weighted summation for the
square of predicted errors and square of future control values.

J(N1, N2, Nu) =
N2

∑
j=N1

β(j)[y(k + j)− w(k + j)]2 +
Nu

∑
j=1

λ(j)[u(k + j − 1)]2 (10)

where β(j) and λ(j) are weighting factors, N1 and N2 are the lower and upper prediction horizons
over the output, and Nu is the control horizon. The number of future control can be decreased using
the control horizon by the following equations:

∆u(k + j) = 0 for j ≥ Nu · w(k + j) (11)

u(min) ≤ u(k) ≤ u(max)

∆ (umin) ≤ ∆u (k) ≤ ∆ (umax) (12)

ymin ≤ y (k) ≤ ymax

• y(t + 1) is measured at the next interval using the current control signal u(t), and then Step 1 is
repeated to get u(t + 1). As a result, the horizon is shifted at each interval by the same length.

Figure 3. A block diagram describing MPC.

Figure 4. Strategy of MPC.

The main steps of MPC are formulated as a flowchart in Figure 5.
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Figure 5. Flowchart of MPC’s steps.

4. Optimized PID Controller Using Genetic Algorithm and Particle Swarm Optimization

The control signal of a continuous PID controller is given as.

u (t) = kPe (t) + kI

∫ t

0
e (t) dt + kD

de (t)
d (t)

(13)

where u(t) is the controller output, kP, kI and kD are the PID controller gains, and e(t) is the mismatch
between reference and actual output values. To guarantee a fair comparison between MPC and PID
controllers, the PID controller parameters kP, kI and kD are optimized using Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO). Genetic Algorithm and Particle Swarm Optimization are
considered as the most utilized optimization techniques. They have the ability to solve linear and
nonlinear optimization problems [21].

4.1. Genetic Algorithm (GA)

GA, a technique for solving constrained and unconstrained optimization problems,is based on
natural selection, the process that drives biological evolution. A key step in GA applications is the
definition of the objective (fitness) function, which is the function we want to optimize. Here, the fitness
function is taken to minimize the sum squared error of frequency of Area 1, Area 2 and tie power.

fitness function = min[
∞

∑
k=0

(∆ f 2
1 (k) + ∆ f 2

2 (k) + ∆P2
tie)] (14)

Genetic Algorithm tries to utilize the current generation to get new population. GA tries to choose
the best individuals of the current population that has best fitness value called parents, and use them
to get the individuals of the upcoming generation called children. Every generation, GA is used to
make three categories of children for the upcoming population:
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• The individuals who have the best fitness value in this generation are passed directly to the next
generation and called elite individuals.

• Some children are created by combining two parents who have good fitness value and are called
crossover children.

• Some other children are subjected random changes and are called mutation children.

4.2. Particle Swarm Optimization (PSO)

PSO algorithm is a new approach based on the movement and intelligence of swarms. This method
was developed by James Kennedy and Russell Eberhart as an optimization techniques in 1995 [21].
Particles are utilized to move in the search space searching for the solutions that have best values.
The flying of each particle is adjusted according to its own flying history and also other particles flying
experience. Unlike in genetic algorithms, evolutionary programming and evolutionary strategies,
in PSO, there is no selection operation. All particles in PSO are kept as population members through
the track of the run. PSO is the only algorithm that does not implement survival of the fittest.
This computational technique was inspired by social behavior of birds flocking or fish schooling.
In this technique, a group of random particles (solutions) is generated. According to fitness value,
the best solution is determined in the current iteration and also the best fitness value is stored. The best
solution is known as pbest. Another best fitness value is also tracked in the iterations obtained thus far.
This best fitness value is a global best and its corresponding particle (solution) is called gbest. In every
iteration, all particles will be updated by following the best previous position (pbest) and best particle
among all the particles ( gbest) in the swarm. Here, the fitness function is taken to minimize the sum
squared error of frequency of Area 1, Area 2, and tie power.

fitness function = min[
∞

∑
k=0

(∆ f 2
1 (k) + ∆ f 2

2 (k) + ∆P2
tie)] (15)

The flowchart of the main steps of PSO is presented in Figure 6.

Start

Initialize PSO parameters

Generate first swarm

  Evalute the fitness of all 

  particles

Record personal best fitness 

of all particles

Find global best particle 

Swarm met the 

stopping criteria?

Update the velocity of 

particles

Update the position of 

particles

End

Yes

No

Figure 6. Standard flowchart of PSO.
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5. Simulation Results and Comparison

This section presents the simulation results of the proposed approach MPC controller and
optimized PID controller on different systems. Two-area interconnected power systems were
considered for the simulation. The two-area interconnected systems shown in Figures 1 and 2 were
simulated for 0.2 pu step load perturbation in Area 1 and no load disturbance in Area 2. The optimized
values of GA-PID, PSO-PID and parameters are presented in Table 2.

Table 2. Optimized PID controller gain.

PID Parameters kP kI kD

GA optimized PID 1.93 3.00 1.20
PSO optimized PID 15.0 15.0 14.1

5.1. MPC Parameters

• Prediction horizon = 10
• Control horizon = 2.00
• Weights on manipulated variable = 0.80
• Weights on manipulated variable rates = 0.10
• Weights on the output signals = 0.10

5.2. GA-PID Fitness Function

The GA is used to find the best kP, kI , and kD values for the PID controller. The parameter values
tuned for GA algorithm are:

• Population size = 200
• Initial range = [0.5;1]
• Elite count = 2.00
• Crossover = 0.80
• Mutation = 0.20

5.3. PSO-PID Fitness Function

The PSO is used to find the best kP, kI , and kD values for the PID controller. The parameter values
tuned for PSO algorithm are:

• Population size = 300
• Inertia weight w = 1.00
• Cognitive coefficient C1= 1.50
• Social coefficient C2 = 2.00

5.4. Cases Study

To investigate the robustness and effectiveness of the proposed controllers, the two-area
interconnected power systems were subjected to four different operating conditions.

5.4.1. First Case

The first condition was achieved by implementing the two-area power system using nominal
values of their parameters, as shown in Figures 7–9. Figure 7 shows the frequency deviation in Area
1 for the first case, Figure 8 shows the frequency deviation in Area 2 for the first case, and Figure 9
presents the tie line power deviation for the first case.
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5.4.2. Second Case

The second condition was achieved by implementing the two-area power system by modifying
the plant gains Kp1 and Kp2 at −30 percent of its nominal value. The performance of the proposed
approaches is clarified in Figures 10–12. Figure 10 shows the frequency deviation in Area 1 for the
second case, Figure 11 shows the frequency deviation in Area 2 for the second case and Figure 12
presents the tie line power deviation for the second case.

5.4.3. Third Case

The third condition was achieved by implementing the two-area power system by modifying the
synchronizing coefficients for the tie-line T12 at −20 percent of its nominal value. The performance of
the proposed approaches is clarified in Figures 13–15. Figure 13 shows the frequency deviation in Area
1 for the third case, Figure 14 shows the frequency deviation in Area 2 for the third case and Figure 15
presents the tie line power deviation for the third case. Detailed analysis for the three scenarios
comparing the performance of the proposed control schemes is presented in the following subsection.
It is worth mentioning that T12 and Kp were chosen because they are the most sensitive parameters in
the system, i.e. the response of the power system is very sensitive to changes in their values.

5.4.4. Fourth Case

The fourth condition was achieved by implementing the two-area power system by taking
consideration of the turbine time delay. The performance of the proposed approaches is clarified in
Figures 16–18. Figure 16 shows the frequency deviation in Area 1 for the fourth case, Figure 17 shows
the frequency deviation in Area 2 for the fourth case and Figure 18 presents the tie line power deviation
for the third case. Detailed analysis for the three scenarios comparing the performance of the proposed
control schemes is presented in the following subsection.

Figure 7. Frequency deviation in Area 1 for the first case.

Figure 8. Frequency deviation in Area 2 for the first case.
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Figure 9. Tie-line power deviation for the first case.

Figure 10. Frequency deviation in Area 1 for the second case.

Figure 11. Frequency deviation in Area 2 for the second case.

Figure 12. Tie-line power deviation for the second case.
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Figure 13. Frequency deviation in Area 1 for the third case.

Figure 14. Frequency deviation in Area 2 for the third case.

Figure 15. Tie-line power deviation for the third case.

Figure 16. Frequency deviation in Area 1 for the fourth case.
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Figure 17. Frequency deviation in Area 2 for the fourth case.

Figure 18. Tie-line power deviation for the fourth case.

5.4.5. Analysis

1. The associated figures of the first case indicate the capability of the MPC controller and optimized
PID for minimizing the settling time and damping power system fluctuations in interconnected
system. MPC controller and optimized PID controller significantly improve the system stability
and enhance the characteristics frequency of power supply. Moreover, the figures confirm the
superiority of MPC and PSO schemes over GA for damping oscillations of ∆f 1, ∆f 2 and ∆Ptie
with less amount of over/undershoot and settling time.

2. The simulation results of the second case show that the proposed controllers can bear this very
severe operating condition (changing the plant gains Kp1 and Kp2 at −30 percent of its nominal
value) and keep its robust properties operating for damping oscillations, decreasing settling time
and also decreasing overshoot and undershoot. The simulation results confirm the ability of the
LFC approach based on the proposed MPC controller and optimized PID controller technique
suppresses the fluctuations of the system successfully. Moreover, the proposed MPC and PSO
algorithms have the best performances compared to the GA strategy with less over/undershoot
and settling time.

3. The simulation results of the third case show that the proposed controllers can also bear this very
severe operating condition (changing the synchronizing coefficients for the tie-line T12 at −20
percent of its nominal value) and keep its robust properties operating for damping oscillations,
decreasing settling time and also decreasing overshoot and undershoot. It is clear from the
simulation results that the LFC scheme based on the proposed MPC controller and optimized
PID controller approach suppresses the fluctuations of the system successfully. Furthermore,
the proposed MPC and PSO algorithms have the best performances compared to the GA strategy
with less over/undershoot and settling time.

4. The simulation results of the fourth case show the high performance of MPC algorithm which
minimizes the frequency and tie-line power fluctuations for the system more than the PSO and
GA methods. The corresponding values for peak overshoot, peak undershoot and settling time
associated to the proposed three cases are presented in Tables 3–5.
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Table 3. Dynamic response comparison in terms of peak overshoot.

∆ f1 ∆ f2 ∆Ptie

GA base 0.019 0.006 0.007
PSO base 0.009 0.005 0.001
MPC base 0.004 0.002 0.001

GA with variation Kp1, Kp2 0.019 0.004 0.007
PSO with variation Kp1, Kp2 0.006 0.001 0.001
MPC with variation Kp1, Kp2 0.012 0.013 0.001

GA with variation T12 0.020 0.005 0.007
PSO with variation T12 0.006 0.002 0.002
MPC with variation T12 0.012 0.013 0.002

GA with time delay 0.019 0.010 0.009
PSO with time delay 0.018 0.011 0.001
MPC with time delay 0.018 0.010 0.001

To investigate the stability of the proposed control schemes, pole-zero map for each technique is
presented in Figures 19–21. In addition, poles of MPC, GA and PSO based frequency control loops
are shown in Table 6. It is worth mentioning that there are no zeros for GA and PSO based of the
control schemes. These results show that the poles of MPC-based control scheme are more stable
than PSO- and GA-based approaches, as they have more negative real values in the left hand side,
which confirm the results of the first, second, third and fourth cases as MPC schemes succeeded to have
less under/overshoot and settling time. On the other hand, Figures 19–21 show that the minimum
damping ratio for the complex poles of GA-based control scheme is about 0.55, the minimum damping
ratio for the complex poles of MPC-based control scheme is about 0.3, and the associated values for
PSO-based approach is less than 0.24, which also confirms the results of first, second and third cases as
PSO control scheme has small oscillations in the transient state.

Table 4. Dynamic response comparison in terms of peak undershoot.

∆ f1 ∆ f2 ∆Ptie

GA base 0.11 0.050 0.022
PSO base 0.03 0.015 0.003
MPC base 0.06 0.045 0.004

GA with variation Kp1, Kp2 0.130 0.062 0.022
PSO with variation Kp1, Kp2 0.030 0.010 0.004
MPC with variation Kp1, Kp2 0.070 0.040 0.004

GA with variation T12 0.130 0.061 0.023
PSO with variation T12 0.030 0.011 0.005
MPC with variation T12 0.070 0.041 0.005

GA with time delay 0.110 0.067 0.026
PSO with time delay 0.030 0.025 0.005
MPC with time delay 0.080 0.030 0.005
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Table 5. Dynamic response comparison in terms of settling Time.

∆ f1 ∆ f2 ∆Ptie

GA base 7.00 8.00 10.00
PSO base 4.00 4.00 5.00
MPC base 3.00 4.00 5.00

GA with variation Kp1, Kp2 8.00 9.00 11.00
PSO with variation Kp1, Kp2 3.00 4.00 4.00
MPC with variation Kp1, Kp2 3.00 4.00 4.00

GA with variation T12 8.00 9.00 12.00
PSO with variation T12 3.00 4.00 6.00
MPC with variation T12 3.00 5.00 4.00

GA with time delay 8.00 8.00 12.00
PSO with time delay 8.00 8.00 4.00
MPC with time delay 3.00 3.00 4.00

Figure 19. Pole-zero map of MPC-based frequency control loops.

Figure 20. Pole-zero map of GA-based frequency control loops.
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Figure 21. Pole-zero map of PSO-based frequency control loops.

Table 6. MPC, PSO and GA based frequency control loops poles.

Genetic Algorithm Particle Swarm Optimization Model Predictive Controller

−101.61 + 0.000i −114.44 + 0.000i −13.4082 + 0.0000i
−101.46 + 0.000i −113.47 + 0.000i −1.0988 + 2.4968i
−11.10 + 11.60i −4.90 + 37.68i −1.0988 − 2.4968i
−11.10 − 11.60i −4.90 − 37.68i −9.5190 + 0.0000i
−6.22 + 10.10i −0.65 + 36.79i −5.1542 + 1.8913i
−6.22 − 10.10i −0.65 − 36.79i −5.1542 − 1.8913i
−0.3000 + 0.90i −27.00 + 0.000i
−0.3000 − 0.90i −0.46 + 0.84i
−0.99 + 1.12i −0.46 − 0.84i
−0.99 − 1.12i −0.55 + 0.86i
−3.49 + 0.000i −0.55 − 0.86i

6. Conclusions

In this paper, a new control scheme for LFC power systems is proposed. The impact of LFC control
approach on the fluctuations caused by step load disturbance is investigated. Genetic Algorithm and
Particle Swarm Optimization are used to optimize the parameter of PID control scheme. The simulation
results verify the robust performance of MPC and PSO algorithms, which mitigate the frequency
deviations for the system more than the GA technique. In addition, the stability of the proposed
schemes is investigated using pole-zero map technique. The obtained results confirm the superiority
and robustness of the MPC controller by damping oscillations, decreasing settling time and decreasing
overshoot and undershoot over a wide range of operating conditions.
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