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Abstract: To avoid power supply hazards caused by cable failures, this paper presents an approach
of incipient cable failure recognition and classification based on variational mode decomposition
(VMD) and a convolutional neural network (CNN). By using VMD, the original current signal is
decomposed into seven modes with different center frequencies. Then, 42 features are extracted for
the seven modes and used to construct a feature vector as input of the CNN to classify incipient cable
failure through deep learning. Compared with using the original signals directly as the CNN input,
the proposed approach is more efficient and robust. Experiments on different classifiers, namely, the
decision tree (DT), K-nearest neighbor (KNN), BP neural network (BP) and support vector machine
(SVM), and show that the CNN outperforms the other classifiers in terms of accuracy.

Keywords: incipient cable failure; VMD; feature extraction; CNN

1. Introduction

The development process of cable failure is usually divided into three stages: the partial discharge
period, incipient failure period and permanent failure period [1]. Due to defect formation, corrosion
or aging of the insulating layer, a series of partial discharge pulses first appear in the cable, forming
electrical or water branches. With further deterioration, these branches would evolve into incipient
failures accompanied by arcing. Incipient failures advance progressively after the first occurrence to
the point of irreversible permanent failure [2]. The occurrence of incipient cable failure (also known as
self-cleaning failure) is uncertain, and the current, which is very small when failure occurs, is typically
not sufficient to trigger the safety protection of traditional overcurrent detection devices [3,4]. At the
same time, because of the similarity with other disturbances, e.g., overcurrents caused by transformer
inrush current, constant impedance and capacitor switching failures, it is relatively difficult to recognize
incipient cable failures accurately. Therefore, it is of great significance for the stable operation of power
grid to achieve an approach that can effectively recognize and classify incipient cable failures and to
complete cable maintenance in time before incipient failures become permanent failures.

Due to the uncertainty of the transmission environment and the effects of noise, the actual cable
signals usually contain a large amount of interference information. Especially under high noise
conditions, the features of incipient cable failure are so weak that it is difficult to directly recognize
them. Therefore, it is necessary to perform signal preprocessing before classification. At present,
many researchers have proposed different approaches for the recognition and classification of cable
failures. The recognition methods are mainly divided into fault detection methods based on hardware
design [5–8] and feature extraction based on time-frequency analysis [9–14]. In [5], a hardware relay
implementation in power systems is presented, which by using a proposed syntactic pattern [6], reads
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each peak of the examined signals to detect existing faults. The effectiveness of the proposed relay is
determined by the user setting suitable thresholds. In [7], the waveform is monitored for alarming
distortion by using the proposed amplitude tracking algorithm in a field programmable gate array
(FPGA). In [8], Romano et al. presented an antenna sensor to measure partial discharge. The results
show that the instrument can diagnose the health of the insulation system quickly and accurately.
Obviously, fault detection based on hardware design is fast and real-time, but it also depends on
hardware algorithms, and the threshold setting and portability of the devices must be considered.

Feature extraction methods based on time-frequency analysis include short-time Fourier transform
(STFT) [9], wavelet transform (WT) [10], and empirical mode decomposition (EMD) [11]. In [12],
an arc fault recognition systems that combine STFT with hardware devices is described; the system
checks whether the harmonic components in the frequency domain exceed a threshold value that is
set according to limited testing loads in the lab. The STFT overcomes the shortcoming of frequency
domain time information loss of the Fourier transform, and realizes local time-frequency analysis of
the signal. However, the size of the window function cannot change with frequency, which is not
conducive to analyzing time-varying signals. In [13], Sidhu et al. decomposed the original current
signals via WT, and the overcurrent disturbance was initially recognized by using the energy and root
mean square value at the fault location; then, incipient cable failure was identified by adjusting the
thresholds. Chao et al. [14] detected incipient cable failure based on the overcurrents and the WT
modulus maximum of the sum of single-end sheath currents. When the magnitude of the sum of sheath
currents exceeds the theoretical value, an overcurrent condition can be diagnosed. Then, one can set
the threshold based on the normal signal for the WT modulus maxima of the sum of sheath currents
to determine whether the overcurrents are generated by incipient failure. WT inherits and develops
the idea of STFT localization, and it overcomes the shortcomings of window fixation. However, its
decomposition results depend too much on the choice of wavelet basis. In [15], the instantaneous
frequency component of the partial discharge signal of the cable joint was obtained via EMD, and then
the 3D (time-frequency-energy) Hilbert spectrum was calculated. Finally, partial discharge types were
evaluated by using a neural network. EMD not only breaks through the limitations of FT, but also does
not have the problem of preselecting wavelet basis function such as the wavelet transform. It has good
time-frequency resolution and adaptability. However, this algorithm lacks a mathematical foundation.
In particular, modal aliasing problems are easily generated during the decomposition process.

In this paper, a feature extraction method based on time-frequency analysis of variational mode
decomposition (VMD) and mathematical statistics is used. VMD was proposed by Dragomiretskiy et
al. in 2014 [16]; it is a complete nonrecursive adaptive and quasi-orthogonal signal decomposition
method that decomposes multicomponent nonstationary signal into several components with limited
bandwidth. The essence of VMD is that multiple sets of Wiener filters are updated directly in the
Fourier domain; thus, VMD has a more solid theoretical basis and robustness than EMD [17,18]. At the
same time, 42 features are extracted by the method of mathematical statistics, which solves the feature
selection problem and improves the calculation efficiency.

Fault classification methods can be categorized into machine learning algorithms and deep
learning algorithms. Machine learning algorithms, including decision tree (DT), support vector
machine (SVM), K-nearest neighbor (KNN), and artificial neural network (ANN), have been widely
used in power systems [19–23]. Recently, researchers have conducted studies of traditional algorithms
for different problems and further improved the classification accuracy [24–26]. However, these
classifiers still have some defects, such as a weak correlation between data, a tendency to overfit and
a limited capacity for the real-time processing of large data. A deep learning model is a network
structure that updates the parameters of multiple hidden layers via a gradient descent algorithm,
which overcomes the shortcomings of machine learning algorithms and solves the problems of data
utilization, gradient diffusion and trapping in local optima [27,28]. The representative structures are
the deep belief network (DBN) [29], the recurrent neural network (RNN) [30,31] and the convolutional
neural network (CNN) [32]. The DBN algorithm can reflect the similarity of the same type of data itself,
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but since its generation model does not care about the optimal classification surface, the classification
accuracy is usually not as high as that of the discrimination model. The RNN has time memory ability
through recursive method, but it requires more training parameters and is prone to gradient dissipation
or gradient explosion.

This paper uses the CNN algorithm; as one of the deep learning models, its multilevel structure
of local perception and value sharing can accommodate high-dimensional data more accurately and
quickly. Due to the characteristics of self-learning, especially the results are stable in the field of image
and signal recognition, and there is no additional feature engineering requirement [33].

This paper presents a new approach for incipient cable failure recognition and classification based
on VMD feature extraction and CNN classification (Figure 1). Via VMD, features of each decomposed
mode for the original signal are extracted, and feature vector is input into the CNN to recognize
incipient cable failure. The paper is organized as follows: in Section 2, the VMD principle, mathematical
model and CNN algorithm are described. In Section 3, experimental data are generated by constructing
a model of incipient cable failure and overcurrent interference in PSCARD/EMTDC. Next, the complete
experimental results are shown. Compared with traditional machine learning algorithms (DT, KNN,
BP, and SVM), the proposed approach not only can recognize incipient cable failure state well but also
has good noise immunity. In Section 4, the produced results are commented and the limitations of the
research are expounded. In the last section, the conclusions are summarized.
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2. Methods

2.1. VMD

VMD is used to decompose the nonstationary cable signal x(t) into a number of subcomponents
(known as modes), with each mode having a finite bandwidth corresponding to the center frequency.
Thus, VMD aims to minimize the sum of the bandwidth estimate of each mode. To adaptively extract
modes and their central frequencies, an optimization problem is constructed as follows:

First, let x(t) be predecomposed into K modes, denoted as uk (k = 1, · · · , K), i.e.,
K∑

k=1
uk = x(t). To

acquire the unilateral frequency spectrum, the associated analysis signal of uk is formed by using the
Hilbert transform as follows: [

δ(t) +
j
πt

]
∗ uk(t), (1)

where δ(t) is the Dirac delta function, j is an imaginary number, and * is the convolutional operation.
Then, for each mode uk, its frequency spectrum is modulated to the baseband through multiplying

the corresponding analysis signal by the exponential e− jωkt, where ωk is the center frequency of uk.
Next, to adaptively extract uk and ωk, by using the L2-norm of the demodulated signal’s gradient,

the constrained variational optimization problem is constructed as follows:
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min
{uk},{wk}

{
K∑

k=1
‖∂t

[
(δ(t) + j

πt ) ∗ uk(t)
]
e− jωkt

‖
2

2

}
s.t.

K∑
k=1

uk = x(t) (k = 1, · · · , K)
, (2)

where ∂t(·) is the partial derivative and ‖ · ‖2 is the L2-norm.
Finally, to solve for uk and ωk in (1), by using the augmented Lagrange multiplier method [34], the

constrained variational problem (2) is transformed into the following unconstrained variational problem:

L({uk}, {ωk},λ) = α
K∑

k=1
‖∂t

[
(δ(t) + j

πt ) ∗ uk(t)
]
e− jωkt

‖
2

2
+ ‖x(t) −

K∑
k=1

uk(t)‖
2

2
+〈

λ(t), x(t) −
K∑

k=1
uk(t)

〉 (3)

where λ is Lagrange multiplier and α is the parameter to balance variational term (the first term)
and data-fidelity constraint term (the second term), so as to impart good reconstruction accuracy to
the signal.

Then, uk, ωk and λ in (2) are iteratively and alternately updated by using the alternating direction
multiplier method (ADMM) in the Fourier domain [15]. In the nth iteration, un+1

k and ωn+1
k are

calculated in the Fourier domain as follows:

ûn+1
k (ω) =

x̂(ω) −
K∑

i,k
ûi(ω) +

λ̂(ω)
2

1 + 2α(ω−ωk)
2 , (4)

and:

ωn+1
k =

∫
∞

0 ω
∣∣∣ûk(ω)

∣∣∣2dω∫
∞

0

∣∣∣ûk(ω)
∣∣∣2dω

, (5)

respectively. The Lagrange multiplier λ is updated as follows:

λ̂n+1(ω) = λ̂n(ω) + τ

x̂(ω) −∑
k

ûn+1
k (ω)

. (6)

where τ is the time step of the dual ascent. Once
∑
k
‖ûn+1

k − ûn
k ‖

2

2
/‖ûn

k ‖
2

2
< ε(ε > 0) is satisfied, the

iteration process is over, and ωk is obtained. Furthermore, the mode uk in the time domain is obtained
as the real part of the inverse Fourier transform of ûk.

2.2. Feature Extraction

VMD decomposes the input signal into multifrequency signals, which is helpful for effectively
distinguishing incipient cable failure from that of other disturbances. Obviously, the decomposed
multilayer signals have more data. If input them into the CNN for classification directly would increase
the difficulty of selecting the network parameters and the training time be too long. Thus, to achieve
the aim of efficiently training the CNN, features extracted from decomposed VMD modes are used as
inputs of the CNN below. For each VMD mode with N sample points, denoted as uk[n] (1 ≤ n ≤ N),
six features are extracted as follows:

F1: F1 represents the peak-to-peak value, i.e., the range of signal amplitude variation. An observation
of six types of signals indicates that F1 of multicycle cable failure is several times that of other signals.
Therefore, this feature plays a key role in distinguishing between multicycle cable failure from the
range of amplitudes of different signals. For the k-th mode, F1 is given by:
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F1k = max(uk[n]) −min(uk[n]). (7)

F2: This feature is the root mean square (RMS), which represents the effective value of the periodic
signal. Because the RMS is the squared average calculated over one cycle, the feature helps to separate
all multicycle failure signals from other types. Hence, F2 is an important reference in the recognition
of multicycle cable failure, normal signals, transformer inrush disturbance and constant impedance
failure. For the kth mode, F2 is given by:

F2k =

√
1
N

∑
n

u2
k [n]. (8)

F3: The feature F3 represents the number of zero crossings, which is used to identify the oscillatory
characteristics and noise of the stationary signal for each mode. For the kth mode, F3 is computed
as follows:

F3k =
∑

n

∣∣∣sgn(uk[n]) − sgn(uk[n− 1])
∣∣∣/2. (9)

Here, sgn(·) is a symbolic function. Taking into account the duration of different nonstationary
signals at the zero position, F3 reflects the state of the waveform, where the signal crosses zero for each
mode, which is helpful to distinguish the overcurrent disturbance, normal signal and noise.
F4: The mode relative energy ratio represents the contribution of the energy of each mode to the total
energy of the original signal. For the kth mode, this ratio is denoted as:

F4k =

∑
n u2

k [n]∑
k
∑

n u2
k [n]

. (10)

The main energy of different signals is distributed over different decomposition modes, e.g., the
energy of the normal signals is mainly distributed over the first one decomposition mode, and the
latter modes contain only DC components. According to this feature, incipient cable failure, normal
signals and overcurrent disturbance can be distinguished accurately. F5: The instantaneous amplitude
envelope of each mode is used to distinguish between short- and long-duration variations (such as
subcycle failure, transformer inrush disturbance and constant impedance failure). For the k-th mode,
F5 is defined using a sliding window of length s as follows:

F5k =

√√
1
s

m+s−1∑
n=m

u2
k [n]. (11)

Here, m= 1, 2 · · · (N − s + 1) represents the number of sliding windows.
F6: The center frequency (ωK) is selected as the sixth feature. Since the VMD process is implemented
in the frequency domain, this condition eliminates the need for additional calculation of the frequency
domain information of each mode. F6 is used to distinguish the DC component, fundamental frequency,
and oscillation of different modes.

Based on the abovementioned features, the feature vector for the k-th mode can be obtained
as follows:

FVk = [F1k, F2k, F3k, F4k, F5k, F6k]. (12)

In summary, assuming that the original signal is decomposed into K modes via VMD, a 1× 6K
feature vector F can be composed as follows:

F =
[

FV1 FV2 · · · FVK
]
=

[
F11 · · · F61 F12 · · · F62 · · · · · · F6K · · · F6K

]
. (13)
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Then, F is input to the CNN as all feature information of the original signal.

2.3. CNN

The CNN is constructed by analogy to animal visual perception. Its structure of multilayer
perceptron can effectively reduce preprocessing, and it can also analyze high-dimensional data.
Hence, the CNN has exhibited excellent performance in the field of image and video recognition and
signal processing.

The CNN consists of an input layer, an output layer and a hidden layer. As the most important
part of the whole network, the hidden layers of the CNN include convolutional layers, an activation
function, downsampling layers and a fully connected layer, as shown in Figure 2. In this paper, the
classification of incipient cable failure from the normal signal and the overcurrent disturbance signal is
achieved through a typical CNN structure with two convolutional layers.

Energies 2019, 12, x FOR PEER REVIEW 6 of 15 

 

In summary, assuming that the original signal is decomposed into K modes via VMD, a 1 6K×  
feature vector F can be composed as follows: 

1 1 2 21 6 1 6 6 6K KF F F F F F  =     1 2 KF = FV FV FV     . (13)

Then, F is input to the CNN as all feature information of the original signal. 

2.3. CNN 

The CNN is constructed by analogy to animal visual perception. Its structure of multilayer 
perceptron can effectively reduce preprocessing, and it can also analyze high-dimensional data. 
Hence, the CNN has exhibited excellent performance in the field of image and video recognition and 
signal processing. 

The CNN consists of an input layer, an output layer and a hidden layer. As the most important 
part of the whole network, the hidden layers of the CNN include convolutional layers, an activation 
function, downsampling layers and a fully connected layer, as shown in Figure 2. In this paper, the 
classification of incipient cable failure from the normal signal and the overcurrent disturbance signal 
is achieved through a typical CNN structure with two convolutional layers. 

 

Figure 2. Structure of the CNN with two convolutional layers. 

The convolutional layer is used to further extract high-level implicit features from the low-level 
input features using the convolutional operation. Let the feature vector F be the input of the CNN; 
the system obtains the feature map via the convolution operation and then outputs this map to the 
downsampling layer through the activation function. The convolution process of the feature vector F 
and the convolutional kernel p with the size of 1 G×  is as follows: 

( ) ( ) ( )
=

 = ∗ = − ⋅ + 
1

1, + 1, 1 1,
G

g
n b n + g g bC F p F p . (14)

where b is the bias, ≤ ≤1 g G  and ( )−=1 2 6 +1n K g，， ， . C is the output of the convolutional layers. 

Activation functions are usually used after convolution to help express more complex feature 
mapping. The entire process of convolution and activation can be given as follows: 

Figure 2. Structure of the CNN with two convolutional layers.

The convolutional layer is used to further extract high-level implicit features from the low-level
input features using the convolutional operation. Let the feature vector F be the input of the CNN;
the system obtains the feature map via the convolution operation and then outputs this map to the
downsampling layer through the activation function. The convolution process of the feature vector F
and the convolutional kernel p with the size of 1×G is as follows:

C(1,n) = F ∗ p + b =
G∑

g=1

[F(1,n + g− 1) · p(1, g)] + b. (14)

where b is the bias, 1 ≤ g ≤ G and n= 1, 2, · · · , (6K − g+1). C is the output of the convolutional layers.
Activation functions are usually used after convolution to help express more complex feature

mapping. The entire process of convolution and activation can be given as follows:

Cl
j = f

(∑(
Fl
∗ pl+1

j

)
+ bl

)
. (15)
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Here, f represents the sigmoid activation function, i.e.:

f (x) =
1

1− e−x , (16)

Cl
j is the result of the j-th feature mapping of the lth layer. Fl is the input vector of the l-th layer,

bl is the bias of the lth layer, and pl+1
j is the weight coefficient of the j-th convolutional kernel of the

(l + 1)-th layer.
The convolutional results after activation are used as the input of the next downsampling layer of

the neural network. The downsampling layer, also known as the pooling layer, serves to progressively
reduce the size of the feature map to reduce the amount of computation in the network, thus avoiding
overfitting. Suppose that the size of the feature map C is 1×M and the size of the downsampling area
is 1× d. The mean downsampling process is as follows:

D(1, z) =
1
d

d∑
i=1

C(1, d(z− 1) + i), (17)

where 1 ≤ z ≤ M
d . D is the result of the downsampling.

In general, the convolutional layer and the downsampling layer are alternately constructed. In this
paper, two convolutional layers and downsampling layers are used.

The fully connected layer, as the last part of the hidden layer, connects the output of the
downsampling layer to a one-dimensional row vector. Finally, the normalized exponential function
applies the softmax function as the output layer to obtain the class label of classification.

3. Results

Figure 3 shows the flowchart of recognition and classification of incipient cable failure based on
VMD and CNN.
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3.1. Data Acquisition

In this paper, all data are obtained in PSCARD/EMTDC. (Subcycle and multicycle failure have the
same symbol, but the duration time is different.) The 25 kV circuit model of the cable current signal is
displayed in Figure 4, and the sampling frequency is set to 10 kHz.
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Incipient cable failure generally consists of single-phase ground failure, which can easily lead to
phase-to-phase failure. Typical failure types mainly include subcycle incipient failure and multicycle
incipient failure. As in references [4–7], the characteristics of incipient cable failure can be expressed as
follows: (a) the failure is of short duration or low current amplitude; (b) the failure occurs at the peak of
voltage; (c) a subcycle incipient failure lasts for 1/4 cycle, and when the current passes zero, the failure
disappears automatically; multicycle incipient failure general lasts for 1–4 cycles, and when the arc
disappears, the failure disappears automatically. In this paper, six simulation signals are used, namely,
subcycle incipient cable failure, multicycle incipient cable failure, normal signal, transformer inrush
disturbance, constant impedance failure and capacitor switching disturbance, as shown in Figure 5.
All simulation samples are generated based on the actual interference waveform. The failure location
is random, and signals of the same class exhibit differences.
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3.2. Experimental Analysis

In the VMD process, it is necessary to set parameters. For the characteristics of the original signals,
the frequency distribution is wide and includes more low-frequency information, so the parameters of
VMD use the following settings:

(i) Moderate bandwidth constraint α: This parameter affects the bandwidth of the decomposed
signal. For the signals with a wide frequency range, α is generally set in the range of a few
hundred, while for signal content in a small frequency range, α is kept in the range of tens
of thousands. According to the frequency range of the six types of signals in this experiment,
α = 2000 is used.

(ii) Noise-tolerance τ: This parameter affects the equal constraint of the Lagrange multiplier λ on
reconstruction. In general, if accurate reconstruction is not required under high noise, τ can be
set to 0 such that λ is 0.

(iii) The number of decomposed modes K: VMD needs to preset the number of decompose modes K.
If K is too small, the decomposed modes are too few, and all the decomposition modes cannot be
captured; while if the value of K is too large, the interfering signal will be overdecomposed such
that the center frequencies of modes will be mixed. By repeated observation in the experiment,
the maximum center frequency and the minimum center frequency of the six types of signals
are nearly constant when K = 7, and there is no large fluctuation with increasing decomposition
mode, so K = 7 is used.

Due to space limitations, only Figures 6 and 7 show the results and spectra of VMD for multicycle
incipient cable failure and transformer inrush disturbance; the analysis process of other signals is
similar. It is obvious that the waveforms of each mode corresponding to different signals differ greatly.
Regarding spectra, two types of signals composed of low-frequency and intermediate-frequency
content are better decomposed by VMD, so that it is fully prepared for subsequent feature extraction.
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Figure 8 displays feature vectors FVk obtained via VMD-based stratification extraction method
for a total of 42 features. As the figure shows, in each mode, the same features of different signals are
mostly distinct. For example, the first feature of each vector represents F1, and there are significant
differences in the u1–u7 modes of different signals. F6 is the last term of each feature vector; although it
is not changed in the u1–u3 modes of different signals, there is a certain difference in u3–u7. Therefore,
these feature vectors can be used as the basis for different signal diagnostics and thus input into the
CNN for recognition and classification.

The structure of the CNN has an important impact on the network performance and output
accuracy. Considering the computational complexity and accuracy, the parameters that are more
effective for simulation data are finally selected in this paper, as indicated in Table 1. At the same time,
the learning rate is set to 1, with 60 samples for each training and more than 30,000 iterations. In theory,
the more iterations of the deep learning network, the higher the accuracy. In Figure 9, the impact of
iteration number on classification results is shown.

Table 1. The parameters of the CNN model.

Layer Name Kernel Size Output Size

Input layer 1 × 42 × 1
Convolutional layer 1 1 × 3 1 × 40 × 18
Downsampling layer 1 1 × 2 1 × 20 × 18
Convolutional layer 2 1 × 6 1 × 15 × 14
Downsampling layer 2 1 × 5 1 × 3 × 14
Fully connected layer 1 × 42 × 1

Output layer 6 classes
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The distribution of training samples for the entire experiment is reported in Table 2.

Table 2. The number of samples.

Type The Number of Samples Training Samples Test Samples

Subcycle incipient failure 2800 2100 700
Multicycle incipient failure 2800 2100 700

Normal signal 2800 2100 700
Transformer inrush 2800 2100 700

Constant impedance 2800 2100 700
Capacitor switching 2800 2100 700

For the final classification results of the subcycle incipient cable failure, multicycle incipient
cable failure, normal signal, transformer inrush disturbance, constant impedance failure and capacitor
switching disturbance, the performance of the model is presented in the form of a confusion matrix.
As shown in Figure 10, the overall prediction accuracy is 96.1%. The rows represent the output labels,
the columns represent the target labels, and the diagonal represents the number of samples correctly
classified for each class. The results show that the most common mistake is to classify multicycle
incipient failure as constant impedance failure; the recognition rate of multicycle incipient failure is
91.4%. The recognition rate of the normal signals is all correct, achieving 100%.
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As reported in Table 3, in order to verify the validity of the proposed approach, the original signals
are used directly as the CNN input to compare with feature extraction based on VMD.

Table 3. Comparison between VMD feature extraction and the original signals.

Preprocessing CNN Training Time (s) Classification Accuracy (%)

Feature extraction based on VMD 902.50 96.1
The original signals 8873.96 98.6

Although the classification accuracy based on VMD feature extraction is 2.5% less than the direct
classification, the training time is substantially shortened by 2.2 h. The reason for this result is that the
proposed approach reduces the dimensionality of the data and the complexity of network calculation
by VMD feature extraction, which shortens the classification time, but it is inevitable that some feature
information is lost. In addition, Gaussian white noise is added to the original signals and show the
classification results at a 15 dB, 20 dB and 25 dB signal-to-noise ratio (SNR) in Table 4.

Table 4. Classification accuracy under Gaussian white noise.

Methods
Classification Accuracy (%)

15 dB 20 dB 25 dB

Feature extraction based on VMD + CNN 83.52 89.33 93.21
The original signals + CNN 16.88 65.90 82.76

As reported in Table 4, the lower the SNR is, the better the robustness of the proposed approach.
In particular, when the SNR is 15 dB, the original signals directly input into the CNN cannot be
distinguished. However, the accuracy of the proposed approach is still as high as 83.52%. Thus, the
results show that the VMD algorithm can accurately recognize failure under high-noise conditions.

To verify the effectiveness of the CNN model as a classifier, the classification results of four
traditional classifiers (DT, KNN, BP and SVM) and the CNN are evaluated using the same training
samples and test samples (as reported in Table 5).

Table 5. Comparison of different classifiers.

Classifiers Accuracy (%)

Feature extraction based on VMD + DT 85.31
Feature extraction based on VMD + KNN 93.45

Feature extraction based on VMD + BP 79.10
Feature extraction based on VMD + SVM 80.74

Feature extraction based on VMD + CNN (ours) 96.10

In Table 5, the classification accuracy of DT is 85.31%, that of KNN is 93.45%, that of BP is 79.1%,
and that of SVM is 80.74%. Compared with the other three traditional algorithms, KNN has better
classification results, but its accuracy is still less than that of the proposed approach. This result occurs
because in the proposed approach, the CNN performs quadratic feature extraction by convolution
before providing output as a classifier; by obtaining additional depth information, it can accurately
realize recognition and classification. On the other hand, the advantage of the CNN is that although
it takes considerable time in data training, once the training model is completed, it maintains good
predictability and adaptability to analyze the same type of data.

4. Discussion

The results reported in Section 3 show that the spectra of incipient cable failures and overcurrent
disturbance signals consist of different frequency components. Therefore, the method of extracting fine
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time-frequency information by VMD separating different frequency components is reliable. Second,
the classification results show that the feature extraction method based on mathematical statistics after
VMD can effectively shorten the training time of the CNN.

The comparison results under noise conditions also show that the original signal is difficult to
distinguish under the influence of high noise. Therefore, VMD improves the robustness of failure
recognition by filtering high-frequency noise, resulting in more accurate classification results.

On the other hand, the comparison results of different classifiers show that the CNN, as a classifier
with feature processing ability, can provide higher possibility of accurate classification.

Finally, it is worth noting here that the proposed approach is based only on simulated signals.
Although all simulation samples were generated based on the actual interference waveform, more
validation is needed if the approach is to be successfully applied to actual measurements.

5. Conclusions

To solve the problem that incipient cable failures are difficult to distinguish from overcurrent
disturbances, an approach for the recognition and classification of incipient cable failures based
on VMD and a CNN is proposed. First, the original signal is decomposed to obtain component
signals containing more waveform features, and then the eigenvalues are calculated by analyzing the
characteristics of the different signals; the results are used to construct an the input vector of the CNN.
Finally, by training the CNN, recognition and classification of initial cable failure is achieved.

The approach makes full use of the noise immunity of VMD and the self-learning of the CNN, so
achieves reliable and accurate classification. The effectiveness of the proposed approach is verified
using different classifiers and high noise. The experimental results show that the approach has high
precision and robustness.
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