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Abstract: Advanced metering infrastructure (AMI) is spreading to households in some countries,
and could be a source for forecasting the residential electric demand. However, load forecasting of a
single household is still a fairly challenging topic because of the high volatility and uncertainty of the
electric demand of households. Moreover, there is a limitation in the use of historical load data because
of a change in house ownership, change in lifestyle, integration of new electric devices, and so on.
The paper proposes a novel method to forecast the electricity loads of single residential households.
The proposed forecasting method is based on convolution neural networks (CNNs) combined with
a data-augmentation technique, which can artificially enlarge the training data. This method can
address issues caused by a lack of historical data and improve the accuracy of residential load
forecasting. Simulation results illustrate the validation and efficacy of the proposed method.

Keywords: data augmentation; convolution neural network; residential load forecasting

1. Introduction

Short-term load forecasting (STLF) is an important part of power system planning and operation [1].
The STLEF, which has a prediction range of one hour to 168 h, is used for controlling and scheduling
of daily power system operations. Furthermore, forecasting customer-level energy consumption is
essential for many potential applications in the future power system, such as demand response (DR)
programs, home load scheduling with renewables, and optimal operation of energy storage systems
(ESS) [2].

Statistical methods, including multiple linear regression [3,4], exponential smoothing [5], and the
autoregressive integrated moving average (ARIMA) [6] are the most commonly used for the STLE.
Recently, deep-learning-based forecasting techniques are gaining attention in the STLF. Recursive
neural networks (RNNs) capable of learning long-term dependence are being applied to the assumption
of load prediction in [7]. However, the vanishing gradient problem of RNNs makes it hard to improve
forecasting accuracy. In [8,9], to overcome this problem in the RNN, the long short-term memory
(LSTM) has been proposed. Some studies show the capability of LSTM for more improved forecasting
performance at the system-level forecast when there is relatively long-term historical load data.
In addjition to the above methods, many deep learning algorithms, such as deep feed forward [10,11],
deep belief network (DBN) [12], are being applied to load forecasting. In addition, some hybrid spectral
methods, including wavelet analysis [13] and empirical mode decomposition (EMD) [14] with neural
networks, have been proposed to remove the uncertainty of historical electrical load. However, all of

Energies 2019, 12, 3560; doi:10.3390/en12183560 www.mdpi.com/journal/energies


http://www.mdpi.com/journal/energies
http://www.mdpi.com
https://orcid.org/0000-0003-0069-7701
http://dx.doi.org/10.3390/en12183560
http://www.mdpi.com/journal/energies
https://www.mdpi.com/1996-1073/12/18/3560?type=check_update&version=2

Energies 2019, 12, 3560 2 of 19

these techniques were implemented in the substation- or system-level load forecasting with training
from sufficient historical load data.

In the STLF at the system-level, a lot of historical data are available because small electrical load
changes do not significantly affect the overall load pattern trend. However, at the household level,
STLF may not have enough data for some households to capture long-term dependencies and properly
train the learning network. For example, if a homeowner has recently changed, only a small amount of
electrical load data will help its load forecasting. In addition, even if homeowners have not changed
for a long time, the pattern of energy consumption can change with new electrical devices and lifestyle
changes [15]. Therefore, there is a limit to using the previous data to increase the training data size.
In [2,7], RNN and LSTM were applied to single household load prediction, but these studies did not
take into account the past data shortage issues.

To address the lack of historical data for training, the convolutional neural networks (CNNs) can be
an effective method for residential load forecasting, because CNN can capture short-term trends in load
data when the local data points are strongly related to each other [16]. In addition, data augmentation
can be one solution to handle the issues. Data augmentation can handle short-duration data collection
by enlarging the size of the training data in a way that adds extras copies of training examples in
training dataset and minimizes the overfitting in deep-learning techniques [17]. The overall training
cost of a deep network will be reduced when input data are large and contain more similar information.
With such enlarged training data, the accuracy of residential load forecasting can be improved.
Technical paper [7] tries to enlarge the input data using another household’s load series. However,
this approach has the potential to obtain data that have different characteristics of the load series
of the target household. Moreover, some target households have similar load profiles in their load
series, but others do not [2]. Because of load profile diversity within and between households, existing
forecasting benchmarks yield cons rather than pros. In fact, forecasting with only a single household’s
data may not often have sufficient information to fit a wide variety of the model capacity, particularly
in deep-learning techniques. Therefore, proper data augmentation is required, which can artificially
create new training data from the historical data of a single household.

Herein, the paper proposes a load-forecasting method for a single residential household based on
convolutional neural networks (CNNs). The CNN is a type of deep neural network where its structure
is formed by using convolution and pooling layers [18-20]. With the help of various filters, CNNs can
learn the inherent information of an electric load series. The proposed forecasting introduces a novel
data augmentation technique that concatenates the various residual load series generated from the
electrical load of a single household. The original load series is converted to another residual load
series containing uncertainty information of electrical load. Several residual load series are extracted
through multiple k-means clustering to collect sufficient training data [21,22]. Among the extracted
residual load series, the less uncertain and more homogeneous ones were fed to the CNNs as training
data. The proposed augmentation technique can provide enough homogeneous training data to CNNs
for more accurate forecasting. The proposed forecasting method was tested on ten single households
for a year and is compared with the results of pooling-based augmentation [7].

The rest of this paper is organized as follows. Section 2 discusses the implementation of the
proposed augmentation strategies and the context of residual load series. Similarly, Section 3 describes
the proposed algorithm. Section 4 talks about the implementation procedure and discusses the
simulation results. Section 5 concludes the paper.

2. Augmentation Implementation

2.1. CNN with Augmentation

Since an electric load series consists of many load profiles, the diversities between the load
profiles are a major concern for forecasting using CNN filter networks. In fact, CNNs can facilitate
more precisely given less diverse training load profiles rather than highly diverse ones [23]. Because
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of human actions, weather, and types of day, the differences between load profiles are uncertain,
non-linear, and complex [2,24]. On the other hand, the amount of training data is crucial for fitting all
the parameters of CNNs.

To address the issues of the uncertainty and necessities of huge training data, the state-of-the-art
papers used other households load series for data augmentation. Moreover, the existing approaches
do forecasting by hoping that load profiles will repeat and assume that the repetition of load profiles is
often similar among households during the same time interval [7,23]. As a consequence, the forecasting
accuracy is trivialized when the augmented data contains only correlated households’ load series.
However, the effects of human actions and the type of day are totally different in the electricity load of
a single household and are too difficult to predict. Thus, incorporating other households’ load series
into training data inevitably burdens the learning ability of the CNN rather than optimizing it.

The augmentation strategy can be applied with single households and is valid when each
deep-learning-based forecasting framework improved its performance [25,26]. To improve cognition,
augmentation techniques need to grasp all the potentially uncertain information about the electric
load series. Figure 1a,b describe the concept of enlarging data with the existing pooling and proposed
augmentation approach for deep-learning-based forecasting. To enlarge data, the proposed method
artificially generates several augmented load series, each of which needs to be extracted in a way that
facilitates the CNN learning strategies. To obtain a rationale, each series should have less uncertain and
more homogeneous information. The appropriate series are concatenated with each other to turn out a
huge amount of training data with homogeneous information. The more homogeneous information
there is, the more useful it is for a CNN network to address the granular-level load prediction.
Any dissimilar augmented load series in concatenation could destroy a CNN’s optimal cognition.
The procedure of extracting a homogeneous information load series is vital and depends totally upon
imagination [27]. The proposed augmentation strategies are described in the following section.

) Data augmentation
Gathering using data Develop the training
the historical data from neighborhood and testing data set
Neighborhood Training data
Load Series 1 -
Neighborhood :
Load Series 2 \ :
. % Neighborhood |
Load profiles of Neighborhood / :
Neighborhood Load Series 3 :
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Load Series M
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(a)

Figure 1. Cont.
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Figure 1. Comparison of data augmentation strategies: (a) pooling technique and (b) proposed
augmentation technique.

2.2. Extraction of Residual Load Series

The data structure of the historical electricity load of a target household can be expressed as the
following matrix:
P11, P21y oo s Pl -+ PLT
P21, P22, -+ P2ts -+, P2,T

p— ‘ , )
Paas Pd2s ---,Pdgtr---,PdT

PD,l/ pD,Zr e /pD,t/ cee /PD,T

where p,; represents historical electric load at time t in day d; D represents the number of days of
historical data, and the time period T is 24 h. This matrix of a historical load can be simplified as follows:

P=[p1, p2, P3,---,Pdr---,PD), )

where vector p; are the hourly load profiles of a target household in day d. Figure 2 shows all daily
load profiles of a household for one month. In Figure 2, it can be found that the electrical load of
a single household fluctuates abruptly. Generally, a smaller electricity load tends to have a higher
variation, which makes it difficult to accurately forecast the residential electricity load. In CNN-based
forecasting, one way to achieve high performance is to reduce the variations of training data [21].

To improve the learning ability of CNNs, one must extract new features from a residential load
series, which has less volatility but still has inherent characteristics of a residential load. One way to
reduce the variation is to remove the regular pattern from the load series [28] so that CNNss use only its
residuals. With this approach, each load profile is decomposed into centroid and residual load profiles
as follows:

Pd:C+7’d1 (3)

where vector c is the centroid load profile (average profile) of the historical load, and r; is a vector of
the residual load series which is the difference between a given centroid c and an actual load profile on
day d. The centroid load profile can be used as the baseline of a particular group of daily load profiles,
and the repetition of the centroid load profile yields an average load series for a certain duration.
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Figure 3 shows an average load series, and its residual load series of a residential household for a
month. In Figure 3, the average load series does not contain any uncertain information, but it shows
only a regular pattern. On the other hand, the residual load series contains all the uncertain and
complex information about the residential load. The residual load series is less volatile than is the
original load series but still has inherent characteristics of the residential load. With training from this
less volatile data, the CNNs can forecast the small residential load more accurately.
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Figure 2. Daily load profile of a single household for one month.
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Figure 3. Average and its residual load series of a single household.
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To ensure the appropriateness of the residual load series in learning networks, auto-correlation
(AC) or partial auto-correlation (PAC) coefficients [29] can be used. Higher AC or PAC coefficients,
out of the confidence interval, mean that the present residual load series is strongly coupled with the
historical residual load series. Figure 4 shows AC and PAC coefficients of the residual load series
of a selected single household with different time lagging. As shown in Figure 4, when the lags are
the multiple of 24 h, the AC coefficients would peak, so that some AC coefficients are out of the
confidence interval. Similarly, the PAC coefficient spikes also confirm that the residual load series has
vital information about the residential electricity load. The information is in a hidden state and can be
learned by using learning networks.
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Figure 4. Auto-correlation of residual load series with different time lagging: (a) auto-correlation (AC)
coefficients, and (b) partial auto-correlation (PAC) coefficients.

With these residential load series, the paper proposes a CNN-based method for residential load
forecasting using data augmentation. The augmentation technique and overall forecasting procedure
are described in the following section.

3. Proposed Residential Load Forecasting Method

3.1. Generation of Centroid Load Profiles

To generate the different centroid load profiles from historical residential load P, multiple k-means
clustering [21,22] is used in the paper. The multiple k-means clustering to generate the centroid load
profiles of a residential load can be express as follows:

k
Minimize Z Ipg —ceill?, k=1,2,...,K, @)
=1

P4ESk,i

1

where Sy ; is the i-th partition of the load profile set P, which is generated with a clustering number of k,
and c; is the centroid load profile of the corresponding partition of Sy ;. The clustering starts with a
clustering number 1 and ends with the clustering number K. Finally, (K2 + K) /2 centroid load profiles
are generated. The paper used all centroids generated with clustering numbers of one to k, and the I-th
generated centroid load profile is defined as ¢;. The centroid load profiles (c;) are (K2 + K)/ 2 daily
load patterns, which are the mean values of load patterns of similar days. Figure 5 shows the centroid
load profiles of a single household for one month using the multiple k-means clustering algorithm.
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Figure 5. Centroid load profiles generated using multiple k-means clustering algorithm with different
clustering number k: (a) k = 1; (b) k = 2; (c) k = 3, and (d) k = 4.

3.2. Augmentation of Homogeneous Residual Load Profile

Using multiple k-means clustering and its corresponding centroid load profile, the residential
load profiles can be generated as follows:

Ya1=Pa— C;r %)

where 4118 the vector of residual load profiles of the target household on day d, which is generated
with the I-th centroid load profile. This residual load profile is expected to be less volatile and less
uncertain than was the original load profile. In addition, from Equation (5), the amount of training
data will be increased much more by using residual load profiles as training data. Namely, one time
series (p;) of a single household load can be transformed into several time series of residual load series
(rap, ra2, - Ta))-

For the CNN, the appropriate training data are concatenated with each other, and each training
data should have less uncertainty and more homogeneous information. The more homogenous
information there is, the more useful it will be for a CNN network to address the granular-level
load prediction. Any dissimilar augmented load series could destroy the CNN’s optimal cognition.
Therefore, one needs to select the more homogeneous residual load profiles from among the augmented
load profiles from Equation (5).

To select the more homogenous residual load profiles, the Frobenius norm [30] ®; of each residual

load profiles are calculated as follows:
D
o= Yl IR ©)
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where each r il is sequentially observed with time. When residual load profiles (r d,l) have lower @,
most residuals generated with ¢; are closed to its centroid, and these augmented residual load profiles
can be expected to be homogeneous. Finally, the paper used only the residual load series with lower
®; as training set R;;,,

1 L
Ry, = {rd,l ' P; < I Zl:l CDI}. (7)

In addition to the training set, the paper used the residual load profiles with the lowest ®; as
the test set for the CNN model. Figure 6 shows the structure of training and testing sets of
the proposed method. In Figure 6, the residual load profile is expressed with its elements as
Ta) = {r(l,d),lr Tl T )l 7(24,01),1}- In the training set, several time series of residual load series
(ra1, ra2, ---, ray) can be used instead of one original time series (p;) of a single household load.
With this enragement of training data, forecasting accuracy for individual residential households can
be improved.

3.3. CNN Model for Residential Load Forecasting

The training process is yielded by running a program with a given number of iterations. To optimize
the CNN model, in each iteration, a root mean square is used for the training process as follows:

aremin 1 l
& L'D

where 7, is the predicted vector load profile obtained from the CNN, and L represents the number
of selected residual load profiles from Equation (6). A well-trained and converged CNN forecasting
network is used for testing the process for predicting the future load. Since the CNN network deals
with residual load profiles, the forecasting result can be generated in terms of a residual load profile.
In fact, the forecast load profile fp1 can be obtained by adding both the centroid load profile and the
forecast residual load profile as follows:

Z(?d,h —Td,z)2 , ®)

L D
=1d=1

1

Ppi1 = ¢+ Ppi1p, ©)

where 7p.1, , represents the day-ahead forecasted residual load profile, and ¢ represents the most
appropriate centroid load profile which has the lowest Frobenius norm &;.

Figure 7 explains the entire load forecasting procedure for the proposed methodology. In the first
stage, centroid load profiles are generated using multiple k-means clustering, and different types of
residual load profiles are extracted with corresponding centroid load profiles. In the second stage,
only homogeneous residual load series are selected using the Frobenius norm for training the CNN.
In the final stage, the CNN forecasting framework is used to predict day-ahead residential load profiles.
The CNN implementation can be summarized into three parts: (1) initialization of the CNN parameters,
(2) training the CNN model with the help of input matrix R;,, and (3) predicting the day-ahead load
profile using the optimally trained CNN model. With the proposed forecasting method, it is expected
that the CNN can cognize the characteristics of historical load profiles more accurately, so that the
forecasting accuracy is improved interestingly.
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Figure 7. The overall procedure of the proposed load forecasting method for an individual household.

4. Simulation Results

4.1. Data Description and Hyper-Parameter Tuning

The proposed method was tested using hourly metering data gathered from 1181 residential
households in Seoul, Korea, for one year (August 2016 to July 2017). With this dataset, the results of
the proposed method are compared with the results of pooling-based augmentation [7] as well as with
the results of other deep-learning models [2,7,20]. For the day-ahead load forecasting, historical load
data for the last 30 days were used for the training process, and historical load data of the previous day
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were used for testing. To evaluate the accuracy of forecasting results, the paper employed the mean
absolute percentage error (MAPE) and root mean square error (RMSE) as follows:

pt, (D+1) — Py, (D+1)|
Pt, (D+1)

MAPE =

x 100% (10)

~l =
01~

.*
Il
—_

T

Z((ﬁt, (D+1) ~ P4, <D+1>))2 : (11)

t=1

RMSE =

Sl

The proposed method is developed and tested through Python with the Keras library, whose backend
is Tensorflow [31,32]. To avoid over-fitting in the training process, the parameter settings in Table 1
were tested for the proposed method. The tuning process of hyper-parameters was based on [23].
The numbers of hidden layers were selected based on [33-38]. The common hyper-parameters, such as
activation function, optimizer, loss function, etc., are reported in Table 1. The additional more specific
parameters of CNN were settled with the size of filter 3 X 3, number of input filters 24, maximum
pooling size 3 X 3, and size of strides 1. The convolution layers were followed by a fully connected layer
with the rectified linear unit (ReLU) activation functions. The final fully connected layer predicted
one-hour electric load at a time, which was matched with [36]. The dataset (30 days) was split into
validating set (3 days), testing set (1 day), and training set (26 days).

Table 1. Hyper parameters for selected deep learning models.

Parameters BPNN CNN LSTM
No. of hidden layers 2o0r3 2o0r3 2o0r3
No. of nodes per layer 32 24 20
Activation functions ReLU ReLU tanh and sigmoid
No. of Epochs (iteration) 150 150 300
Optimizer RMS-Prop RMS-prop RMS-prop
Loss Function MSE MSE MSE
Testing samples 24-h 24-h 24-h

To tackle the overfitting in CNNSs, the proposed method was preliminarily tested with different
numbers of hidden layers in CNN architecture. Table 2 shows the forecasting results of ten households
with six different hidden layers. The ten single households in Table 2 were randomly selected, and the
results were monthly average values in July (peak season in Korea). In most households, the forecasting
results with two or three hidden layers were more accurate. With these results, the paper set the
number of hidden layers to be 2.

Table 2. Load Forecasting results (mean absolute percentage error (MAPE)) with a number of different

hidden layers.

Hidden  Hidden  Hidden  Hidden  Hidden  Hidden

Household Layer 0 Layer 1 Layer 2 Layer 3 Layer 4 Layer 5
1 23.75% 24.44% 19.26% 21.77% 23.43% 26.77%

2 11.96% 11.25% 11.17% 9.63% 11.51% 12.98%

3 32.10% 32.05% 30.08% 35.87% 38.09% 39.73%

4 9.86% 9.53% 9.65% 10.30% 11.05% 11.47%

5 13.13% 13.59% 11.72% 12.44% 15.47% 15.54%

6 12.88% 12.44% 11.77% 11.43% 12.32% 13.82%

7 11.76% 11.34% 9.77% 12.15% 11.68% 12.82%

8 14.78% 14.97% 13.53% 14.60% 15.12% 16.32%

9 22.19% 22.30% 22.06% 21.41% 22.46% 21.69%

10 37.24% 43.59% 34.72% 46.80% 47.12% 49.25%
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4.2. Effects of Proposed Augmentation Method

Tables 3 and 4 show the MAPE and RMSE results of day-ahead forecasting with and without the
proposed augmentation technique. The ten single households in tested Tables 3 and 4 were randomly
selected, and the results were monthly average values in July (peak season in Korea).

Table 3. Load Forecasting results (MAPE) with and without proposed augmentation.

Without Augmentation With the Proposed Augmentation
Household
BPNN (%)  LSTM (%) CNN (%) LSTM (%) CNN (%)
1 32.17 33.49 43.40 31.36 19.26
2 20.54 21.62 24.77 16.60 9.63
3 39.52 38.15 48.48 37.41 30.08
4 15.56 14.61 18.42 15.47 9.53
5 17.36 16.50 20.85 17.15 11.72
6 17.46 16.85 20.77 16.99 11.77
7 14.61 14.85 17.01 13.36 9.77
8 20.38 20.31 24.08 18.17 13.53
9 42.40 43.11 46.03 28.89 21.41
10 53.71 57.02 66.64 51.28 34.72
Table 4. Load Forecasting results (root mean square error (RMSE)) with and without
proposed augmentation.
Without Augmentation With the Proposed Augmentation
Household
BPNN (kWh) LSTM (kWh) CNN (kWh) LSTM (kWh) CNN (kWh)
1 0.3601 0.3440 0.4092 0.3156 0.1666
2 0.2614 0.2864 0.3169 0.1253 0.1116
3 0.2382 0.2242 0.2570 0.2160 0.1313
4 0.0954 0.0907 0.1114 0.1397 0.0691
5 0.0790 0.0768 0.0882 0.0744 0.0506
6 0.0757 0.0728 0.0859 0.0769 0.0488
7 0.0663 0.0679 0.0743 0.0635 0.0389
8 0.1083 0.1028 0.1160 0.0960 0.0683
9 0.1423 0.1321 0.1638 0.1072 0.0661
10 0.3323 0.3074 0.3421 0.2984 0.1796

By using the proposed augmentation, the forecasting accuracy was improved by 5 percent, at least,
as shown in Table 3. It can be concluded that the proposed forecasting method can significantly
improve the forecasting accuracy more than can the other forecasting models without augmentation.
When comparing only the cases with the proposed augmentation, the CNN provided more accurate
forecasting than the LSTM. It is probably because the augmented data contain plenty of similar random
information with small variations. With this information, the CNN received the opportunity for
obtaining optimal convergence. On the other hand, as LSTM required more repetitive information for
training to improve its performance, this augmented data was comparatively ineffective for LSTM.

Figure 8a,b show the average MAPE and RMSE of ten households, calculated using the results of
daily forecasting in July. On most days, the proposed forecasting method significantly improved the
forecasting accuracy more than did the other forecasting model without augmentation.

Figure 9 shows the daily average of forecasting results for four higher uncertain households.
For most times, the proposed forecasting method significantly improved forecasting accuracy. This is
probably because the homogeneous information from the proposed augmentation provides the
opportunity for the CNN framework to obtain optimal convergence.
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Figure 9. Daily average of MAPE of higher uncertain households from Table 3: (a) household 10;
(b) household 8; (¢) household 9 and (d) household 1.
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4.3. Forecasting Results in Peak Day

Figure 10a,b show the forecasting results of the peak day for two selected households. One was a
less uncertain household which showed the lowest monthly average MAPE in Table 2 (household 4).
The other household was a more uncertain household which showed the highest monthly average
MAPE in Table 2 (household 10). The peak loads of the two households in July were 1.062 kW
(23:00, July 17) and 2.033 kW (18:00, July 14), respectively. During a peak day, it is expected that the
residential load profiles will be highly uncertain so that the load forecasting is more challenge. To test
the forecasting accuracy, the results of the proposed forecasting method were compared to the results
of the forecasting models using pooling augmentation techniques [7].
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Figure 10. Day-ahead load forecasting for peak day: (a) lower uncertain household (household 4) and
(b) higher uncertain household (household 10).

For pooling augmentation, the simulation used historical load data of six neighbors as an additional
training set. In Figure 10a,b, the predicted load curves of the proposed method were much closer to
the actual load profile at most hours of the day, for both households. Especially at the peak time of
the day, the proposed forecasting model can provide significantly accurate forecasting results. On the
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other hand, the forecasting models using the other pooling techniques showed a worse performance
for load forecasting at the peak time.

An important day for a forecasting test is the day of maximum energy. During this day;,
the residential load profiles would be highly uncertain at all hours of the day, so that the load
forecasting is more challenging. The daily maximum energy consumption of the selected two
households in July was 19.381 kWh (July 21) and 15.797 kWh (July 30), respectively. Figure 11a,b
demonstrate the target load profile and predicted load profile of the less uncertain household and
the highly uncertain household, respectively. For the less uncertain household, the predicted load
curves of the proposed method were much closer to the actual load profile at most hours of the day.
The proposed model reported 7.999% of MAPE for the less uncertain household, which was lower
than the 10.6566% of MAPE from the pooled LSTM. Similarly, for the highly uncertain household,
the proposed model reported 40.4058% of MAPE, which was lower than the 53.319% of MAPE from
the pooled LSTM. These results strongly validate the proposed methodology for load prediction in the
residential sector.
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Figure 11. Day-ahead hourly load forecasting for the day of maximum energy consumption: (a) less
uncertain household (household 4) and (b) highly uncertain household (household 10).



Energies 2019, 12, 3560 16 of 19

4.4. Monthly Results of Day-Ahead Load Forecasting

To examine the efficacy of the proposed technique for one year, this section tested the performance
throughout eleven months by picking one of the best performer households and one of the worst
performer households.

Tables 5 and 6 show the monthly average MAPE and RMSE results of the less uncertain household
and the highly uncertain household. The test results are from September 2016 to July 2017. In Tables 5
and 6, the proposed method improved the forecasting accuracy by more than 6 percent throughout
the year.

Table 5. Monthly-average of MAPE for the lower uncertain household.

Forecasting Model Sept.  Oct. Nov. Dec. Jan. Feb. Mar. Apr. May Jun. Jul.
MAPE (%) 1648 1672 1933 1655 1821 17.30 2099 2022 20.88 2699 15.02

Pooled BPNN
RMSE (kWh) 0.086 0.099 0.105 0.095 0.099 0.111 0.104 0.110 0.110 0.124 0.106
MAPE (%) 1597 2066 21.11 18.04 1980 1871 2238 2212 2274 2862 15.89

Pooled CNN
RMSE (kWh)  0.085 0.111 0.116 0.104 0110 0121 0112 0119 0.120 0.132 0.112
MAPE (%) 1446 1633 1823 1531 1731 1670 2330 1876 1990 26.82 14.03

Pooled LSTM
RMSE (kWh)  0.080 0.099 0.101 0.091 0.096 0.069 0.107 0.106 0.110 0.123  0.100
Proposed MAPE (%) 9.662 1165 1053 950 991 1034 1125 1095 1207 1225 9.65
Method RMSE (kWh) 0.062 0.061 0.0600 0.0600 0.061 0.105 0.067 0.075 0.072 0.068 0.070

Table 6. Monthly-average of MAPE for the higher uncertain household.

Forecasting Model Sept. Oct. Nov. Dec. Jan. Feb. Mar. Apr. May Jun. Jul.
MAPE (%) 20.07 2465 34.87 46.06 3432 36.06 4342 4287 3686 4325 3539

Pooled BPNN
RMSE (kWh) 0.08 0.119 0.137 0.156 0.160 0.168 0.185 0.191 0.141 0.152 0.241
MAPE (%) 18.80 28.08 3483 5580 39.61 3744 4849 5390 40.09 50.07 41.40

Pooled CNN
RMSE (kWh)  0.085 0.129 0.140 0.168 0.174 0175 0203 0204 0.151 0.162 0.246
MAPE (%) 16.998 2481 3213 4647 34.02 3310 43.09 4759 3381 4515 3599

Pooled LSTM
RMSE (kWh) 0.080 0.116 0.135 0.156 0.164 0.161 0176 0.198 0.140 0.153 0.228
Proposed MAPE (%) 1383 1279 2226 3047 2351 2209 2621 30.89 2305 29.53 29.12
Method RMSE (kWh) 0.062 0.075 0.085 0.101 0.092 0.105 0.106 0.119 0.099 0.084 0.131

4.5. Impact of Clustering Number K

Figure 12a,b show the average MAPE and RMSE results of ten households with different clustering
numbers K. In Figure 12, very accurate forecasting can be expected when the clustering number K
is increased for most households. However, for some households, the MAPE is increased when the
clustering number K is over 4. The higher clustering number K provides more training data to the
CNNs, so that the CNNs have more chance to learn the load characteristics. However, more training
data can increase the variations of the training set, which cause overfitting of the hyper-parameters of
CNNs, which degrades the optimal learning of CNNs. Therefore, the optimal clustering number must
be selected for each household.



Energies 2019, 12, 3560

70 4
60—-
50—.
20-

30

MAPE (%)

20

10

—=— Houschold 1 —e— Houschold 2
—&— Houschold 3 —¥— Houschold 4
—<— Household 5 —»— Household 6
—— Household 7 —#— Household 8
—&— Household 9 —#*— Household 10

0.40 4

0.32 4

0.24 4

0.16 4

RMSE (kWh)

0.08 4

0.00

T
K=1 K=2 K=3

T T
K=4
Clustering number K

()

—&— Household 1 —®— Household 2
—&— Houschold 3 —%— Houschold 4
—<4— Household 5 —®»— Household 6
—— Household 7 —®— Household 8
—®&— Houschold 9 —#*— Houschold 10

Figure 12. Effect of clustering number K on forecasting accuracy: (a) MAPE and (b) RMSE.

5. Conclusions

T T
2 K=3 K=4 K
Clustering number K

(b)

17 of 19

The paper proposed a forecasting method based on convolution neural networks (CNNs) combined
with a data augmentation technique with consideration of an insufficient period of training data.
The proposed data augmentation can enlarge the training data for CNNs using only a target household’s
own historical data, without the help of other households. The proposed forecasting method transforms
a time series of a single household load data into several time series of residual loads. With this
enragement of training data, forecasting accuracy for individual residential households can be improved.
The test results indicated that the proposed method can deliver a notable improvement by including
homogeneous information for an individual residential household’s load forecasting. The proposed
method can be used for energy management at the household level and evaluate the baseline of energy
consumption at the household level for demand-response programs.
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