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Abstract: The heuristic perturb-and-observe-based maximum-power-point tracking (MPPT) algorithm
of photovoltaic (PV) generator is still the most popular technique in use, despite the broad spectrum
of developed other MPPT algorithms. The correct direction of the next perturbation step requires
that the previous perturbation is settled down properly and the applied perturbation step size is
large enough to overcome the PV-power changes induced by the varying irradiation level and/or the
power-grid-originated PV-voltage ripple. The requirements for the minimum perturbation step size
are well defined in the available literature. The design equations to predict the PV-power settling time
are derived by assuming that the PV-interfacing converter operates in continuous conduction mode
(CCM). A large perturbation step size may drive the interfacing converter to enter into discontinuous
conduction mode (DCM), which will delay the PV-power settling process and destroy the validity of
the predicted settling times. In order to avoid confusing the MPPT process, the maximum perturbation
step size has to be limited as well. This paper provides theoretical foundations for the proper design of
the maximum step size based on the DC-DC interfacing-converter dynamic behavior. The theoretical
findings are validated with experiments as well as by simulations by means of a boost-type DC-DC
converter and real PV panel.

Keywords: PV generator; MPP tracking; perturbation step size; transient settling time

1. Introduction

Broad spectrum of maximum-power-point (MPP) tracking algorithms ranging from the simple
passive methods to the application of artificial intelligence is available as discussed in [1-6]. The most
popular method is still the perturb and observe (P&O) method, where the power of the photovoltaic
generator (PVG) is perturbed by applying a step change in the duty ratio or the reference of the
input voltage of the PVG-interfacing converter for observing the direction of the PV-power change to
selecting the next perturbation step [7-10]. The MPP is reached when the change in the PV power is
very small due to the properties of the PV generator (i.e., dppy /dvpy ~ 0) as shown in Figure 1 (cf. ppy
at MPP) [11-13]. In reality, the MPP is not just a single point but rather a region, where the PV power
change is small (i.e., CPR—constant power region, in Figure 1) [13]. The existence of CPR is also
utilized in the MPP-tracking methods known as ripple correlation control or extremum seeking [14].

The MPP can be also found by observing the behaviors of the dynamic (rpy = —dvpy /dipy) and
static (Rpy = Vpv/Ipy) resistances, because rpy equals Rpy at MPP as shown explicitly in Figure 2b
(i.e., MPP voltage equals 16 V) [11]. This method is known as an incremental conductance (INC)
method [15,16].
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Figure 1. The characteristic per-unit curves of Raloss SR30-36 PV panel (Shanghai Raloss Energy
Technology Co. Ltd, Shanghai, PR of China) at the irradiation level of 500 W/m?, where CCR
denotes constant-current region, CVR denotes constant-voltage region, and CPR constant-power
region, respectively.
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Figure 2. Authentic behavior of the dynamic and static resistances of Figure 1: (a) when the PV voltage
varies from zero to maximum voltage, (b) when the photovoltaic (PV) voltage varies in the vicinity of
maximum-power-point (MPP) including CPR.

The P&O and INC methods are, in principle, identical as discussed in [17]. The MPP can be
found also by tracking the maximum output current of the interfacing converter as discussed in [18,19].
The output-current-based MPP-tracking processes are not actually studied with similar intensity as
the PV-voltage-based MPP-tracking methods, and therefore, the requirements for accurate tracking
processes are not explicitly known.

The speed of the MPP-tracking process can be determined by means of the used perturbation
frequency and the applied step size [10]. Usually, the perturbation frequency is much less than the
switching frequency of the PVG-interfacing converter but Elgendy;, et al., [20,21] have proposed and
validated MPP-tracking control by using perturbation frequencies equaling the switching frequency
of the interfacing converter, which is operated in open-loop mode. The stability of the method and
its applicability to the closed-loop-operated interfacing converters are, however, still questionable.
The high perturbation step size naturally accelerates the MPP tracking process but leads to the
reduction of MPP efficiency as well [10]. The efficiency reduction can be mitigated by adaptively
reducing the perturbation step size when approaching the MPP [19,22,23]. The adaptive step-size
methods are, however, prone to the drift problem if the minimum step size is incorrectly selected [10].
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The perturbation frequency can be adaptive as well, which removes the limitations associated with the
adaptive step size as discussed in [24].

As discussed in [25], the most important aspects in MPP tracking is the high tracking accuracy,
which guarantees the correct choice of search direction, and the small enough perturbation step size
for obtaining high MPP efficiency. The use of the incremental-conductance method is justified for its
suitability for tracking the MPP in rapidly changing atmospheric conditions, which are caused by the
moving clouds [15]. The dynamic behavior of the moving clouds and their effect on the mismatch losses
in PV generators are extensively studied in [26,27]. The outcomes of those studies are summarized
in [28], which indicates that the fast MPP tracking would improve the energy outcome only marginally,
and therefore, the speed of the MPP-tracking process is not a practical issue as concluded in [25] as well.

It is well defined in the literature that the accuracy of the MPP-tracking process depends on

- the correctly selected perturbation frequency, which guarantees that the PV voltage and current
measurements are performed at the moment when the PV power transient is properly settled
down [10,12,13,24],

- the correctly selected minimum perturbation step size to producing high enough PV-power
variation, which overcomes the combined power changes induced by the irradiation change
during the perturbation interval and the PV voltage/current ripple [10,12,13,24].

Nevertheless, it was recently pointed out in [29] that it is also necessary to select correctly the
maximum perturbation step size to keep the PVG-interfacing converter to operate and keep on
operating in continuous conduction mode (CCM) during the perturbation process. The problem related
to the maximum perturbation step size was observed initially when the perturbation dynamics of the
boost-type PVG-interfacing converter was modeled and analyzed in [12] and [13]. It was noticed that
the accuracy of the analytically predicted settling times was highly dependent on the perturbation
step size although the settling-time formulas should be invariant to the perturbation step size [10].
The origin of the problem was traced to the operation mode of the converter, which is assumed to be
CCM during the perturbation transients but a too high perturbation step size forced the converter
to enter into discontinuous conduction mode (DCM) [29]. This change of mode delayed the settling
process and deteriorated the accuracy of the used theoretical formulas to select the correct perturbation
frequency as discussed in [29]. The main goal of this paper is to clarify further the problem associated
with the maximum perturbation step size.

The rest of the paper is organized as follows: Section 2 introduces briefly the general dynamics of
PVG power. Section 3 introduces the theoretical basis for analyzing the step-response input dynamics
of the PVG-interfacing converter. Section 4 provides the theoretical formulations for determining the
maximum allowed perturbation step size, which keeps the interfacing converter to operating in CCM.
Section 5 provides the theoretical and experimental validations of the proposed modeling methods.
The conclusions are presented finally in Section 6.

2. General Dynamics of PVG Power

Considering a small perturbation in PVG power, the small-signal PVG power can be given
according to [7] as

ﬁpv = vagpv + Ipvﬁpv + 'opv;pv (1)
based on
Ppv = (va + '@pv)(lpv + ipv) (2)

from which the DC component (VpyI,y) of the operating point is removed. If considering only the
dynamic behavior of the PVG voltage induced by a step change at the operating point of the PV
interfacing converter then Equation (1) can be given by
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because fpv ~ —0Opy/1py and Rpy = Vpy/Ipy [12,30]. According to Equation (3) (cf. Figure 2, the
behavior of rpy and Rpy), we can state that the PVG power ripple can be defined as

]apv ~ Ipvﬁpv 4)
in constant current regions (CCR),
2
4
~ pv
X - 5
Ppv va )
in constant power region (CPR), and
Vv 5
Ppv = — rP Dpv = Vpvipy (6)
pv

in constant voltage region (CVR), respectively.

Figure 3 shows the behavior of PVG power when the PVG voltage is perturbed by a sinusoidal
voltage with 0.5-V amplitude and 50-Hz frequency, and the operating point is swept from the short
circuit to open circuit. The behavior of the small-signal PVG power follows exactly the behavior
dictated by the equations in (4)—(6) (i.e., constant-amplitude ripple in CCR, very small ripple in CPR,
and increasing-amplitude ripple in CVR).
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Figure 3. Simulated P-V curve of Raloss SR30-36 PVG (Shanghai Raloss Energy Technology Co. Ltd,
Shanghai, PR of China) at the irradiation level of 500 W/m?2, where the PVG-voltage is perturbed with a
100-Hz sinusoidal voltage having the amplitude of 0.5 V: (a) the operating points from short-circuit to
open-circuit conditions, (b) an extended view of the operating points at the vicinity of MPP.

3. General Step-Response Input Dynamics of PVG-Interfacing Converter

The boost-power-stage converter (Figure 4) is a quite popular interfacing converter in two-stage
photovoltaic power conversion systems due to its ability to prevent the reverse power flow into the
PVG, when the high-side PWM switch is implemented with a diode [31,32]. The use of a diode as a
part of the PWM switch also forces the converter to enter into DCM when the inductor current drops
to zero. When the high-side switch is replaced by a MOSFET then the operation of converter stays
in CCM despite the behavior of the inductor current [32]. The comprehensive dynamic analysis and
modeling of the converter can be found from [33-36].
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Figure 4. Boost-power-stage converter with the definition of its components, control system, and
input/output terminal sources.

The interfacing converter can be used in a photovoltaic application to operate either in an open
loop (i.e., the perturbation step change is applied directly to the duty ratio) [13] or in a closed loop
(i.e., the perturbation step change is applied to the input-voltage reference) [12].

As shown in Figure 5, the dynamics of the interface between the PVG and its interfacing converter
related to the behavior of 0y and fpv can be given by

2 — Zin g Toi ) Gei LA
Opv = 157, Yoy 'ph T 177, V50 " Oo + 57,75y € 7
vaToi A vaGci A ( )

P _ 1 o .
v = T3 Z Yoy IPh T T2V 00 T TRz ©

where Z;, denotes the input impedance (i.e., Opy / fpv), T, the reverse transfer function (i.e., 0py /0o), Gei
the control-to-input-voltage transfer function (i.e., 0py/¢), and ¢ the general control variable (i.e., the
duty ratio in open loop, and the input-voltage reference in closed loop) of the PVG-interfacing converter
as well as Y}y the output admittance of the PVG.

Figure 5. The interface between the PVG and its interfacing converter.

The time-domain behavior of the PVG-power transient can be solved according to (4)—(6) by first
solving the time-domain behavior of the PVG voltage by applying inverse Laplace transformation to

o Gci(s) . E
14 Zin(s)Ypy(s) s

Opv(s) ®)
where Ac corresponds to the step size applied to the corresponding control input, and Ac/s denotes
the corresponding step function in the frequency domain. Based on the solved vpy (t), the time-domain
behavior of the PVG power, in different operation regions, can be solved based on (4)—(6) as

Ppv-ccr(t) = Ipv-lCCRUpV-CCR (t)
_ 2

p pV—CPR(t) - Rpv-cPr : vpV—CPR(t) (9)

t) = ——1

Ppv-CVR( Fovcvr * Upv-CVR(H)
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The behavior of PVG power in different operational regions is solved explicitly in [13] for the
open-loop operated and in [12] for the closed-loop operated boost-power-stage converter (cf. Figure 4),
respectively. Figure 6 shows the measured dynamic behaviors of the PV power (red), voltage (blue),
and current (black) when a step change is applied to the duty ratio of the experimental boost converter
in Figure 4. The behavior of the PVG power (red) in Figure 6 indicates that its longest settling time will
take place in CCR, and the shortest settling time will take place in CVR when the interfacing converter
operates in an open loop.
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Figure 6. Experimental behavior of PVG voltage (blue), current (black), and power (red) when a step
change in the duty ratio of a boost-power-stage converter is applied in different PVG operational
regions. All the waveforms are normalized in terms of their final values.

As discussed in [12], the behavior of the closed-loop system (i.e., the complementary sensitivity
function) can be estimated by means of the feedback-loop (L) crossover frequency (w.) and phase
margin (PM). If w. and PM do not change but insignificantly when the operating point of the PV
generator is varied then the input dynamics of the interfacing converter do not change either. This
means that the interfacing converter is invariant to the properties of the PVG, and the PVG-power
settling time will be longest in CPR due to its quadratic relation to the PVG voltage as shown in
Equation (9) [12]. Therefore, Equation (8) can be given for the closed-loop converter by

Opu(s) = Garels) - 2 (10)
where the closed-loop control-to-input-voltage transfer function (G..) corresponds to the complementary
sensitivity function (T) of the closed-loop system (i.e., T = L/(1+L)).

The experimental validation of the invariance of the PVG-power settling process to the properties
of PV generator, when the PVG interfacing converter is operated under input-voltage feedback control,
is performed by using an integral (I) (Figure 7a) and proportional-integral-derivative (PID) (Figure 7b)
control methods. The frequency responses of the measured input-voltage feedback loop gains are
shown in Figure 7, where w. and the corresponding PMs are explicitly given in terms of the operating
region of the PVG. The responses show that the PVG affects only marginally the feedback loop gains.
According to Figure 7b, the crossover frequency should be placed close to 10 kHz for obtaining
perfect invariance to the properties of PVG. The sampling and processing delay of the digital control
system (cf. Figure 4) prevents the increasing of w. higher than 27 - 3 krad/s in order to maintain a
reasonable PM.
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Figure 7. The measured input-voltage feedback-loop gains of the boost-power-stage converter under
(a) integral (I) control, and (b) proportional-integral-derivative (PID) control in the different regions of

the PVG.

Figure 8 shows the PVG-power (red), voltage (blue), and current (black) dynamic behaviors when
a step in the input-voltage reference of the boost-power-stage converter (cf. Figure 4) is applied in
the different operational regions. Figure 8a shows the dynamic behaviors when the I-control method
is applied with a rather low crossover frequency and high phase margin (cf. Figure 7a). The figure
indicates that the properties of the PVG do not affect the transients. Figure 8b shows the dynamic
behaviors when the PID-control method is applied with a reasonable crossover frequency and phase
margin (cf. Figure 7b). The figure indicates that the properties of the PVG affect only marginally the
transients. When comparing the transient settling times of Figure 8a,b, then it is obvious that the
control design determines the duration of the transients.

v
B B, CCR
g 1.05 Py 1
=1
3 1 -
:J' lp\'
2};0_95 . L .
= g 0 5 10 15 20
= L T T T
5 7 ; CPR
5 1 b
(=9
z i
= 09 Loy ' L
g 0 5 10 15 20
= 12 — T T
£ i1k I, CVR
S L
] | [)p\
0() L VD\' 1 1
0 5 10 15 20
Time (ms)
(a)

Normalized PV power,voltage,current

Vev CCR

0.6

0.8 1 1.2 1.4
Time (ms)

(b)

Figure 8. PV power (red), voltage (blue), and current (black) transients under (a) I-control and
(b) PID-control method, when a step is applied to the input-voltage reference of the boost-power-stage
converter (cf. Figure 4) in the different operational regions of the PV generator. The transient waveforms
are normalized by dividing the waveforms by their final values.

4. Maximum Perturbation Step Size

As discussed in Section 1, the theoretical work in mastering the MPP-tracking control in terms of
minimum perturbation step size and maximum perturbation frequency has been already finalized, and
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the required theoretical formulations have been fully solved as well [7,10,12,13]. The major residual
problem is the maximum allowed perturbation step size in order to keep the PVG interfacing converters
to operate in CCM and to ensure the validity of the perturbation-frequency design formulas [29].

In order to derive the theoretical formulations for designing the maximum allowed perturbation
step size, the dynamics related to the inductor-current behavior in the interfacing converter have to
be determined i.e., the control-to-inductor-current transfer function for the open-loop (Ggir-o) and
closed-loop (Ggj1 ) operated converters. Gi .o, can be easily solved from the corresponding state space
by solving the transfer functions from the input variables to the state variables (cf. [36] (pp. 383-387) for
the boost-power-stage converter). As discussed in [12], the closed-loop control-to-input-voltage transfer
function (G.) corresponds to the complementary sensitivity function of the closed-loop converter,
which can be estimated based on the crossover frequency and phase margin of the input-voltage
feedback loop (cf. Figure 7). The closed-loop control-to-inductor-current transfer function can be
derived to be [29]

Gel-
Gete = Geie ™ G (11)
C1-0

where G ., denotes the open-loop control-to-inductor-current transfer function, and G, denotes the
open-loop control-to-input-voltage transfer function, respectively.

According to above, the time-domain behavior of the averaged inductor current ({if «(t))) during
the transient can be solved by applying inverse Laplace transform techniques to

i (S) _ GCL-O(S) X A_d

bo 1+ Zin-ozpv S (12)
. Upv-re

L (S) = GeLc* PS d

where Ad and Avpy.ref denote the corresponding perturbation step sizes and the subscript extensions ‘o’
and ‘¢’ open and closed loop, respectively. If the systems are of resonant nature then the step response
will exhibit overshoot [37]. The overshoot will take place as long as the damping factor (C) of the
system is less than 1/ V2 [37].

4.1. Open-Loop Operated Boost-Power-Stage Converter

The PVG-affected control-to-input-voltage transfer function (Gg\_fo) can be given in general
according to [13] as
GtV Gei-o a)121(1 +5/wzc1)

v __ Gio _ 13
do T 74 Zin-oYpV ) + SZvawn + w% (13)

where wn, = V1/LC; is the undamped natural frequency, Cpy is the PVG-affected damping factor
(cf. (14)), w,c1 = 1/7c1Cy is the input capacitor induced zero, and Ve = Vi, + Vp + (rq = 74s) Ipv
(cf. Figure 4, and [36] (pp. 440-441)).

1 [ 1 [T
CPVNE(re T—Fr?‘/ C_l] (14)

where re = . + rc1 + Dryg + D’rq, and the duty ratio can be solved from

B Vo + Vp = Vpy + (ra + 1) Ipv

15
Vo + Vp + (rq = rds)lpv (15)

The PVG-affected control-to-inductor-current transfer function can be given by
GPV o SCl APV _ VESC](U% (16)

o T4 s/wye, O 24 $2Cpvwn + w?
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and therefore, (cf. Equation (12)),

- Veclw%
B s2 + 52vawn + CU%

iLo(s) Ad (17)

and
(Lo () = VeCi—22— . exp(~Cpytont) sin(a)n Ji-a,- t)Ad (18)
J1- Cov
The time fy,in, when (if ,(t)) reaches is the minimum value, can be found by setting the first

derivate of (ij,(t)) in (18) to zero, which yields (cf. [37] (p. 160))

- tan_l( -Gy /va) (19)

tmin
wn A1 - wa

The minimum value of (i} ., (fmin)) can be found based on the envelope behavior of (18) to be

Cpv tan_l( 11— C%V/va)
J1- Cov

The inductor current iy (t) includes also the ripple component superimposed on the top of (i (t))
and therefore, the requirement for the operation in CCM can be guaranteed when (I,y = I for
boost converter)

(iL-o(tmin) Ymin = VeCiwn exp|— -Ad (20)

; 1.
Ipv — (iLo(tmin)) = EIL—pp =20 (21)

The peak-to-peak inductor current of the boost-power-stage converter is highest when the input
voltage is half the output voltage, which yields Ail pp-max * Vo/ (4Lfs). Therefore, the maximum
duty-ratio step can be given by

Loy - Vo/ (SL.)

VeCiwn exp(_ Cpvtan! (1V_1(;;C%’V /va) J
J1-G

Equation (22) shows that the converter enters into DCM operation most easily when the irradiation

Adpmax < (22)

level is low and the duty-ratio step is applied in CCR, where the damping factor Cpy is smallest and
equals 7, VC1/L/2 i.e., the internal damping factor of the interfacing converter (cf. Equation (14),
rpv >> 1 Q). The damping of the converter can be increased by applying the similar damping design
as in the case of the input-filter design in [38] (i.e., adding in parallel with the input-terminal capacitor
a series connection of a capacitor (Cp) and a discrete resistor (Rp ) cf. [38]).

4.2. Closed-Loop Operated Boost-Power-Stage Converter

According to [12] and [37] (pp. 549-552), the closed-loop control-to-input-voltage transfer function
(Gei-c) corresponds to the complementary sensitivity function of the closed-loop system, which can be
estimated to be of a standard second-order transfer function according to

1 Whe

Geie = ——— -
e Gse 52+ 82Cewn-e + W2

(23)

where wn_ denotes the estimated undamped natural frequency, e denotes the estimated damping factor,
and Gge denotes the sensor gain of the measured feedback variable, respectively. According to [12], Ce
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and wn-e can be given based on the feedback-loop crossover frequency (w.) and the corresponding
phase margin (PM) (cf. Figure 7) as

tan(PM) o tan(PM)
n-e — 2Ce

Ce = * We (24)

2(1 + tan2(PM)) #

According to Equations (11), (13), and (16), the closed-loop control-to-inductor-current transfer
function can be given in general by

L' W2 (= sCq 1 @?_5Cq
Gse 24 $2Cewn-e + w%_e 1+ S/a)zcl

Geloe = — (25)

T Gse 2 + 2Cewne + @2

n-e

when w,c, = 1/rc1Cy > wc. If the phase margin of the closed-loop system is rather high (i.e., the poles
of the second-order system are well separated) then Equation (25) can be given by

L . sC1 - wn-e/2Ce

26
Gse S"‘(UL_: ( )

Gelc ®

According to Equation (25), the time-domain behavior of the averaged inductor current (i (t))
during the transient can be given by

(ic(t)) = S . Qnee - exp(—Cewn-ef) -sin(a)n_e \1-C- t) * AUpy-ref 27)

Gse ’1 _ Cg

Similarly, as in Section 4.1 (i.e., Equations (19) and (20)), the minimum value of (27) is reached when

tan_l( 1- Cg/Ce)

t = tmin =
Wn-e 4/ 1- C%

and therefore, the minimum value can be given by

(28)

Cetan™({1-23/C)
exp| - : AZ)pv-ref (29)

Gse '1 _ CZ

The maximum step size of the PVG voltage shall be designed such that I,y — (i (tmin) ) — %iL_pp >0
(Ipv = I for boost converter), which yields (cf. Section 4.1)

. Ciwn-
<1L-c(tmin)>min = e

Gse (Ipv - Vo/(SLfS))
Cetan”(VI-T/L)
Ciwn-e exp —T

According to Equation (30), the interfacing converter will enter into the DCM operation most easily

AUpv—ref-max < (30)

when the irradiation level is low, and the time constant (i.e., T = 1/(ewn-e) is small. The maximum
step size can be increased by reducing the crossover frequency of the feedback loop and increasing the
phase margin.

When the damping factor of the closed-loop system is rather high (cf. Figure 7a) then (i..(#)) can
be given during the transient according to Equation (26) as

_ Ciwne .
2Ggele

Wn-e

(= 20

<iL-c(t)> : t) : AUpv-ref (31)



Energies 2019, 12, 3984 11 of 19

which does not exhibit any kind of overshoot.

5. Experimental and Simulation-Based Validation

The experimental data is produced by using the boost-power-power-stage converter given in
Figure 4. The input source is Raloss SR30-36 PVG composed of 36 monocrystalline silicon cells. The PVG
was illuminated by fluorescent lamps (cf. Figure 9a), which can produce maximum irradiation of 500
W/m? yielding short circuit current of 1.0 A, and open-circuit voltage of 19.2 V at the panel temperature
of 45 °C. as well as the MPP at 16 V @ 0.91 A, respectively [39]. The authentic IV-curve of Raloss PVG
is given in Figure 9, where the operating points of 10 V (i.e., A), 16 V (B), and 17 V (C) are defined with
the corresponding set of Vpy, Ipy, and rpy, which are used in validating the theoretical predictions.

CCR Cl cvr
P
| ! R
A
CCR B\
0.8 MPP
=y 10V 16V C
e & &
5 1.0A 0.91A CVR
& oal 0.82A
* 7.2Q
02F
0 2 4 6 8 0 12 14 16 18 20
PV voltage (V)
(b)

Figure 9. Raloss PVG: (a) Its construction and (b) authentic PV curve with the operating points A, B, and C.

The interfacing converter was tested in an open loop by applying a step change in its duty ratio in
CCR so that the final PVG voltage equaled 10 V (cf. Figure 9, point A). The closed-loop converter was
tested under PID-type control (cf. Figure 7b for the feedback-loop specifications) and I-type control
(cf. Figure 7a for the feedback-loop specifications) by applying a step change in the PVG-voltage
reference in CCR so that the final PVG voltage equaled 10 V (cf. Figure 9, point A). The simulations
were performed by constructing a switching model of the interfacing converter and the Raloss PVG in
Matlab™ Simulink (R2015a, MathWorks, Natick, MA, USA) environment (cf. [36], (pp. 279-291)), and
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applying the same step changes in the corresponding control inputs as in the case of the experimental
test. The purpose of the simulations was to verify the behavior of the transients, when the interfacing
converter operates in CCM as well as to study the inductor-current behavior, when the maximum step
size is applied in different operational regions of the PV generator (cf. Figures 1 and 9 (points A, B, C)).

The type of controller does not play any role in general but the PID controller has to be selected
when placing the feedback-loop crossover frequency beyond the resonant frequency, and the I control
suffices very well when the feedback-loop crossover frequency is placed at the frequencies lower than
the resonant frequency. According to these kinds of control designs, we obtained fast and slowly
behaving systems for validating the theoretical predictions.

5.1. Open-Loop Validation

Figure 10 shows the behavior of the PVG voltage (a) and inductor current (b) when the step
changes of 0.037 (black), 0.075 (blue), and 0.15 (red) are applied to the duty ratio of the interfacing
converter in CCR. According to Figure 4, the damping factor and undamped natural frequency of
the boost-power-stage converter can be computed to be 0.074 and 6.1 krad/s, respectively. According
to Equation (22), the maximum duty-ratio step will be 0.075, which corresponds to the behavior of
the PVG voltage and inductor current with the blue color in Figure 10. The final operating point
corresponds to the point A in Figure 9. Figure 10b shows that the predicted maximum perturbation
step drives the interfacing converter into the boundary conduction mode (BCM). According to Section 3
(Equation (9)), the PV-power transient in CCR will follow directly the settling behavior of the PV
voltage. Figure 10a indicates clearly that the DCM operation delays the settling process when the
perturbation step size is larger than the allowed maximum step size.
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Figure 10. The behavior PVG voltage (a) and inductor current (b) when step-changes of 0.037 (black),
0.075 (blue), and 0.15 (red) are applied to the duty ratio in CCR.

Figure 11 shows the simulated behavior of the inductor current when the step change of 0.075 in
the duty ratio is applied in the open-loop converter in such a manner that the final operating points
are 10 V, 16 V, and 17 V (i.e., in different operational regions) (cf. Figure 9, A, B, and C). Figure 11a
shows clearly that the CCR behavior of the inductor current stays in BCM. Figure 11b,c show that the
inductor current moves towards DCM when the operating point moves to higher voltages, where the
initial inductor current is slightly smaller. The change in the damping behavior is also clearly visible,
The increase in the damping prevents the inductor current to enter fully into DCM when the PVG
current slightly decreases in CPR and CVR compared to CCR (cf. Figure 9, A vs. B and C).
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Figure 11. The behavior of inductor current when step-changes of 0.075 is applied (a) in CCR, (b) in
CPR, and (c) in CVR.

Figure 12 shows the comparison of the simulated inductor-current behavior (a) and the
experimental inductor-current behavior (b) when defined the maximum step size (0.075) is applied in
the open-loop-operated boost-power-stage converter. Both of the subfigures show that the inductor
current enters into BCM as the presented theory implies. The waveforms are not perfectly identical
because of the small differences in the simulation and experimental set ups.

0 | 2 3 4 5 6
Time (ms)

Figure 12. The comparison if the behavior of inductor currents in CCR when the maximum step size
(i.e., 0.075) is applied: (a) Simulated behavior, and (b) experimentally measured behavior.

5.2. Closed-Loop Validation

Figure 13 shows the behavior of the PVG voltage (a) and inductor current (b) when the step
changes of 0.5 V (black), 0.71 V (blue), and 3 V (red) are applied to the PVG-voltage reference of
the interfacing converter under PID-type control. Based on the measured feedback-loop average
crossover frequency (i.e., 18.5 krad/s) and average phase margin (i.e., 35 deg) (cf. Figure 7b), the
estimated damping factor and undamped natural frequency (cf. Equation (24)) can be given by 0.32
and 20.5 krad/s, respectively. According to Equation (30), the maximum PVG-voltage-reference step
size can be computed to be 0.71 V, respectively. Figure 13b shows that the estimated maximum step
size predicts well the boundary operation mode. According to Section 3 (Equation (9)), the PVG-power
transient in CCR will follow directly the settling behavior of the PVG voltage. Figure 13a (red curves)
shows that the DCM operation delays clearly the settling process when the perturbation step size is
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larger than the allowed maximum step size. Figure 14 shows the inductor-current behavior when
the maximum step size (0.71 V) is applied in different operational regions. In this case, the inductor
current stays close to boundary-conduction mode. Its settling behavior stays quite constant in each
region, as Figure 8b (Section 3) implied as well.

12 : : . . . :
(@)

10 |

8 - -

PV voltage (V)
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Inductor current (A)

0 0.2 0.4 0.6 0.8 1 1.2

Time (ms)
Figure 13. The behavior PVG voltage (a) and inductor current (b) when step-changes of 0.5 V (black),
0.71V (blue), and 3 V (red) are applied to the PV-voltage reference of the interfacing converter under
PID-type control in CCR.

0 0.2 0.4 0.6 0.8
Time (ms)

Figure 14. The behavior inductor current when step-changes of 0.71 V is applied (a) in CCR, (b) in CPR,
and (c¢) in CVR.

Figure 15 shows the comparison of the simulated (a) and experimental (b) inductor-current
behavior when the predicted maximum step size (0.71 V) is applied. Figure 15 shows that the simulated
and experimentally-measured inductor currents reach the boundary conduction mode when the
maximum step size is applied as the presented theory implies. The settling behavior of the inductors
are not exactly similar due to the uncertainties in the behavior of the controllers (i.e., the simulated
control system is based on analog implementation, and the experimental control system is based on
digital implementation).



Energies 2019, 12, 3984 15 of 19

0 0.2 0.4 0.6 0.8 1 1.2
Time (ms)

Figure 15. The comparison of the behavior of inductor currents in CCR when the maximum step size
(i.e., 0.71) is applied: (a) Simulated behavior, and (b) experimentally measured behavior.

Figure 16 shows the behavior of the PVG voltage (a) and inductor current (b) when the step
changes of 0.9 V (black), 1.8 V (blue), and 2.7 V (red) are applied to the PVG-voltage reference of the
interfacing converter under I-type control. Based on the measured feedback-loop crossover frequency
(i.e., 314 rad/s) and phase margin (i.e., 89 deg.) (cf. Figure 7a), the estimated damping factor and
undamped natural frequency (cf. Equation (24)) can be given by 3.8 and 2.4 krad/s, respectively.
The damping factor is so high that the behavior of the PVG voltage would follow the behavior of
a first-order exponential function as Figure 16a clearly shows. The applied steps do not cause but
insignificant changes in the inductor current as Figure 16b clearly shows. Therefore, there are no
limitations to the perturbation step size either.

@
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Figure 16. The behavior PVG voltage (a) and inductor current (b) when the step-changes of 0.9 V
(black), 1.8 V (blue), and 2.7 V (red) are applied to the PVG-voltage reference of the interfacing converter
under I-type control in CCR.

5.3. Simulation-Based Validation

According to [12], the settling time with resonant-system behavior can be computed according to

TP = LI ! (32)

N Cen-e A= Cg
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where A denotes the percentage value of the perturbed power step, which is commonly 5% yielding
A = 0.05, respectively.

Figure 17 shows the simulated PVG-power transients corresponding to the transients in Figure 14.
The settling time can be predicted by Equation (32) to be 0.46 ms with wp-e = 20.5 krad/s and Ce = 0.32,
respectively. Figure 17 shows that the settling time matches with the prediction quite well (i.e., 0.46 ms
vs. 0.47 ms, the inaccuracy equals +2.2%). It also shows that the settling time is invariant to the
perturbation step size when the interfacing converter operates all the time in CCM. The invariance
materializes due to the varying power settling band, which is computed by +A - APy, where A = 0.05
and APpy equals 0.022 W in Figure 17a, 0.033 W in Figure 17b, and 0.138 W in Figure 17c, respectively.

9.5 T T T T T
@ Y TP ~0.47ms Avy . =0.5V

Time (ms)

Figure 17. The simulated PVG-power transients when the PVG-voltage-reference step size is (a) 0.5V,
(b) 0.71V, and (c) 3 V. The converter operates all the time in CCM.

Figure 18 shows the simulated behavior of the inductor current (c), the PVG voltage (b) as well
as the PVG power (a) when the perturbation step size equals 3 V (cf. Figure 13, red curves). The red
curves correspond to the DCM operation and the blue curves to the CCM operation, respectively.
The PV-power settling band is computed as described above (cf. Figure 17). Figure 18a shows that the
DCM operation delays the settling process significantly (i.e., the settling time in CCM operation equals
0.47 ms and in DCM operation 0.88 ms, the increase equals 87%).
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Figure 18. The simulated PVG power (a), PVG voltage (b), and inductor-current (c) transients when the
PVG-voltage-reference step size is 3 V. The red curves correspond to the situation, where the interfacing
converter enters into DCM. The blue curves correspond to the situation, where the interfacing converter
operates all the time in CCM.
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5.4. Discussions

According to Equations (22) and (30), the maximum allowed perturbation step size is directly
dependent on the level of the inductor current, which depends on the level of irradiation as well.
The relation between the PVG current and the inductor current depends on the power stage of
the interfacing converter: I = Iy for a boost-type converter, and I = I,y/D for a buck and
buck-boost-type converter (cf. [36] (pp. 376-390)). Due to the direct relation of the inductor current to
the level of irradiation, the application of the maximum perturbation step size would require to adjust
it adaptively according to the variations in the PVG current.

The maximum allowed step size in the duty ratio for the open-loop-operated boost converter was
computed to be 0.075, which corresponds to 2 V in the PVG voltage. The corresponding maximum
step size for the closed-loop-operated converter was computed to be 0.71 V, which is much lower than
the corresponding step size for the open-loop operated converter. This can be explained by the large
differences in the time constants (i.e., T = 1/wn() of the converters—2.2 ms (open loop) vs. 0.15 ms
(closed loop), which indicates that the open-loop system is more sluggish than the closed-loop system.

6. Conclusions

The P&O-based MPP-tracking control is already well mastered with design formulas, which are
developed assuming the interfacing converter to operate in CCM. The paper shows explicitly that
the PVG-power settling time is invariant to the perturbation step size when the interfacing converter
operates in CCM as the existing design formulas assume.

It has turned out that such an interfacing converter, where the PWM switch contains a diode,
can enter into DCM operation due to a too large perturbation step size, and the settling of the PVG
power will be delayed compared to the operation in CCM. This phenomenon may lead to a situation
where the MPP-tracking process will be confused due to the selection of a wrong direction of the next
perturbation step.

This paper has developed the theoretical formulas to determine the maximum allowed perturbation
step size for a boost-power-stage converter. The method to develop the formulas is not by no means
limited to the named converter but it is generally applicable for the DC-DC converters, which are
applied usually in the two-stage grid-connected PV systems.

The developed maximum-perturbation-step-size formulas explicitly show that the maximum
step size is directly related to the PVG current, which actually necessitates tuning the maximum step
size adaptively, according to the operational conditions in PVG. The formulas show also that the
maximum step size is inversely related to the undamped natural frequency of the system, which may
vary, especially, in the open-loop-operated converters according to the value of duty ratio and therefore,
careful considerations are needed.
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