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Abstract: Most shale gas reservoirs have extremely low permeability. Predicting their fluid transport
characteristics is extremely difficult due to complex flow mechanisms between hydraulic fractures
and the adjacent rock matrix. Recently, studies adopting the dynamic modeling approach have
been proposed to investigate the shape of the flow regime between induced and natural fractures.
In this study, a production history matching was performed on a shale gas reservoir in Canada’s
Horn River basin. Hypocenters and densities of the microseismic signals were used to identify the
hydraulic fracture distributions and the stimulated reservoir volume. In addition, the fracture width
decreased because of fluid pressure reduction during production, which was integrated with the
dynamic permeability change of the hydraulic fractures. We also incorporated the geometric change
of hydraulic fractures to the 3D reservoir simulation model and established a new shale gas modeling
procedure. Results demonstrate that the accuracy of the predictions for shale gas flow improved.
We believe that this technique will enrich the community’s understanding of fluid flows in shale
gas reservoirs.

Keywords: shale gas; stimulated reservoir volume; microseismic; hydraulic fracture closure;
production history matching

1. Introduction

Global energy consumption is steadily increasing, and as of 2017, natural gas has become a
vital resource, supplying 28% of the world’s energy [1]. Natural gas offers an additional significant
advantage in that it generates only half of the greenhouse gases of other fossil fuel sources [2].
In 2012, carbon dioxide emissions in the U.S. decreased to their lowest levels in 20 years, which can
be attributed to the replacement of coal-fired power plants with natural-gas-fired power plants [3].
Consequently, natural gas has garnered more interest as an alternative and environmentally friendly
energy source. Shale gas, in particular, has since emerged as an unconventional resource. Although
shale gas production accounted for only 1% of natural gas production in 2000 in the U.S., this value
increased to >20% in 2010. According to the Energy Information Administration (EIA) 2018 annual
energy report, most of the U.S.’s natural gas supply is expected to be produced from shale and tight
reservoirs (Figure 1) [1,4].
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Figure 1. Natural gas production by type, 2000–2050 (trillion cubic feet) [1,4]. Reproduced from [1,4], 
EIA: 2018, Stevens: 2012. 

Horizontal drilling and hydraulic fracturing techniques have become the standard technologies 
for shale gas development. Generally, shale formations have extremely low permeability, in the order 
of 1  × 102 nano-Darcy for liquid-rich shale and 10 nano-Darcy for dry gas shale [5]. Moreover, 
production forecasting of shale gas reservoirs is still very challenging because the fluid flow 
phenomena are very complex and the induced hydraulic fracture networks are difficult to model [6]. 
To overcome these obstacles, various studies focused on flow simulations that use microseismic 
monitoring data, which improved researchers’ understanding of the shape of the hydraulic fractures 
as well as the flow regime during production [7–17]. These studies also revealed that numerical 
simulations can be used to construct hydraulic fracture geometries for reliable history matching and 
production forecasting [18–20]. In general, dual porosity and dual permeability models are used to 
describe the fluid flow through matrices and natural fractures. The dual porosity model assumes that 
there is no fluid flow between the matrix grids and that the rock matrix simply supplies gas to 
adjacent fractures (Figure 2) [21]. In contrast, the dual permeability model considers both the fluid 
flow within fractures and between matrix grids (Figure 3) [22]. According to Ho [23], the dual 
permeability model yields more reliable outcomes for shale reservoir analysis. An approach that 
employs seismic data for fracture network characteristics at subsurface reservoirs has been proposed; 
this approach can be successfully applied to production forecast simulations using the 3D discrete 
fracture network model [24,25]. 

 

Figure 2. Schematic illustration of dual porosity model [21]. Reproduced from [21], Warren: 1963. 
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Horizontal drilling and hydraulic fracturing techniques have become the standard technologies
for shale gas development. Generally, shale formations have extremely low permeability, in the order of
1 × 102 nano-Darcy for liquid-rich shale and 10 nano-Darcy for dry gas shale [5]. Moreover, production
forecasting of shale gas reservoirs is still very challenging because the fluid flow phenomena are
very complex and the induced hydraulic fracture networks are difficult to model [6]. To overcome
these obstacles, various studies focused on flow simulations that use microseismic monitoring data,
which improved researchers’ understanding of the shape of the hydraulic fractures as well as the
flow regime during production [7–17]. These studies also revealed that numerical simulations can
be used to construct hydraulic fracture geometries for reliable history matching and production
forecasting [18–20]. In general, dual porosity and dual permeability models are used to describe the
fluid flow through matrices and natural fractures. The dual porosity model assumes that there is no
fluid flow between the matrix grids and that the rock matrix simply supplies gas to adjacent fractures
(Figure 2) [21]. In contrast, the dual permeability model considers both the fluid flow within fractures
and between matrix grids (Figure 3) [22]. According to Ho [23], the dual permeability model yields
more reliable outcomes for shale reservoir analysis. An approach that employs seismic data for fracture
network characteristics at subsurface reservoirs has been proposed; this approach can be successfully
applied to production forecast simulations using the 3D discrete fracture network model [24,25].
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Cipolla et al. [26] proposed a workflow that combined microseismic data with dynamic 
simulations. By constructing 3D hydraulic fracture networks as a series of very fine grids and 
implementing the networks with a reservoir simulation model, the authors demonstrated that fluid 
flow analysis enhances accuracy. 

Methods for constructing hydraulic fracture grids can be classified into three types according to 
the complexity of the grids for the hydraulic fractures: planar, wire-mesh, and un-structured fracture 
model (UFM) (Figure 4). The planar model is most commonly used to represent hydraulic fractures, 
because it can simply describe the fractures with a set of planes. However, it cannot be well applied 
to the stimulated reservoir volume (SRV) because it solely focuses on fluid flows in the hydraulic 
fractures. In contrast, the wire-mesh model suggests more complicated fracture geometries with the 
assumption that the orthogonally generated planes are more reliable. To construct a more realistic 
model, UFM yields the most complex geometries with irregular grids to describe the actual fracture 
shape [26]. However, the model requires considerable computation time and much more sensitive 
flow analyses. Hence, the planar and wire-mesh models are widely accepted for numerical flow 
simulations in shale reservoirs. This study incorporates fluid flows in the fractures and the SRV; 
therefore, the wire-mesh model was adopted to construct the hydraulic fracture network. To reliably 
represent the induced fracture geometry, microseismic hypocenters and densities were used to 
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Cipolla et al. [26] proposed a workflow that combined microseismic data with dynamic simulations.
By constructing 3D hydraulic fracture networks as a series of very fine grids and implementing the networks
with a reservoir simulation model, the authors demonstrated that fluid flow analysis enhances accuracy.

Methods for constructing hydraulic fracture grids can be classified into three types according to
the complexity of the grids for the hydraulic fractures: planar, wire-mesh, and un-structured fracture
model (UFM) (Figure 4). The planar model is most commonly used to represent hydraulic fractures,
because it can simply describe the fractures with a set of planes. However, it cannot be well applied
to the stimulated reservoir volume (SRV) because it solely focuses on fluid flows in the hydraulic
fractures. In contrast, the wire-mesh model suggests more complicated fracture geometries with the
assumption that the orthogonally generated planes are more reliable. To construct a more realistic
model, UFM yields the most complex geometries with irregular grids to describe the actual fracture
shape [26]. However, the model requires considerable computation time and much more sensitive flow
analyses. Hence, the planar and wire-mesh models are widely accepted for numerical flow simulations
in shale reservoirs. This study incorporates fluid flows in the fractures and the SRV; therefore, the
wire-mesh model was adopted to construct the hydraulic fracture network. To reliably represent the
induced fracture geometry, microseismic hypocenters and densities were used to construct the model.
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planar fractures (conventional approach), (b) wire-mesh hydraulic fractures, and (c) un-structured
hydraulic fractures (UFM) [26]. Reproduced from [26], Cipolla: 2011.

As production continues, the fluid pressure in the hydraulic fractures decreases; the increased
effective stress reduces the width of hydraulic fractures filled with proppant [27]. Since this effect
is directly related to fracture permeability, the fluid pressure reduction results in deteriorated gas
productivity [28]. When this phenomenon is significant, it may be extended to the proppant crush
or embedment [29,30]. The fluid pressure reduction in the fractures is more considerable in the early
production period, because fractures are initially pressurized as high as the reservoir pore pressure (or
higher if the excessive fracture fluid pressure after the fracturing process has not yet been released).
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Consequently, this process yields misleading results because production forecasting for the mid or
late period is based on the reservoir properties obtained from a history matching process in the early
period unless alterations in the fracture permeability are considered.

To reliably extrapolate the observations from previous studies to a field scale, we investigate the
effect of hydraulic fracture closure during the production period and the actual productive reservoir
volume induced by the hydraulic fractures during long-term production. Although several studies
have attempted to understand the effect of stress on fractures [18–20], few field-scale studies have
been performed to investigate the fracture width reduction due to stress changes. Furthermore, many
studies have calculated estimated ultimate recovery (EUR) based on microseismic data, which does not
always represent the productive reservoir volume. In addition, predicted long-term production shows
that the SRV obtained using microseismic data are inconsistent with the actual productive volume of
hydraulic fractures. To avert these issues, we use the relation between pore pressure and hydraulic
fracture width via history matching and directly apply it to reservoir simulation. Consequently, our
results are applicable for the more precise prediction of EUR at the early production stage.

2. Material and Methods

2.1. Dynamic Modeling Workflow

A typical reservoir simulation workflow comprises the processes shown in Figure 5 (left) [31,32].
However, additional steps are required for shale reservoir simulation because of the existence of
hydraulic fractures, which provide conductive flow paths. To construct the hydraulic fracture network,
the SRV must be identified. Although microseismic data are most desirable for this process, their
availability is frequently restricted due to cost. If microseismic data are unavailable, the SRV can be
estimated via hydraulic fracture modeling based on information obtained during fracturing treatment
such as the injected volume of water and proppants and surface treating pressure. Therefore, a
typical workflow for the shale gas simulation process contains additional procedures, particularly for
determining the SRV and hydraulic fracture geometry, as shown in Figure 5 (right).Energies 2019, 03, 7 FOR PEER REVIEW 5 of 23 

 

 

Figure 5. Workflows for typical geological simulations and shale gas simulation workflow [31,32]. 
Reproduced from [31,32], Ertekin: 2001, Carlson: 2003. 

Reliable history matching processes are very challenging and require experience and insight 
from multiple disciplines. One of the greatest obstacles in the history matching of shale gas 
productivity is the characterization of hydraulic fractures (such as length, width, and permeability), 
which are the dominant parameters for productivity analysis and the most difficult to precisely 
compute. Regardless of the usefulness of microseismic data as an indicator of the SRV, the data still 
contain uncertainties because their signals do not always represent conductive fracture generation; 
thus, the calculated volume may be overestimated. In short, reliable flow simulations on shale 
reservoirs rely on the identification of hydraulic fracture properties and interpretation of the 
microseismic data. Accordingly, the SRV was determined by hypocenters and densities of 
microseismic data and the hydraulic fracture network model was constructed. Consequently, the 
simulation workflow for shale reservoirs was improved by considering the permeability alterations 
of hydraulic fractures. 

2.2. Construction of Dynamic Model 

The target reservoir is in northeast British Columbia, Canada. A dynamic model was constructed 
for the reservoir of approximately 2.5 years production. Table 1 lists the reservoir properties and 
model description; the reservoir model was constructed using a commercial black oil simulator 
(CMG, IMEX). Generally, shale gas production comprises three effects: free gas, diffusion, and 
desorption. In this case, we considered only free gas flow and diffusion. In the case of desorption, the 
total organic carbon of the target formation was low, and during the two-and-a-half-year production 
period, the average reservoir pressure decreased from 32,000 kPa to 16,000 kPa, which typically 
results in less than 10% desorption [33]. Mainly, the pressure drop occurs only in hydraulic fractures 
and a few adjacent matrix grids. Therefore, although large amounts of gas adsorb in whole matrix 
grids, it does not contribute to production. Hence, the effect of desorption is not considered in this 
case. 

Table 1. Reservoir properties and model description. 

Parameter Value Parameter Value 

Figure 5. Workflows for typical geological simulations and shale gas simulation workflow [31,32].
Reproduced from [31,32], Ertekin: 2001, Carlson: 2003.

Reliable history matching processes are very challenging and require experience and insight from
multiple disciplines. One of the greatest obstacles in the history matching of shale gas productivity is
the characterization of hydraulic fractures (such as length, width, and permeability), which are the
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dominant parameters for productivity analysis and the most difficult to precisely compute. Regardless
of the usefulness of microseismic data as an indicator of the SRV, the data still contain uncertainties
because their signals do not always represent conductive fracture generation; thus, the calculated
volume may be overestimated. In short, reliable flow simulations on shale reservoirs rely on the
identification of hydraulic fracture properties and interpretation of the microseismic data. Accordingly,
the SRV was determined by hypocenters and densities of microseismic data and the hydraulic fracture
network model was constructed. Consequently, the simulation workflow for shale reservoirs was
improved by considering the permeability alterations of hydraulic fractures.

2.2. Construction of Dynamic Model

The target reservoir is in northeast British Columbia, Canada. A dynamic model was constructed
for the reservoir of approximately 2.5 years production. Table 1 lists the reservoir properties and model
description; the reservoir model was constructed using a commercial black oil simulator (CMG, IMEX).
Generally, shale gas production comprises three effects: free gas, diffusion, and desorption. In this
case, we considered only free gas flow and diffusion. In the case of desorption, the total organic carbon
of the target formation was low, and during the two-and-a-half-year production period, the average
reservoir pressure decreased from 32,000 kPa to 16,000 kPa, which typically results in less than 10%
desorption [33]. Mainly, the pressure drop occurs only in hydraulic fractures and a few adjacent matrix
grids. Therefore, although large amounts of gas adsorb in whole matrix grids, it does not contribute to
production. Hence, the effect of desorption is not considered in this case.

Table 1. Reservoir properties and model description.

Parameter Value Parameter Value

Simulation type Black oil Number of grid (ea) 200,000

Top depth range (m) 1895–2177 Fluid type Gas
(CH4 95% over)

Pressure (kPa) 32,000 Temperature (◦C) 132
Initial water saturation 0.25 Initial gas saturation 0.75

Matrix
porosity 0.05 Matrix

permeability (md) 2.65 × 10−6

Hydraulic fracturing spacing (m) ≈ 37 Length of the horizontal well (m) ≈ 3200

The composition of the reservoir fluid was obtained from gas analysis data, which indicate that
the existing fluid is identified as dry gas containing more than 95% CH4. Therefore, the black oil
simulation scheme has been adopted for numerical simulation.

Relative permeability curves in the fractured system were first proposed by Romm (1966) [34].
Romm’s model suggests that relative permeability of a fracture flow can be simplified by a linear function
of saturation. However, several recent studies [35–38] emphasize that relative permeability in fractures
behaves non-linearly. Chima and Geiger [39] note that relative permeability calculations using the Romm’s
model yield misleading results with overestimated gas production. In this study, the gas–water relative
permeability curve was generated based on a non-linear mathematical model (Equation (1)) and is shown
in Figure 6. For the relative permeability curve of the matrix, the end-points were selected as matching
parameters in the history matching process because no experimental results are available.

krg = Sg
2(

2µwSg
2+3µgSw

2+6SwSgµg
12µw

)

krw = Sw
2
(

4Sw
2+6SwSg

12

)
,

(1)

where krg and krw are the gas–water relative permeability of hydraulic fractures, Sg and Sw are the
gas–water saturation, and µg and µw are the gas–water viscosity, respectively [39].
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2.3. Microseismic Mapping and SRV Calculation

Microseismic data are seismic signals with small magnitudes generated by rock failure during the
hydraulic fracturing process. From the hypocenters, times, and magnitudes of the signals, the SRV
can be estimated and the induced fracture geometry can be determined. Fracturing processes in shale
reservoirs are intended to induce a fracture with a long half-length, which is directly related to the SRV.
In general, fracture half-lengths determined by microseismic data yield relatively higher values than
those of other diagnostic techniques (Figure 7) because microseismic signals are generated from both
conductive propped fractures (proppant-filled) and non-propped fractures. The latter is more likely to
close as the effective stress increases and contributes less to the reservoir productivity. Nevertheless,
microseismic is a powerful tool for determining fracture geometry [40].
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Figure 7. Comparison of fracture half-lengths (xf) derived from various sources [41]. Reproduced
from [41], Clarkson: 2011.

Suliman et al. [42] propose a method for using microseismic data to define the shape and size of
the SRV in a simulation model. The authors distribute the signal density into the simulation grids to
quantitatively evaluate the SRV. They suggest that areas with a high density of signals are expected to
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be more stimulated than those with a low density. Based on the stimulation rate and connectivity of
the grids, the SRV is divided into three categories as follows. First, Hydraulic SRV (HSRV) assumes
that all microseismic signals are related to hydraulic fractures. Second, Conductivity SRV (CSRV)
indicates that two or more microseismic signals are emitted in a single grid, and this grid will have
higher permeability than a grid in HSRV. Finally, in the Flush SRV (FSRV), three or more microseismic
signals are detected in a grid. Normally, the grids are located very close to the production well and
have the highest permeability.

During a hydraulic fracturing process in the target reservoir, a total of 2000 signals were acquired
over 31 stages. The hypocenters of the acquired signals for each stage are shown in Figure 8. Accordingly,
the SRV was generated as described in Figure 9 and Table 2.
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Table 2. Stimulated reservoir volume (SRV) information.

SRV type FSRV CSRV HSRV

Number of blocks
(ea) 200 463 1798

Volume
(m3) 8,303,275 19,183,333 73,438,690

The LS-LR-DK (logarithmically spaced, locally refined, dual permeability) method was applied to
describe the hydraulic fractures (Figure 10). The method generates a very fine fracture grid within
a matrix grid. Since permeability values assigned to the hydraulic fracture grids are much higher
than that of the matrix blocks, convergence problems occur when dimensions of the fracture grids
are the same as the actual fracture size (µm scale). Therefore, the fracture grids in a simulation model
usually have larger sizes (1 to 2 ft) than the actual ones. In addition, the effective permeability is
calculated by Equation (2) and is used for each block, instead of the actual permeability. This method
enables the fastest runtime without loss of accuracy in expressing hydraulic fractures in the reservoir
simulation [43].
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ke f f wgrid = k f w f

ke f f =
k f w f
wgrid

,
(2)

In the above expressions, ke f f is the effective fracture permeability, wgrid is the grid-cell width, k f is the
intrinsic permeability, and w f is the effective fracture width.

Although liquid flow in a porous rock can be simply described by Darcy’s Law, the description
is not valid for high-rate gas flow because inertial forces are not negligible. To characterize the
non-Darcy flow, Darcy’s equation was extended with a quadratic flow term. Equation (3) is known
as the Forchheimer equation for non-Darcy flow [44]. Especially, β is the coefficient of inertial flow
resistance or turbulence factor, which is a characteristic of porous rocks much like permeability and
porosity. Inertial flow resistance is also related to the contrast in size between pore throats and pore
bodies, which Hagoort [45] has well summarized for both non-Darcy flow and β.

∆p
L

=
µ

k
u + ρβu2, (3)

In the above expression, ∆p is the pressure difference between the inlet and outlet, L is the sample length,
µ is the fluid viscosity, k is the permeability, u is the volumetric velocity (= qi/A), qi is volumetric
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injection rate, A is the sample cross-sectional area, and ρ is the fluid density, while β is the coefficient of
inertial flow resistance or turbulence factor [45].

Although many researchers have studied β, the coefficient is difficult to apply to the reservoir
simulation model precisely. To describe the non-Darcy flow in the reservoir simulation, the fracture
width needs to be larger (1 to 2 ft) than the actual width (generally less than 1 mm) due to the
convergence problem. Hence, the non-Darcy coefficient correction factor (κ) concept offered by CMG
needs to be additionally incorporated in the reservoir simulation model [46]. This concept can help to
effectively model non-Darcy flow in fine grid blocks, which are set up to describe very thin hydraulic
fractures. κwas calculated using Equation (4).

κ = (
k f

ke f f
)

2−N1g

= (
wgrid

w f
)

2−N1g
(4)

In the above expression, k f is the intrinsic fracture permeability, ke f f is the effective fracture permeability,
wgrid is the intrinsic fracture width, w f is the effective fracture width, and N1g is an exponent of the(
kg × k

)
term in the β factor correlation for the model in question, in which case N1g = 1.021.

3. Results and Analysis

3.1. Production History Matching

To identify the important parameters that affect shale gas productivity, we carried out sensitivity
analyses by adjusting the ranges of several parameters. According to Novlesky et al. [43], the most
sensitive variables that affect cumulative gas production are hydraulic fracture spacings, hydraulic
fracture permeability, and natural fracture permeability. In an attempt to identify the most sensitive
parameters using production history matching, a set of sensitivity analyses was performed (Figure 11).
If it is assumed that if the SRV does not change by the parameter adjustment made during the analysis,
the hydraulic fracture properties, such as hydraulic fracture width and hydraulic fracture intrinsic
permeability, will most significantly impact reservoir productivity—especially in the case of hydraulic
fracture width, when we construct the hydraulic fracture grid in the reservoir simulation model. We
obtained the approximate value of the hydraulic fracture width using the Mangrove Stimulation
Design tool from Schlumberger.Energies 2019, 03, 7 FOR PEER REVIEW 11 of 23 
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At first, the final parameters were determined by production history matching, ignoring the
fracture width change during production (Table 3 and Figure 12). However, when compared with
the actual production data, the gas production rate with the matched parameters displayed an error
of approximately 5.5%. In this case, we used averaged daily production rate to weekly production
rate for the reduction of computation time that production variation was normalized. Because the
goal of this study is to find the effect of hydraulic fracture closure on gas recovery, several shut-in
periods (normally less than 1 week) were eliminated and overall production history was modified
without major trend changes for the fast history matching. As shown in Figure 12, the production
history in the early stage appears to match well with the actual data; however, the model strays from
the actual data at around 100 days increasing gradually. It is expected that this phenomenon is caused
by the change in hydraulic fracture geometries as the production proceeds. As a result, the simulation
results overestimate the gas production rate in the late stage of the production. Thus, the model needs
to be updated to consider the width and permeability change of the hydraulic fractures during the
production period.

Table 3. Parameter values of matched model.

Property Min Value Max Value Matched Value Unit
Hydraulic fracture intrinsic permeability 200 3000 450 md

Hydraulic fracture width 0.0001 0.002 0.001 m
Natural fracture spacing I

100 1,000
550

mNatural fracture spacing J 460
Natural fracture spacing K 370

Natural fracture permeability I
1 × 10−5 0.0001

0.0001
mdNatural fracture permeability J 1 × 10−5

Natural fracture permeability K 2.8 × 10−5

Matrix permeability I
0 0.0016

0.00012
mdMatrix permeability J 0.00015

Matrix permeability K 0.00008
Natural fracture porosity 1 × 10−6 3 × 10−6 2.6 × 10−6 -

Matrix porosity 5.8 × 10−7 0.147 0.054 -
Tortuosity 1.3 1.9 1.7 -
Diffusion 0.0003 0.0007 0.00058 cm2/sEnergies 2019, 03, 7 FOR PEER REVIEW 12 of 23 
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3.2. Fracture Width Change Due to Stress

In order to overcome the model’s shortcomings as described in the previous section, the simulation
model was updated to consider fracture width change.

Hydraulic fracture propagation is aligned with the direction of the maximum principal stress
when the fracturing pressure exceeds the minimum principal stress, and thus hydraulic fractures
are generated perpendicular to the minimum principal stress [47]. Various experiments have been
conducted to investigate the closure behavior of hydraulic fractures [48–50]. Kam et al. [48] performed
a set of experiments to analyze the behavior of fracture conductivity change under different confining
stress levels and found that the conductivity of induced fractures decreases with the confining stress
increment, while that of the natural fracture showed lower decrements (Figure 13). In addition, Palisch
et al. [51] examined the fracture conductivity loss mechanisms and confirmed that the fluid pressure
reduction in the fracture has a significant effect on the fracture conductivity. In that study, the authors
showed that the fracture conductivity can be drastically dropped to 6–10% of the initial values.
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To consider these phenomena, distances affected by the pressure of the production well over time
were computed, as shown in Figure 14. After 2 years of production, the fluid pressure at more than
250 m from the production well was decreased. The area affected by the production corresponds
well with the FSRV. As shown in Figure 15, the 2 years of production decreased the average fluid
pressure in the FSRV from 32 MPa to 17 MPa, which can be approximated with a semi-logarithmical
relationship. Therefore, the fluid pressure in the fractures in the FSRV would significantly influence the
production when considering the fracture permeability alterations due to the effective stress increase at
each time step.
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3.3. Improved Production History Matching and Forecast

As described in Section 3.1, the difference between the simulation results and actual production
data in the late stage of production was mainly caused by ignoring the impact of the effective stress
increase on the hydraulic fracture width. In order to yield more reliable results, the simulation model
has been enhanced by adopting the change of the fracture width in the FSRV region when the error
against the actual production data increases to 5%. Table 4 illustrates the effective permeability
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of hydraulic fractures during the production calculated from Equation (2), which is exponentially
correlated (R2 = 0.9855) with the fluid pressure in the hydraulic fractures (Figure 16). Consequently, this
correlation was incorporated into the simulations in the form of a fracture closure relationship (Table 5).
Using this procedure, change in the fracture width over time can be automatically incorporated into
the simulation from the fluid pressure at each time step.

Table 4. Hydraulic fracture width and effective permeability change according to production time
within FSRV.

Time (days) 0 43 127 239 392

FSRV
Width (m) 0.001000 0.000950 0.000930 0.000920 0.000915

Effective
Permeability

(md)
3.2808 2.3376 1.9833 1.6601 1.5010
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Figure 16. Effective permeability change according to fluid pressure.

Table 5. Fracture closure relationship according to fluid pressure change of hydraulic fractures.

No. Fluid Pressure of
Hydraulic Fractures

Permeability
Multiplier No. Fluid Pressure of

Hydraulic Fractures
Permeability

Multiplier

1 4000 0.06 7 10,000 0.11
2 5000 0.07 8 15,000 0.18
3 6000 0.07 9 20,000 0.29
4 7000 0.08 10 25,000 0.48
5 8000 0.09 11 30,000 0.79
6 9000 0.10 12 32,302 1

With a fracture closure relationship included in the simulation, the history matching demonstrated
more accurate results and the cumulative gas matching error was reduced significantly from 5.5%
to under 1% (Figure 17). This clear improvement suggests that hydraulic fracture closure should
be considered in shale gas simulations. In order to determine the impact on future productivity by
hydraulic fracture closure, a forecasting simulation was performed over the next 20 years and the
differences for both models were computed (Figure 18). According to the previous model that ignores
the fracture width change, the cumulative production was 5.23 × 108 m3, which is higher than the
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enhanced model with a magnitude of 0.5 × 108 m3 (
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3.4. Productive Volume Analysis with Microseismic Data

The primary objective of the microseismic analysis is to determine the fracture geometry and
distribution and thus, to reliably estimate the SRV. However, it is observed that the actual productive
area estimated by the simulation process is frequently mismatched with the SRV derived from
microseismic data.

As production progresses, the fluid pressure around the production well decreases and propagates
away from the well. When fluid pressure is decreased in a grid, it indicates that the grid is contributing
to reservoir productivity. If we assume grid blocks with a pressure drop of more than 10% compared
to the initial pressure are involved in production, the volume contributing to the production can be
observed in Figure 19. As a result, the grid block volumes after 5 and 20 years of the production are
2.57 × 107 m3 and 7.88 × 107 m3, respectively. In particular, the production volume (7.88 × 107 m3)
after 20 years production period is similar to the HSRV in Table 2. However, even though the volume
is similar, the HSRV shape using the microseismic data and the productive volume estimated through
the simulation are different from each other. The reason for this discrepancy is that HSRV is based
primarily on the location at which the signal was generated, while the simulation results include the
main flow path (hydraulic fractures) and surrounding matrix blocks.

To explain this concept more clearly, a comparison of the productive volume of hydraulic fractures
is shown in Figure 20. In both cases, the productive volume of hydraulic fractures increased and then
stabilized after a certain period, but the lower value was obtained when hydraulic fractures were
closed, which indicates that as the fractures close according to the pore pressure reduction, hydraulic
fractures more than a certain distance away from the production well lose their ability to flow gas.

Moreover, the stabilized productive volume of hydraulic fractures accounts for only 65%
(
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330,000 m3). This means that the activated hydraulic fractures involved in production are smaller
than those of the microseismic-derived SRV. These results are elaborated on in Figure 21. As shown
in this figure, hydraulic fractures farther than a certain distance do not contribute to the production,
and the actual half-length of the hydraulic fractures contributing to the production is about 400 m. At
the same time, matrix blocks that exist between fracturing stages are involved in production. As a
result, the simulation techniques performed in this study can be used to calculate the optimal well
spacing and fracturing intervals. In addition, the SRV obtained from the microseismic data must be
distinguished from the actual productive volume because SRV is normally overestimated.
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4. Discussion

Based on the observations made from the study, it is found that determination of the productive
volume stimulated by the conductive induced fractures takes a major role in reliable production
forecasting. Since widths of the induced fractures change with the pore pressure, and so does its
conductivity, not only the fracture geometry in the initial stage but its effect on the productive volume
change are crucial to the production forecasting. Although the microseismic measurement is widely
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accepted for determination of the induced fracture distribution, as described in the text, the determined
fracture geometry does not always represent its conductivity. In addition, a direct measurement
method for the fracture permeability change during the production period is not available. Therefore,
production history matching can be a useful alternative route for the stimulated reservoir volume
determination as well as the future production forecasting.

The pressure and rate responses during the fracturing treatment can be incorporated for more
reliable analysis. The permeability alteration behaviors of the propped fracture (fracture filled with
proppant) and non-propped fracture significantly differ. Therefore, if the propped portions of the
induced fractures are identified by post-frac analysis, such as net pressure analysis, bottomhole pressure
matching, etc., the fracture permeability change can be more precisely determined.

In addition, integrated analysis with the rate transient analysis (RTA) may enhance the reliability
of the productivity forecasting. Results from reservoir simulation would be useful for determination
of onset of the boundary dominating flow. Since the best way to determine end of the transient flow
period is always questionable during the RTA analysis, more reliable productivity analysis is available
if the reservoir simulation results are integrated.

5. Conclusions

In this study, production history matching and a production history forecast were carried out
on a shale gas reservoir regarding the hydraulic fractures width change phenomenon over time. The
observations made from the detailed analysis are as follows:

(a) The stimulated reservoir volume was estimated by the microseismic data and was compared
with the actual productive volume obtained from numerical simulations. It was found that
the deteriorated permeability of the hydraulic fractures caused by the fluid pressure reduction
significantly affects the simulation results.

(b) The result suggests that if the change in fracture width is not taken into account, the cumulative
production will be considerably overestimated (5.5 %). Therefore, more reliable history matching
and forecasting can be achieved by adopting the fracture permeability reduction effect.

(c) As the production progresses, hydraulic fractures above a certain distance are not expected to
have an influence on the production, but the matrix blocks close to the production well contribute
to the productive volume. This indicates that the SRV obtained from the microseismic data is
inconsistent with the actual productive volume, as the signals provide only a preliminary estimate
for the hydraulically fractured area.

(d) Not only does considering alterations of the hydraulic fracture permeability enhance the accuracy
of predictions on shale gas flow behavior, it can also improve the understanding of fluid flows in
shale reservoirs. Moreover, the simulation procedure proposed in this study will provide great
insight in estimating the productive volume, and it can be used to determine the optimal well
spacing and the number of fracturing stages during shale reservoir development.
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