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Abstract: In this paper, different control approaches for grid-forming inverters are discussed and
compared with the grid-forming properties of synchronous machines. Grid-forming inverters are
able to operate AC grids with or without rotating machines. In the past, they have been successfully
deployed in inverter dominated island grids or in uninterruptable power supply (UPS) systems.
It is expected that with increasing shares of inverter-based electrical power generation, grid-forming
inverters will also become relevant for interconnected power systems. In contrast to conventional
current-controlled inverters, grid-forming inverters do not immediately follow the grid voltage.
They form voltage phasors that have an inertial behavior. In consequence, they can inherently deliver
momentary reserve and increase power grid resilience.

Keywords: droop control; grid-forming inverter; electrical inertia; inverter-dominated power system;
virtual synchronous machine; voltage-controlled inverter; voltage-forming inverter

1. Introduction

The ongoing transition of power systems from conventional generation, applying mainly
synchronous machines, to inverter-dominated generation is accompanied by the loss of directly
grid-coupled mass inertia. As a result, the need for inertia contribution from inverter-coupled
power units becomes evident. Furthermore, inverters should contribute to grid-voltage forming,
which in the interconnected power systems nowadays is being performed by synchronous generators.
Grid-forming inverters are available products and their applicability for island systems has been
shown [1]. Unlike conventional current-controlled inverters, such grid-forming inverters form a
voltage phasor that has a certain degree of autonomy but still operates synchronously to the grid
voltage. With a suitable control, the inverter can also deliver momentary reserve without any delay by
retarding the voltage phasor. The property of how the voltage phasor is actuated can be used as a key
indicator for the grid-forming attribute of inverters.

The idea of providing inertial response with inverters in cases of frequency deviations in order to
support angle stability or frequency stability in interconnected grids was published in [2]. Meanwhile,
several grid-forming control concepts for inverters have been introduced. Some of them were
specifically developed for island grid applications, but in future, they may also become relevant for
usage in interconnected systems. This paper’s aim is to give an overview of different kinds of control
schemes and to make these different approaches comparable.

In voltage source converters (VSC), the manipulated value is the switched dc-link voltage, which
is realized by means of the switching pattern of the converter legs. Therefore, the converter itself is
assumed to be a controlled voltage source behind a filter inductor. The control schemes discussed
here are related to the short-term voltage source controlling, i.e., how the voltage source is acting
immediately after an event at the point of common coupling (PCC). Additional control loops, e.g., for
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resonance damping, or overlaid control loops, can be added and are detached from the specific
grid-forming control approach.

Firstly, a definition of the relevant terms inertia, grid-forming and grid-following inverters is
given. After that, the concepts for grid-forming voltage sources are presented. The dynamic behavior
of the provided voltage phasor, for both the voltage amplitude and the voltage angle are analyzed.
Starting with the dynamics of synchronous machines, grid-forming control approaches with their
voltage phasor dynamics are deduced. The output power or an equivalent quantity, such as current,
serves as an input for the deduced dynamical transfer function.

2. Terminology

Due to the partially misleading or contradicting use of different terms in literature, some relevant
terms are explained in the following.

Electrical inertia, EI, is a property of a power system classically determined by the mechanical
inertia of rotating machines within a synchronous area. The mechanical inertia of a generator results
electrically in the ability to smoothen frequency deviations because of the kinetic energy stored in
the rotor. From a technical point of view, EI refers to the ability to react to a change in the voltage
phase angle at the point of connection with an instantaneous power response, due to the retarded
reaction of the generator’s voltage phasor. Power-electronic devices with suitable control algorithms
(e.g. grid-forming control) can also provide EI. In general, conventionally current-controlled inverters
do not provide EI.

Grid-forming inverter, GFI, denotes an inverter having a control approach with the capability
to control the terminal voltage directly and to form the grid voltage purely by inverters under
consideration of necessary reserve and storage capacity. Such inverters can be able to provide
inherently EI. (Reference [3] was one of the first papers to introduce the term “grid-forming“, and it
has been meanwhile established in academia and industry. Accordingly, it is also used in this paper.
In the opinion of the authors, more suitable terms are “voltage-forming” or “grid-voltage-forming”,
since they state clearly that the grid voltage is the related physical quantity which is formed)

Current-controlled inverter, CCI, or grid-following inverter, in contrast to GFI, denotes an inverter
having a control approach that controls the current injection, e.g., based on terminal voltage
measurement, in order to meet a given power set point. Due to the power set point determination,
the inverter can operate as a grid-feeding inverter, which injects power independent of voltage or
frequency deviations at the terminal. Grid-supporting inverters can be applied to adjust reactive
and active power set points under voltage or frequency deviations. Conventionally, CCIs do not
provide EI, even though they could rapidly adjust their power response to frequency deviations or
even to frequency derivatives. Due to delays in active power set point determination after angle
or frequency changes (e.g., due to frequency measurement) their active power injection is generally
delayed, compared to the active power response of devices with EI capability.

3. Functional Principle of Synchronous Machines

The best-known voltage source responsible for the voltage forming and inertial behavior of today’s
ac power systems is the synchronous machine. The basic concept of a synchronous machine is that
a magnetized rotor induces a voltage at the three-phase stator windings due to the rotational speed.
The rotor can be constructed as permanent-excited or by means of an excitation winding (externally
excited). The latter is assumed here, since it allows a beneficial control action.

Mathematically, the description for the flux linkage between rotor and stator simplifies a lot, when
the variables of both rotor and stator are related to a coordinate system of the same speed as the rotor.
Otherwise, the equations contain inductances, which inconveniently alter with the position of the
rotor [4] (pp. 87–88).
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This transformation of the coordinate system was first introduced by Park [5], where the x-axis
of the coordinate system was laid on the direct axis of the rotated excitation coil. In literature, it is
referred to as Park transformation or direct-quadrature-zero (dq0) transformation.

Moreover, several simplifications have been proposed, especially for small-signal stability analyses,
which are also applied here. References [6] (pp. 328–347) and [7] give a good overview of the different
models and their effect on the accuracy. Furthermore, detailed explanation concerning backgrounds
and advanced modeling of synchronous machines can be found in [4] (pp. 83–146), [8] (pp. 45–198)
and [9] (pp. 469–496).

Following the model reduction procedure in [10] (pp. 52–54), first the small resistive parts in the
armature are neglected. Besides, another reasonable simplification is achieved by neglecting the very
high-transient behavior of the damper windings. The purpose of the damper windings is to mitigate
rotor oscillations, since a deviation from the synchronous angle speed induces high currents in the
damper windings. As a result, a counter torque proportional to the frequency deviation from the grid
frequency occurs. This effect can be taken into account by adding a damping torque to the swing
equation in relation to the slip of the machine [11] (p. 456), [9] (p. 105). Furthermore, the induced
transformer voltage, which refers to current changing in the coils (e.g. dΨ/dt), is small in comparison to
the rotational electromotive force (emf) and decays quickly, so that this transient effect is neglected too.

On the whole, the mathematical description is reduced to the one-axis 3rd-order model [7].
It consists of three differential Equations (1)–(3). The first is related to the dynamic electromagnetic
linkage between the rotor and stator. The others describe the electromechanical effect in the form of
the swing equation:

U =
1

Td0
′s + 1

Uf −
(xd − xd

′)

Td0
′s + 1

Ir, (1)

Pm − Pe = Jω0
dω
dt

, (2)

ω =
dϑ
dt

(3)

U denotes the internal voltage source of the synchronous generator. It is composed of one part
related to the excitation voltage Uf and another part related to the reactive current Ir. Both effects
occur with a delay of the open-circuit time constant (Td0

′). The first part reflects the reference transfer
behavior of the excitation voltage Uf to the synchronous generated voltage

G(s) =
1

Td0
′s + 1

, (4)

whereas the second term belongs to the disturbance transfer function and contributes to the internal
reactance [12] (p. 6):

xd(s) =
(xd − xd

′)

Td0
′s + 1

+ xd
′. (5)

The interpretation is, that in the first moment after a current step, only the transient reactance
xd
′ is active. During the process, the reactance decays to the synchronous value xd. This transition is

illustrated in Figure 1.
The angle of the synchronously generated voltage U is determined by the swing

Equations (2) and (3). Together with the electromagnetic Equations (1), the block diagram of the
synchronous machine, shown in Figure 2, is established. In summary, it results in a voltage phasor
that retardedly follows the grid voltage phasor in relation to both the amplitude (according the coil
excitation time constant) and the phase angle (according to the mass inertia time constant of the rotor).
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Figure 1. Transient evolution of the impedance after a current step (derived from [13] (p. 244)). 
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Figure 2. Block diagram of the synchronous machine (3rd-order model).

This block representation of the synchronous machine is taken as the basis for subsequent
comparisons to grid-forming inverters. Therein, ∆f represents the frequency deviation from the
nominal value f0 and ϑ is the rotation angle. The damping parameter D represents the mechanical
damping according to friction and windage.

The equivalent circuit is depicted in Figure 3. The two circuits of the direct and quadrature axis are
condensed to one complex circuit, which also serves as basis for the following elaborations. It consists
of an adjusted voltage source U behind an internal inductance xi. For the whole paper, the generator
convention is adopted [14] (pp. 20–27) as commonly used for power sources.
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4. Grid-Forming Inverter Control Methods

4.1. Droop-Based Grid-Forming Control Methods (e.g. Selfsync)

The idea of synchronizing parallel static inverters by means of power droops reaches back to [15]
(see [16]). Following the operational principle of conventional power plants, f(P)- and U(Q)-droops
with reversed relation were exploited (see Figure 4). Therein, quantities f0 and U0 denote the nominal
values. In a similar way, reference [17] deals with the stand-alone operation of static inverters and
suggests a method in which a voltage and frequency drop behavior in relation to the output reactive
and active power is imposed. The purpose is to achieve load sharing among power sources without
explicit communication. Likewise, in [18] droops are deployed in combination with a virtual flux
control. In the meantime, a multitude of droop-based approaches have been published [19].
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Figure 4. Droop characteristics.

Mostly, the output power is measured and low-pass filtered with the time constant (Te, Tm),
in order to eliminate oscillations, due to harmonics, and to obtain a more-smooth reaction. Afterwards,
the value is fed back to generate the internal inverter voltage. A reasonable improvement compared to
the normal droop control can be gained by an angle feedforward proportional to the active power
flow, which was first introduced in [20] or [21] and is referenced as Selfsync. We concentrate on this
approach in the following elaboration.

The related block diagram is illustrated in Figure 5. In the next step, this structure is rearranged as
depicted in Figure 6. It becomes apparent that the functional principle is equivalent to that in Figure 2.
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Likewise, a reactive power value is fed back to adjust the internal voltage (electro-magnetic force),
so that the droop parameter kq corresponds to (xd − xd

′). Consequently, the reactive power droop
can be interpreted as impedance evolution similar to that of the synchronous machine (see Figure 1):
In the first moment only the filter impedance of the inverter is active and due to the imposed droop,
the impedance in the reactive current path is adjusted to a higher stationary (synchronous) value.
The time constant Te is in accordance to the open-circuit time constant Td0

′ of the synchronous machine.
It should be noted that the reactive power is used here. Strictly speaking, the relation between the
reactive current and the voltage amplitude is not precisely linear here, due to voltage variations.
Therefore, these conclusions are only valid around the nominal operating voltage. On the other hand,
it is possible to normalize the droop parameter by the output voltage. By doing so, the reactive power
droop changes to a reactive current droop.

Moreover, the active power loops also resemble each other, so that Tm/kp is equivalent to the inertia
time constant and 1/kp is equal to the mechanical feedback damping parameter D. As an extension to
the basic functionality, forward damping is achieved, due to the angle feedforward. This damping is
much more effective against oscillation, as it bypasses the integrator. Consequently, a better stability
and transient performance was observed when using such a technique. The damper windings have a
similar effect, since they inherently produce a counter torque according to the slip (deviation from the
synchronous rotation) of the machine.

It is noteworthy, that with synchronous machines, system parameters such as time constants
and reactance are subject to the mechanical construction. At best, the feedback damping parameter
D of the synchronous machine can be increased when the power system stabilizer (PSS) is designed
properly [8] (pp. 766–767). In contrast, in the case of grid-forming inverters, the system parameters
can be designed freely according to higher requirements.

Values typically chosen for the Selfsync control algorithm can be found in Table 1. Except for the
time constants, the values are given per unit with respect to inverter nominal power and voltage. Thus,
the control can easily be realized for different power ratings and voltage levels. The time constant Tm

is chosen according to the acceleration time of the grid (~10 s). Hence, it is a measure for the inertia
contribution in relation to the nominal power of the grid-forming unit. The time constant for the
voltage amplitude is chosen lower. The droop parameters kp and kq mean that, at nominal power,
the frequency or voltage drop is 5% and 10%, respectively. Additionally, an adequate feedforward
damping is achieved with a value around 5 pu.
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Table 1. Exemplary parameterization of the Selfsync control algorithm.

Parameter Value

Tm kp·10 s
kp 0.05 pu
Te 1 s
kq 0.1 pu
kp’ 5 pu

Although only one specific droop-based method is analyzed here, other known droop-based
approaches can be interpreted similarly, since the basic functional principle is the same. Nevertheless,
the damping or superior control features may differ, due to some additional control loops.

In [22], an often-referenced approach concerning droop control is described. One basic element
therein is the rotational matrix T. This was developed for operation in resistive grids in order to adapt
the control action to the specific transfer function of the system. It means that not the measured output
power values are applied to the droops but virtual values resulting from the rotations in the complex
plane according to the R/X ratio of the power line. As a result, an increase in the effectiveness of the
droops is achieved. However, this has a negative effect on the load sharing, since the droops control
only the virtual values not the real power values. Moreover, the consistency with the conventional
power system is lost, since the analogy to the synchronous machine is partially reversed. Therefore,
it is not recommendable for practical applications in the main grid.

Other authors supplement the droops by differentiators for the purpose of improved transient
response [23,24]

f = f0 − kp(P− P0) − kp,d
dP
dt

, (6)

U = U0 − kq(Q−Q0) − kq,d
dQ
dt

, (7)

When looking at Equation (6), it becomes clear that the effect of kp,d is similar to the angle
feedforward by kp

′. The effect of kq,d is that the reactance of the reactive current path is virtually
further increased in relation to the rate of current change during a transient process. The consequence
is that the time development of the reactance is not so smooth and more dynamic.

Other approaches combine the droop control with virtual impedance loops to improve load
sharing or droop operation [25,26]. Therefore, the underlying impedance parameters may differ, due to
the fast-acting additional loops, but the essential control structure is retained.

4.2. Power Synchronization Loop

A further technique to realize a grid-forming control is the so-called power synchronization
control depicted in Figure 7 [27]. Additional insights can be found in [28]. Other authors improved
this approach by orienting closer towards the synchronization mechanism of the swing equation and
include a further transfer function in order to match the dynamic order with an appropriate damping
capability [29].
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 =  0 − kp(P − P0) − kp,d
dP

dt
, (6) 

U = U0 − kq(Q − Q0) − kq,d
dQ

dt
, (7) 

When looking at Equation (6), it becomes clear that the effect of kp,d is similar to the angle 

feedforward by kp’. The effect of kq,d is that the reactance of the reactive current path is virtually 

further increased in relation to the rate of current change during a transient process. The consequence 

is that the time development of the reactance is not so smooth and more dynamic. 

Other approaches combine the droop control with virtual impedance loops to improve load 

sharing or droop operation [25,26]. Therefore, the underlying impedance parameters may differ, due 

to the fast-acting additional loops, but the essential control structure is retained. 

4.2. Power Synchronization Loop 

A further technique to realize a grid-forming control is the so-called power synchronization 

control depicted in Figure 7 [27]. Additional insights can be found in [28]. Other authors improved 

this approach by orienting closer towards the synchronization mechanism of the swing equation and 

include a further transfer function in order to match the dynamic order with an appropriate damping 

capability [29]. 
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With regard to the angle regulation, a strong similarity to the droop-based approaches becomes
obvious, because it also consists of a direct P/f-droop-characteristic. The power measurement filter and
an angle feedforward are not mentioned, so that the appropriate parameters are assumed to be zero.

The voltage amplitude regulation consists of a cascade of a proportional voltage controller and
optionally of a superior reactive power controller. Due to the proportional voltage controller there
is also a “droop” characteristic [27], but in the opposite direction. The drooping action stems from
the fact that the amplitude at the PCC is almost a linear function of the reactive current. For a better
understanding, refer to the phasor diagram in Figure 8.
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It can be seen that the voltage component on the horizontal r-axis only has a negligible impact on
the total amplitude. The main effect on the amplitude is brought about by the a-axis voltage drop,
which results from the reactive current. Consequently, the feedback loop for regulating the amplitude
corresponds to an impedance reduction, opposite to that of a Q/U-droop. The parameter KE defines the
negative gain for the impedance Li, so that in a steady state, the new value is (ωLi/(1+KE)) and TE is
responsible for the continuous time delay with which the impedance is adapted. This can be deduced
from the transfer function from the resulting current flow to the provided voltage drop. The closed
voltage amplitude loop can therefore be restated (Figure 9) under the assumption that Ia has only a
very small influence on the voltage amplitude at the point of common coupling.
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4.3. Voltage Controlled Inverter (VCI)

This approach to control grid-forming inverters was published in [30]. The concept will be
explained with the resulting dynamics of the voltage angle and amplitude. For the frequency control
loop, the following control structure shown in Figure 10, was considered. The controller itself consists
of a PI-controller and can be optionally extended by a primary control loop as it is realized by frequency
droops. A transformation of the control algorithm can be found in Figure 11.
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This transformation yields the same structure for the frequency loop as in Figure 6. In addition to
the swing equation, it also includes the feedforward damping (realized by Kp/2πKi) equally to that of
the Selfsync approach. Here, KPrim equals the feedback damping factor D and (1+KPKPrim)/KI is the
inertia time constant.

The voltage–amplitude regulation loop is shown below. With the voltage control mode,
the dynamical regulation of the voltage amplitude again is deduced by following the procedure
revealed in the power synchronization control (see Figure 8).

Based on the assumption that only the reactive current component has a considerable effect on
the voltage amplitude, a transfer function from the reactive current to the voltage amplitude is set up
(Figure 12). The effect of the PI controller results in an impedance reduction according to the principle
in Figure 13. Due to the integrator, the effect of the internal reactance in the reactive current path is
completely reduced to zero during the control action. In contrast to the synchronous machine (compare
Figure 1), it means that the inner impedance is not increased during the transient time, but eliminated.
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Basically, it can be stated that a voltage controller of the terminal voltage eliminates the internal
impedance within the time constant of the PI-controller, whereas a reactive power controller corresponds
to an increase of the reactance value in the reactive current path.
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4.4. Virtual Synchronous Machine (VSM)

Directly emulating the synchronous machine is a straightforward approach to impart grid-forming
capabilities to inverters. Multiple control algorithms have been proposed [31–33], which carry this
approach in their name. They differ in the depth of emulation and amount of additional current and
voltage control, but they all include some form of the swing Equation (2). Reference [34] gives an
overview of some of the published approaches and proves the equivalence of VSM and droop control
with regards to small signal stability [35].

Starting with [36], the concept of a virtual synchronous machine called VISMA was applied.
In this early implementation, the inverter control imposes an exact current response according to a
synchronous machine model of seventh order. The output voltage is used to feed the machine model
and calculate the current response in real time. By means of a hysteresis comparator, a fast adjustment
of the current is achieved. In [37] the machine model was simplified for the purpose of robustness and
stability and the suitability of island operation was shown.

Another well-known virtual synchronous machine concept is referenced as synchronverter [33].
The idea is again to implement the synchronous machine behavior in inverters. The control law
implemented on the inverter is composed of the dynamic swing equation and algebraic equations
for coupling the virtual rotor and stator side. In this, the damping of the virtual mass inertia is solely
performed by feedback of the difference between VSM and reference frequency. Thus, it incorporates a
frequency-power droop in terms of frequency containment reserve (previously referred to as “primary
control reserve”) [38] and cannot be designed freely. In a further development [39], an additional loop
is exploited from the virtual flux to the active power in order to improve the damping and a defined
dynamic response.

Another detailed realization of a virtual synchronous machine can be found in [40]. Here, the swing
equation is supplemented by a frequency droop. In addition, a more appropriate damping is performed
by a feedback of the difference between the grid and the VSM frequency. Since the grid frequency is
provided by a phase locked loop (PLL), it suffers from a minor delay. For interested readers, several
subsidiary controls were added in that paper, e.g., current control or virtual impedance. However,
they are more related to high-transient electromagnetic effects or internal impedance correction, both of
which are not the focus of this paper.

Since all VSM concepts utilize the swing equation, the damping of the virtual mass inertia is an
important criterion. A compilation of different damping strategies for virtual synchronous machines is
given in [38].

As an illustrative example for VSM control methods, the VSM structure applied in [32] is derived
in this paragraph. Firstly, the swing Equation (2) is expanded by damping power

PD = DM
dδm

dt
=

D
2π
ω, (8)

which accounts for mechanical loss due to friction and windage (as in [9] (pp. 125–129)). This gives:

Pm − Pe − PD = Pm − Pe −
D
2π
ω = Jω0

dω
dt

, (9)

which is also shown in Figure 2. The damping coefficient D is a property of the physical construction
of the synchronous machine and thus fixed. In VSM control, this parameter can be chosen freely. As it
directly correlates active power P and frequency f, it is used to define the slope of the P(f)-characteristic
of the VSM. It is renamed Kpf in order to reflect that change.

In the next step, J, ω0 and 2π are condensed into a single time constant Ta = 2H and a forward
damping constant Kdf is introduced, which can be dimensioned to effectively dampen oscillations
between generators.
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In the Q-Branch, Ku is chosen as the slope of the Q(U)-characteristic and Tu as the excitation time
constant. The resulting diagram of the control scheme is shown in Figure 14. It is quite similar to the
rearranged Selfsync control shown in Figure 6.
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4.5. Virtual Oscillator Control (VOC)

The virtual oscillator control (VOC) differs from the previously mentioned approaches, as it is not
based on phasor representation. It is a sinusoidal time domain implementation that is related to the
synchronization principle of coupled oscillators in complex networks [41]. The method uses a Van der
Pol oscillator with a nonlinear differential equation to generate the virtual oscillator [42]. The principle
is illustrated in Figure 15.
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with the nominal voltage U0 and the nominal reactive power Q0. The block diagram of the VOC as 
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Figure 15. Illustration of the virtual oscillator circuit according to [43].

As a feedback parameter, only the output current is applied, which is used to feed the virtual
oscillator circuit. The parameters κi and κv serve as scaling factors for the interface between the real
hardware and the virtual oscillator. The inductance and the capacitance of the oscillating circuit are
chosen in such a way that the resonant frequency matches the nominal frequencyω0.

In [43] the dynamics of the VOC is transferred into phasor representation, which makes it
comparable to phasor-based approaches. The averaged dynamics of the VCO is captured by the
following equations:

dU
dt

=
.

U =
σ

2C

(
U−

β

2
U3

)
−
κiκv

2CU
Q, (10)

dϑ
dt

=
.
ϑ = ω = ω0 −

κiκv

2CU2 P, (11)

with β = 3α
(
κ2

vσ
)−1

and Φ = π/2. For this reason, a P/f- and Q/U-characteristic is achieved. Compared
to the 3rd-order model of the synchronous machine (or Selfsync for example), the state variable, which is
related to the mass inertia, does not exist.
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For further analysis of the voltage amplitude loop, the model Formula (10) is linearized:

∆
.

U = −
σ

2C

(
3β
2

U0
2
−
κiκvQ0

2CU02 − 1
)

︸                            ︷︷                            ︸
K

∆U−
κiκv

2CU0︸︷︷︸
Z

∆Q, (12)

with the nominal voltage U0 and the nominal reactive power Q0. The block diagram of the VOC as the
averaged model is shown in Figure 16. The linearized Q/U-loop reduces to a PT1 element similar to
the electromagnetic behavior of the synchronous machine. In this way, 1/K corresponds to (xd − xd

′)
and Z/K corresponds to the time constant Td0

′.
As already mentioned above, the state variable that correlates with the frequency is not included

in this method. Thus, the time constant is set to zero. The resulting P/f-control loop achieves a similar
effect as it is done by the angle feedforward (feedforward damping), which is known from Selfsync or
some virtual synchronous machine and voltage-controlled approaches.

In steady state, the accordance of droops (compare Figure 4) can be easily shown, which is:

kp =
κiκv

2CU02 , (13)

kq =
2CU0κiκv

σ(3βU0
4C− κiκvQ0 − 2CU02)

, (14)

However, it is important to note that the inertia time constant equals zero. As a result,
an autonomous voltage phasor is formed, but it is not retarded, so it does not provide sufficient
inertial support.
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4.6. Matching Control

The core of matching control is the duality of the converter DC voltage and the generator angular
velocity [44,45]. A good explanation of this concept is given in [46], which is taken as the basis in the
following. A further, more analytical elaboration can be found in [47].

The idea of this concept is to treat the physical dc-link capacitor as storage in the same way as the
moment of inertia does. For this purpose, the dc-capacitor voltage is used to adjust the frequency of
the ac-converter bridge. The control law is given by [46]:

ω = ωg +
s + KT

KJs + KD

[
(UDC)

2
−

(
Uref

DC

)2
]
, (15)

whereω is the output frequency, ωg is the nominal or grid frequency and UDC is the dc-link voltage.
The control law incorporates both the dc-voltage regulation and the synchronization to the grid.

The overall functional principle is depicted in Figure 17. The control law in Equation (15) is
supplemented by (U)Q-droop, in order to regulate the amplitude.
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Together with the power equation of the dc-capacitor, a relationship between power and voltage
phasor can be established (Figure 18). It describes the dynamics with which the voltage phasor is
adjusted. The parameter KJ is the inertia emulation coefficient, KT is responsible for the DC-link
voltage tracking and KD is the damping coefficient.
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4.7. PLL-Based Modified Current-Controlled Methods

There is an ongoing discussion in the scientific community regarding the need for a phase
locked loop (PLL) in grid-forming inverter types. Typically, grid-following inverters are associated
with a phase locked loop [48], whereas grid-forming control methods are assumed not to apply a
PLL [45], [49] or to apply it only for initial grid synchronization [27]. Another reference proposes
an improved grid-forming control approach by using frequency and angle measurements through a
PLL [50]. For parallel operation, all grid-forming units should incorporate some kind of synchronization
mechanism. The use of a PLL is therefore not necessarily a criterion against the grid-forming capability.
Even more, recent research showed that a power grid can be operated solely with an inverter using an
enhanced current-controlled control scheme [51]. Thus, we cannot say generally that grid-forming
units do not apply a PLL. This section will further analyze these aspects. It introduces the main concept
of using a PLL in order to provide an inherent inertial response with current-controlled inverters and
reports other approaches that make use of this concept.

The VSYNC project aimed to enable power system stability enhancement through inverters in
combination with short-term energy storage, providing an inertial-like active power response [3,52,53].
There, a grid-following control algorithm was equipped with a suitably parameterized PLL in order
to calculate an additional power set point for the inverter in analogy to a combination of the swing
Equation (2) in normalized notation and the transmission Equation (16). With Pe being the electrical
power between two voltage sources with amplitude U,E and angle ϑ1,2 over the inductive impedance Xi

Pe =
U·E
Xi

sin(ϑ2 − ϑ1), (16)

the combination of both equations results in:

Jω0
dω
dt

= Pm −
U·E
Xi

sin (ϑ2 − ϑ1)︸    ︷︷    ︸
dϑ

. (17)
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With the PLL structure shown in Figure 19, while neglecting Kp and assuming the mechanical power
Pm in Equation (17) to be zero, the similarity of the PLL structure and Equation (17) becomes visible:

dω
dt

= −KiKdU1 sin(dϑ) = −
1

Jω0

U·E
Xi

sin(dϑ). (18)

By choosing the PLL parameters Ki, Kd to

Ki =
1

Jω0
; Kd =

E
Xi

, (19)

the PLL describes the same transient behavior as the mechanical part of a synchronous machine,
which is connected to a transmission line. The derivative of the frequency as inherent output of the
PLL without explicit differentiation is used as an additional active power setpoint in order to provide
an inertial response [53].
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The difference to other df/dt-based inertial response controllers is the calculation of the frequency
derivative. Here, the frequency derivative is automatically determined within a PLL. Other approaches
on the basis of current-controlled control algorithms [54,55], measure the frequency with a PLL,
filter this measurement value with a low-pass, and formulate the derivative as, e.g., a multiplication
with the Laplace operator s. The latter approach is therefore delayed, compared to the direct PLL-based
method. Hence, the relationship between frequency derivative and power injection of df/dt-based
inertial response controllers does not initially follow the swing equation.

In [56] a similar PLL-based method has been recently introduced. In contrast to [3,52,53], the loop
filter has been equipped with a proportional gain Kp for additional damping and to improve the
frequency detection speed, see Figure 19. However, the design of the PLL gain factors follows the
same approach.

Therefore, assuming fast adjustment of the given active power setpoint, the inner angle of
both introduced direct PLL-based methods corresponds to the swing equation, and they behave in
the same way as synchronous machines in their frequency/active power relation. As a conclusion,
an active power/frequency relation can be deduced (see Figure 20), similar to synchronous machines or
grid-forming inverters.

However, similar to the synchronization torque in synchronous machines, the synchronization
principle of the PLL with its inherent relationship between power and angle can be used in a more
suitable sense. Assuming the provided voltage phasor is generated using the information (especially
the angle) from the PLL in the form of a voltage feedforward, by tuning the parameters of the PLL,
the dynamics of the provided voltage phasor can be chosen. As a result, a retarded following voltage
phasor can be created according to the slowness of the PLL. In inductive coupled grids, the way the
PLL-parameters work, can be derived again from Figure 20.

This relationship is implicitly exploited in modified current-controlled approaches, e.g., [57–60].
There, the inner PI current control loop has been additionally reduced to a proportional control.
Otherwise, the integrator will eliminate the retarded adjustment of the provided voltage phasor.
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In general, the remaining proportional current controller acts as an additional resistive impedance
in series and is comparable to the concept of a virtual impedance. It introduces a further damping
against electro-magnetic resonances.

Furthermore, the amplitude of the voltage feedforward is delayed in [60]. The quadrature-
component of terminal voltage is omitted, because the provided voltage phasor is completely projected
to the direct axis, which in turn is adjusted smoothly according to the PLL. Hence, a relationship
between reactive current and voltage amplitude can be derived, which describes the impedance
evolution in time as for example seen in the synchronous machine. The following considerations are in
close correspondence to Figure 8.

Under consideration of a small angle difference ϑ, the circuit equation yields for the (reactive)
current through the impedance Xi:

UPCC = U−XiIr, (20)

assuming UPCC being the measured terminal voltage amplitude and U being the inverters
voltage amplitude.

According to the delayed (PT1) feedforward of the measured voltage, the provided voltage
amplitude is a function of UPCC. In turn, the changes in the amplitude of UPCC are determined by the
reactive current flow, as seen in Figure 8.

As a result, the amplitude of the internal provided voltage of the inverter can be formulated in
relation to the reactive current flow:

∆U =
1

1 + Ts
∆UPCC = −

Xi

T·s
∆Ir. (21)

In the Laplace domain, the initial state is not included, so that only the reaction after an impulse
is described. In addition, the initial voltage is taken into account here by U0, which equals UPCC in
idle mode or could be adjusted in terms of outer control loops. Consequently, the provided voltage
amplitude is given as a function of the reactive current deviation ∆Ir from the nominal or initial value:

U = −
Xi

T·s
∆Ir + U0. (22)

The resulting block diagram (Figure 21) can be drawn from Equation (22). The interpretation is
that the impedance grows in time after an evoked reactive current step. The increase of the provided
voltage amplitude counteracts the cause for the current flow, so that in the closed loop, a negative
feedback is achieved. As a result, the inverter is led back to the operating point before the incident.
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In combination with a PLL, which might be used according to the aforementioned relationship
(Figure 20), the modified current-controlled approaches in [57–60] can provide inertia and could also
control a grid without the existence of other grid-forming units. For substantial inertia contribution,
the PLL must be slowed down in order to cause a retarded response of the provided voltage phasor.
The reduction of the classical PI-control structure to a proportional control is a plausible adjustment
in order to soften the effect of the current control in favor of a slowly-following voltage feedforward.
The remaining proportional controller can be regarded as an increase in the available resistive
coupling impedance.

For further frequency support in [57–59] outer control loops have been implemented in order to
adjust active power set-points dependent on frequency deviation and frequency derivative. In such
case [51] demonstrates that even operating in stand-alone mode could be achieved. Therefore, inverters
with enhanced current-controlled approaches with PLL for frequency and angle detection are capable
of acting as grid-forming inverters. Further research on the performance is necessary.

4.8. Direct Power Control (DPC)

Another approach to be discussed is the so-called direct power control (DPC). It has in common
with many other approaches the fact that the output power flow is measured to adjust the internal
power-source voltage phasor. This idea of controlling the inverter’s output power directly, without a
dedicated current controller and PLL reaches back to [61]. In this approach, the switching pattern of the
three-phase bridge, producing the internal voltage phasor, is gained from the hysteresis comparators
and the position of the estimated output voltage. The optimal switching table can be found in [61].
The hysteresis controller leads to a variable switching frequency, which may cause challenges in
designing the output filter.

Although, a dedicated PLL is not used, the estimation of the output voltage gives the reference for
the phase angle. As a result, the standard DPC can be categorized as a grid-following method [62].

Based on this concept, [63] uses a virtual flux similar to [18] by integrating the voltage in order
to obtain the phase angle information. Due to the low-pass behavior of the integrator, a smooth and
retarded reaction to voltage disturbances is achieved [64]. This effect is comparable to that of a slowly
following PLL as described in Section 4.7. Moreover, in [64] this concept is developed further to DPC
with a rotating-frame PI controller and space vector modulation. By doing this, the drawback caused
by variable switching frequency is eliminated.

Recently, a grid-voltage modulated direct power control (GVM-DPC) was suggested [65,66].
In contrast to the approach in [64], the output voltage is directly used to apply a kind of inverse park
transform and gain the vector position [67]. Consequently, the tracking performance is improved,
since the delay of a PLL no longer prevails. However, the downside thereof is losing the beneficial
behavior of a well-designed PLL, e.g., filtering of harmonic perturbation or inertia provision as
discussed in Section 4.7. For weak grids, it was proposed to use a band-pass voltage filter for
harmonic stability improvement, which in turn produces again a delay for the vector positioning [68].
Furthermore, reference [65] demonstrates the performance of the GVM-DPC after a sudden frequency
variation. The result is that even transiently no power deviation occurred. Hence, the inverter perfectly
follows the grid voltage angle to attain its operation point. In other words, without any retarded
voltage vector positioning, this technique acts as a grid-following inverter.

Another approach that is referenced as direct power control can be found in [69]. The control
scheme is given in Figure 22. There are two loops, i.e., the reactive power loop to control the voltage
amplitude and the active power loop to control the angle. The voltage amplitude does not follow fast
variations. After a sudden change on the grid-side, it retains its value. According to the time constant
T of the integrator, the previous operating point is slowly adjusted.

It should be noted that the angle ϑc is the phase angle shift related to the PLL angle θpll. Hence,
a retarded adjustment of the controlled angle ϑc is undermined, when the PLL follows the grid voltage
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too quickly. Thus, for analyzing the overall control performance, the dynamics of the PLL is of great
importance. A closer look into the PLL and its parameterization is not given in the Reference.

However, if the PLL is designed in the aforementioned manner (see Section 4.7), an inherent
reaction with active power injection is given, because of the retarded following of the grid angle.
With some time delay, the PI controller behind adjusts the former operating point, due to the integral part
of the controller. The proportional part serves as a type of feedforward control. With a well-designed
PLL for the purpose of a damped inertia contribution, the proportional part could be neglected.
The authors would like to emphasize that this method does not generally have a grid-forming
capability. However, with a well-designed PLL, damped inertia contribution and even a stand-alone
operation could be realized.
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5. Conclusions and Outlook

Both, synchronous machines and suitably controlled static converters with sufficient energy
reserves can autonomously form the grid voltage and provide electrical inertia. Grid-forming inverters
which incorporate electrical inertia can be realized with different control methods. Several approaches
have been reviewed and the dynamic behavior of the provided voltage phasor was analyzed for both
voltage amplitude and voltage angle. In most cases, the dynamic behavior was described in the form
of a transfer block diagram from the active and reactive power (or current) to the provided voltage
angle and amplitude, respectively. In that way, an illustrative representation in terms of the dynamic
order or damping capability was given.

The retardedly following voltage angle is a key property of grid-forming inverters.
In predominately inductive grids, such inverters inherently provide electrical inertia. The contribution
to momentary reserve can be defined directly through the retarded reaction of the voltage phasor.
All mentioned methods could form a retardedly following voltage angle, except for the virtual oscillator
circuit and fast phase-locked-loops (PLL). Additionally, most of them leverage a feedforward damping
in any case, which is equally as effective as the damper windings in synchronous machines, but with
the notable difference that these parameters are not restricted to physical construction limits. Free from
these physical restrictions, electrical power systems could be more freely designed concerning their
time constants and damping performance.

The voltage amplitude branch is more difficult to deduce and analyze, since two opposite
operational modes have to be considered: the reactive control and the voltage amplitude control
at the point of common coupling. In case of the droop control, a reactive power value is used as
feedback. Thus, the derivation of a dynamic transfer function from the reactive power to the amplitude
of the voltage phasor is straightforward. In contrast, in approaches with a feedback of a voltage
value, an analogy is not obvious. This was solved using the assumption that in inductive networks,
the voltage amplitude deviation at the terminals is a function of the reactive current flow, so that
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again a relation between reactive current or power and the provided voltage amplitude is established.
Voltage droop control has the aim of defining the reactance for the reactive current component in order
to increase the reactive power sharing. In case of weak grids or in case of electrically distant power
sources, the control of the voltage amplitude at the point of common coupling is reasonable, so that
both modes have their application. Depending on the grid situation, either one or the other mode is
preferable. In all cases, the control action can be interpreted as an impedance evolution in time after a
reactive current step, either in a positive or in a negative direction. This was illustrated here in the
form of a dynamic transfer function from reactive current to the amplitude of the internally provided
voltage phasor.
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