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Abstract: In the process of the operation and maintenance of secondary devices in smart substation,
a wealth of defect texts containing the state information of the equipment is generated. Aiming to
overcome the low efficiency and low accuracy problems of artificial power text classification and
mining, combined with the characteristics of power equipment defect texts, a defect texts mining
method for a secondary device in a smart substation is proposed, which integrates global vectors
for word representation (GloVe) method and attention-based bidirectional long short-term memory
(BiLSTM-Attention) method in one model. First, the characteristics of the defect texts are analyzed and
preprocessed to improve the quality of the defect texts. Then, defect texts are segmented into words,
and the words are mapped to the high-dimensional feature space based on the global vectors for word
representation (GloVe) model to form distributed word vectors. Finally, a text classification model
based on BiLSTM-Attention was proposed to classify the defect texts of a secondary device. Precision,
Recall and F1-score are selected as evaluation indicators, and compared with traditional machine
learning and deep learning models. The analysis of a case study shows that the BiLSTM-Attention
model has better performance and can achieve the intelligent, accurate and efficient classification of
secondary device defect texts. It can assist the operation and maintenance personnel to make scientific
maintenance decisions on a secondary device and improve the level of intelligent management
of equipment.

Keywords: secondary device; defect classification; GloVe; attention mechanism; text mining

1. Introduction

A secondary device in smart substation refers to the low-voltage electrical device that monitors,
controls and protects the operating state of the primary equipment such as transformers and generators.
As one of the key components of the equipment of power transmission system, the health of the
secondary device in smart substation directly affects the secure and stable operation of the whole
system [1–3].

During the long-term operation of relay protection devices, fault recorders and other secondary
devices, a large number of defects, fault reports, maintenance and defect elimination documents
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accumulate through inspection, test and other ways [4,5]. This kind of data contains a huge amount of
equipment online operation information, historical action information, defect information, overhaul
information and other full-service operation information, which have an important guiding significance
for the objective evaluation of equipment health status [6]. However, due to the features of multi
ambiguity, difficult segmentation and fuzziness, the above information has not been fully mined [7–9].
When the equipment fails to operate properly, it will send out a large number of alarm signals. If the
maintenance personnel cannot make a decision in a short time, the fault range might be expanded [10].
For the real-time state evaluation and defect degree research of a secondary device, many researchers
at home and abroad have presented relevant research work, which can be classified into the two
following categories: machine learning method based on statistics and deep learning method based on
network [11,12].

Machine learning methods based on statistics mainly include support vector machine (SVM),
K-means clustering, decision tree, Apriori and so on [13]. For example, in [14], a secondary device state
evaluation model based on fuzzy comprehensive SVM was proposed, which improved the traditional
SVM and corrected the errors caused by subjective factors. In [15], based on the historical defect
data of a secondary device in smart substation, a method of mining and analyzing the defect data
of secondary device based on the Apriori algorithm was proposed, which provided reference for
equipment operation and control. Machine learning methods can process structured data efficiently.
However, as a traditional shallow learning model, its ability to express complex functions is limited.
For complex classification problems, its generalization ability is restricted to some extent. They are not
good at processing unstructured data such as text and image.

Furthermore, in recent years, with the development of deep learning and natural language
processing (NLP) technology, more experts and scholars have applied it to the field of safety assessment
for power equipment [16]. According to the characteristics of defect texts in power devices, a defect
text classification model based on convolutional neural network (CNN) was established in [17], and the
model’s accuracy was obviously higher than that of the traditional machine learning method. In [18],
considering that it is difficult to fully mine and use the text data of a power device, an operation and
maintenance text information mining method based on deep semantic learning was proposed, and the
effect of text classification was significant. However, it should be pointed out that in these mentioned
results, the proposed models had some shortcomings in text representation and semantic information
extraction, which is easy to cause the loss of text semantic information. Therefore, in the process of
feature extraction and mining classification, how to obtain better text representation and keep the
semantic information of text is the key to enhance the accuracy of device defect classification.

Based on the above discussion, in order to enhance the ability of text semantic information
representation and feature extraction, and improve the accuracy of secondary device defect classification,
a defect texts information mining method for secondary devices in smart substation is proposed.
By combining global vectors for word representation (GloVe) and attention-based bidirectional long
short-term memory (BiLSTM-Attention), the integrity of semantic information in the text representation
stage and feature extraction stage is effectively guaranteed, and distributes weight reasonably according
to the importance of semantic information, so as to realize the accurate classification and evaluation of
secondary device in smart substation. It will greatly reduce the workload of operation and maintenance
personnel and equipment maintenance costs, improve the level of the intelligent management of
equipment, and provide a scientific and reasonable judgment basis for equipment maintenance and
decision-making. The main contributions in this paper are:

o Considering the incompleteness of the existing word segmentation thesaurus, a professional
dictionary in the field of secondary equipment is constructed to achieve the efficient and accurate
word segmentation of defect texts, which effectively ensures the integrity of the semantic
information of the text in the word segmentation stage.

o In order to solve the problems of low training efficiency and an easy loss of semantic information
of word2vec, FastText and other models, the GloVe model based on global corpus statistics is
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used to vectorize defect texts. It takes global information into full consideration and ensures the
integrity of semantic information.

o The attention mechanism is innovatively introduced into the field of power equipment defect
text mining, and a defect text classification model based on BiLSTM-Attention is proposed,
which improves the ability of feature extraction and the mining of text information. The
classification accuracy of the model was up to 94.9%, which is 5%~—37% higher than the
traditional classification models such as TextCNN and Decision Tree.

The rest of this paper is arranged as follows: Section 2 introduces the natural language
characteristics of the defect texts of the secondary device in smart substation. Section 3 describes text
segmentation, where a distributed text representation method based on the GloVe model is proposed.
In Section 4, a semantic information extraction and text classification model based on BiLSTM-Attention
is proposed. The classification effect of the model is evaluated in Section 5 by using the defect texts
data for a secondary device of a power plant in China, and the model performance is also compared
with other algorithms. Section 6 concludes the paper.

2. Defect Texts of Secondary Device

2.1. Description and Grading of Defect Texts

The defect of the secondary device in smart substation mainly refers to the state which may or
has affected the secure and stable operation of relay protection and automatic safety devices, related
equipment and their secondary circuits. In order to strengthen the statistical analysis and control
of secondary device defects, accurately grasp its operation conditions, and improve the health level
of equipment, equipment operation and maintenance personnel constantly summarize and find the
problems in the installation, commissioning, operation and maintenance link from the aspects of
commissioning, the operation and regular inspection of equipment, and finally summarize to form the
defect record text.

Defects must be entered into the production management system (PMS) or operations management
system (OMS) within 72 h after detection. The professionals of dispatch and control centers at all levels
shall approve the defects, analyze the causes of defects, grade and adjust the defects, and assign the
responsible units for defect handling.

The defect records of the secondary device in smart substation include the following key
information: device classification, voltage level, device model, manufacturer, defect classification,
defect position, specific defect situation, defect reason, defect elimination time, treatment result, defect
times, and the defect rate.

According to the “Measures of State Grid Corporation of China for defect management of relay
protection and automatic safety devices”, the defects of relay protection and safety automatic device
put into operation (including trial operation) are basically divided into three levels: critical defects,
serious defects and general defects. The specific status divisions and their corresponding maintenance
decision are listed in Table 1.

Table 1. Definition of secondary device status.

Level of Equipment Defects Maintenance Decision

General Defect No maintenance required.

Serious Defect Real time monitoring of equipment operation status,
priority to arrange maintenance.

Critical Defect Immediately cut off the power for maintenance.

2.2. Natural Language Characteristic of Defect Texts

The form of the defect record of secondary devices in the smart substation is mainly Chinese short
text [17], which consists of four parts: defect description, device panel signal, background signal and
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remote monitoring signal. A typical defect record of a secondary device in smart substation is depicted
in Figure 1.
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Figure 1. The example of typical defect record.

Compared with the general text, secondary device defect texts have the following characteristics:

(1) The content of defect texts is unstructured Chinese short text, which is mixed with many numbers
and symbols;

(2) The text involves the field of electric power, including a large number of secondary device
professional vocabulary;

(3) The content of the text record is slightly different, and the length of a text varies from a few words
to a hundred words;

(4) The content and format of records vary from person to person, and different operation and
maintenance personnel have different descriptions of the same phenomenon.

If we do not consider the natural language characteristics of secondary device defect texts, it is
easy to cause text segmentation errors, which result in the loss of semantic information and greatly
reduce the model classification performance. In this paper, when building the text classification model
of secondary device defects, the above characteristics are fully considered, and the targeted text data
processing method is adopted, so that the model is more suitable for the task of a secondary device in
smart substation defect text classification.

3. Text Representation

3.1. Cleaning and Pretreatment

At present, the defect texts of a secondary device in smart substation are mainly recorded by
operation and the maintenance personnel on site. In the process of analysis, summary and upload, it is
easy to make mistakes, such as inconsistent record format, text content loss and so on, which result
in greatly reduced text quality. Therefore, it is necessary to implement data cleaning before text
mining [19,20].

The cleaning of secondary device defect texts basically includes the following steps:
Filter useless characters. Defect texts usually contain a lot of spaces, punctuation and other

characters that are not related to the text content, so they need to be filtered.
Unified lowercase of English characters. There are many English characters in the defect texts of

the secondary device, and there is a lack of standardization in the record format. The most common
are descriptions of transformer levels, such as “220 KV”, “220 kV” and “220 Kv”. They all represent
the same voltage level. However, if the format is not unified, the vector representation and semantic
information of the text trained by GloVe will be different.

Detect and remove duplicate records and incomplete texts. In the process of uploading defect
records, operation and maintenance personnel are prone to data loss, data re-entry and other problems
due to improper operation. This kind of data is not conducive to text classification and information
mining, and needs to be processed in advance to ensure the quality of the text.
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3.2. Texts Segmentation

Word segmentation is usually the first step of Chinese text information mining. In this paper,
the open source word segmentation tool based on Python is used, Jieba, to segment the defect text.

There is a large number of professional words in the fields of power system, place names,
equipment names and other proper terms in the secondary device defect texts of smart substation.
Therefore, only based on the existing word segmentation tool and its own thesaurus, it will be difficult
to achieve the accurate segmentation of the defect text.

As shown in Table 2, the defect texts are segmented directly using the Jieba segmentation tool, and
there are two obvious segmentation errors in the segmentation results. One is the incorrect division of
the protection line name. The proper name of the protection line “wumi line” is directly classified
as “wu” and “mi line”. The second is the improper division of proper nouns in the field of power
systems, “high frequency protection” is incorrectly divided into “high frequency” and “protection.”
The incorrect segmentation of proper nouns will change its original meaning and greatly affect the
effect of text representation.

Table 2. The example of text segmentation.

Text to be Segmented Segmentation Result

(Abnormal high frequency protection channel
of 220 kv wumi line)

(220 kv/wu/miline/high
frequency/protection/channel/abnormal)

In order to further improve the accuracy of defect text segmentation, a secondary device
professional dictionary was constructed. The dictionary is based on the existing secondary
device-related literature, guidelines and national standard documents, combined with the experience
of experts and equipment operation as well as maintenance personnel. Some examples of dictionaries
are given in Table 3. Based on the construction of a secondary device professional dictionary, the defect
text is segmented more accurately.

Table 3. Examples of secondary device professional dictionary.

Category Name Proper Noun Set

Transformer Name

(duolang substation)
(wusu substation)
(bachu substation)

(wucaiwan substation)

Name of Protection Line
(chuba line)

(yaningzhou line)
(qichai line)

Terminology of Equipment Protection

(high-frequency protection)
(intelligent terminal)

(automatic safety device)
(high resistance protection)

(stability control device)

3.3. Text Representation Based on GloVe

The primary problem of NLP is to find an appropriate text representation. A good text representation
is the basis of further mining text information. At present, the mainstream text representation methods
include word2vec [21–23], FastText [24] and GloVe [25].

GloVe is a new word vector model based on the theory of the word co-occurrence matrix. As an
improvement of the word2vec model, it can synthesize the global and local statistical information of
words to generate word vectors. GloVe model can properly capture the semantic information of words
and improve the accuracy of the expression of word vector semantic information.
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3.3.1. Construct Co-Occurrence Matrix

The co-occurrence matrix X is constructed according to the defect text corpus. Each element Xi j
in the matrix represents the number of times that word i and its context word j appear together in a
specific size context window. Taking the defect text “The cpu plug-in of 220 kv rainbow line merging
unit is abnormal” as an example, a sliding window with a width of 3 is adopted, and the statistics of
window contents are explained in Table 4.

Table 4. Sliding window content statistics of the sample corpus.

Window Label Central Word Window Contents

0 220 kv 220 kv—(rainbow line)
1 rainbow line 220 kv—(rainbow line)—(merging unit)
2 merging unit (rainbow line)—(merging unit)—cpu
3 cpu (merging unit)—cpu—(plug-in is abnormal)
4 plug-in is abnormal cpu—(plug-in is abnormal)

When the central word is “cpu” and its context words are “merging unit” and “plug-in is
abnormal”, execute:

X{cpu,merging unit}+ = 1 (1)

X{cpu,plug-in is abnormal}+ = 1 (2)

Through the window traversing the whole defect text corpus composed of defect reports, fault
reports, maintenance and elimination files related to the running status of secondary equipment,
the co-occurrence matrix X can be obtained.

3.3.2. Word Vector Training

GloVe constructs the relationship with the word vector through a co-occurrence matrix, which is
presented by

vT
i v j + Bi + B j = log

(
Xi j

)
(3)

where vi is the word vector of the target word, v j is the word vector of the context word. Bi and B j are
the bias of the two-word vectors, respectively.

Based on the principle that the higher the frequency of the occurrence is, the greater the weight of
words are, the weight term is added to the cost function J, as given by

J =
N∑

i, j=1

f
(
Xi j

)(
wT

i w j + bi + b j − log
(
Xi j

))2
(4)

where N is the size of the vocabulary, and the weight function f (x) is shown as

f (x) =
{

(x/Xmax)
0.75, if x < Xmax

1, if x >= Xmax
(5)

4. Text Classification Model

4.1. Network Architecture of LSTM

In the field of NLP, most of the mainstream text classification algorithms are based on convolutional
neural network (CNN) and recurrent neural network (RNN) [26–29]. As a variant of RNN,
long short-term memory (LSTM) solves the problem of the long-term dependence of the RNN
model and the problem of gradient disappearance and explosion caused by a too long sequence.
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The network structure of the LSTM time t is demonstrated in Figure 2. Among them, X(t) and
h(t) are the input and output of LSTM at time t. h(t− 1) and c(t− 1) are the output of the hidden layer
and historical information at time t − 1. ft, it and ot are the forget gate, input gate and output gate
at time t. c̃t is the new information after transformation at time t, and c(t) is the updated historical
information at time t. The specific calculation process is as follows:
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(1) The forget gate screens the information of X(t) and h(t− 1):

ft = σ
(
W f X(t) + U f h(t− 1) + b f

)
(6)

where W f , U f , and b f are the cycle weight, input weight, and bias of the forget gate, respectively.
(2) The input gate determines the values that need to be updated at this time and the new

information to be added:
it = σ(WiX(t) + Uih(t− 1) + bi) (7)

c̃t = tanh(WcX(t) + Uch(t− 1) + bc) (8)

where Wi, Ui and bi represent the cycle weight, input weight, and bias of the input gate, Wc, Uc and bc

represent the cycle weight, input weight, and bias of the cell, respectively.
(3) Integrate the information of the input gate and the forget gate to update internal memory cell

state c(t):
c(t) = ft � c(t− 1) + it � c̃t (9)

(4) Use the output gate ot to control the information output of the internal memory cell:

ot = σ(WoX(t) + Uoh(t− 1) + bo) (10)

where Wo, Uo, and bo are the cycle weight, input weight, and bias of the output gate, respectively.
(5) The output of the LSTM network node is determined by the activation function and output gate:

h(t) = ot � tanh(c(t)) (11)

4.2. Extracting Semantic Information Based on BiLSTM

Considering that LSTM can only extract single direction text semantic information, leading to some
information loss. The BiLSTM network is used for the feature extraction of text semantic information.
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BiLSTM is a new network structure improved on the basis of LSTM [30–32]. It consists of the
following four layers: input layer, forward LSTM layer, backward LSTM layer and the output layer.
BiLSTM consists of two LSTM layers: forward flow and reverse flow to ensure that it can effectively
extract the text’s context information. The calculation flow of each unit is the same as that of LSTM,
and the final output is determined by the LSTM state in the front and back directions:

→

h t = LSTM
(
Xt,
→

h t−1

)
(12)

←

h t = LSTM
(
Xt,
←

h t−1

)
(13)

ht = wt
→

h t + vt
←

h t + bt (14)

where
→

h t is the forward output of the LSTM at time t,
←

h t is the reverse output of LSTM at time t, ht is
the output of the BiLSTM at time t, Xt is the input at time t, wt is the weight matrix of forward output,
vt denotes the weight matrix of reverse output, and bt is the offset at time t.

4.3. Model Optimization Method Based on Attention Mechanism

In the text, different words have different semantic contributions to the sentence. Based on the
attention mechanism [33–35], this paper allocates the weight according to the contribution degree of
words to the text semantics, so that the classifier pays more attention to the semantic information
related to the defect degree and improves the classification performance of the model.

By inputting the output ht of BiLSTM into a single-layer perceptron, the result ut is taken as the
implicit representation of ht:

ut = tanh(Wwht + bw) (15)

where Ww and bw denote the weight and offset of attention, respectively.
The similarity between ut and a randomly initialized context vector uw is used to measure the

importance of words, and the attention weight matrix αt is obtained by normalization:

αt =
exp

(
u>t uw

)
∑
t

exp
(
u>t uw

) (16)

Based on the attention weight matrix, the word vector of a sentence is weighted and summed to
get the semantic vector S at the sentence level:

S =
∑

t

αtht (17)

Finally, the BiLSTM-Attention defect texts classification model integrating GloVe is depicted in
Figure 3.
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5. Case Study and Analysis

In order to validate the classification performance of the proposed model for secondary device
defect texts, a power plant in China was selected as the sample data for secondary device defect records
from 2015 to 2019, where a total of 1800 typical defect data were collected. The distribution of each
category is illustrated in Figure 4.
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After data cleaning, word segmentation and text vectorization, the defect texts were randomly
divided into three sets: training, verification, and test set, using the ratio of 3:1:1, as listed in Table 5.
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Table 5. Division of sample data.

Defect Classification Training Set Verification Set Test Set

General Defect 200 67 67
Serious Defect 492 164 164
Critical Defect 388 129 129

Among them, the training set is used to fit the model as well as train the classification model by
setting the classifier’s parameters. The verification set is used to adjust the parameters of the model
and optimize the performance of the model, while the test set is utilized to measure the model’s
performance and classification ability.

Based on the Keras deep learning framework, a BiLSTM-Attention model is constructed for defect
texts classification. Considering the experience of model super parameter setting in [36,37], based on
the grid search method [38–40], the parameters of the model are optimized. The model’s optimal
parameter settings are obtained as shown in Table 6.

Table 6. Optimal parameter setting of the classification model (BiLSTM-Attention).

Parameter Value

Learning Rate 0.01
Dropout Rate 0.5
L2RegLambda 0.5

Number of Neurons in LSTM Hidden Layer 64
Batch Size 64

Word Vector Dimension 200

The defect texts are classified by the optimal classification model obtained from the super
parameter optimization of the model. As illustrated in Figure 5, with the increase in iterations,
the model classification accuracy tends to converge. When the iteration number is 47, the classification
accuracy reaches 94.9%.
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The performance of the classification model is evaluated by a confusion matrix, which is depicted
in Figure 6. Based on the real category and prediction category, it is divided into TP (true positive),
TN (true negative), FP (false positive) and FN (false negative). Precision, Recall and F1-score were
utilized to test the classification accuracy as follows:

Precision =
TP

TP + FP
× 100% (18)

Recall =
TP

(TP + FP)
× 100% (19)
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F1− score =
2× Precision×Recall

Precision + Recall
× 100% (20)
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Precision is the ratio of the number of samples predicted to be positive to all the actual positive
samples. Recall is the ratio of the number of samples predicted to be positive to the actual number of
such samples.

F1-score can be regarded as a weighted average of model Precision and Recall. It takes into
account both the Precision and Recall of the classification model. The higher the F1-score, the better
the classification performance of the model.

5.1. Preformance Comparison of Word Vector Representation

The first step of text classification is text representation. The accuracy and integrity of text
representation directly determine the quality of the text classification results. In order to compare the
current text representation models for defect texts representation, we choose FastText and word2vec to
compare with GloVe, and used the BiLSTM-Attention model with the same parameter settings for text
classification. The optimal parameter settings of GloVe, word2vec and FastText are obtained as listed
in Table 7.

Table 7. Parameter settings of the word vector training models.

GloVe word2vec FastText

Parameters Value Parameters Value Parameters Value

vector size 200 vector size 200 vector size 200
window size 8 window size 6 window size 5

min count 2 min count 2 min count 2
batch_size 512 batch_size 512 batch_size 512

xmax 100 sg 1(skip-gram) sg 1(skip-gram)
α 0.75 hs 1(negative sampling) loss function hierarchical softmax

As shown in Figure 7, under the condition that the classification model and its parameter settings
remain unchanged, each performance index of text classification based on the GloVe–BiLSTM-Attention
is significantly higher than that of FastText–BiLSTM-Attention and slightly better than that
of word2vec–BiLSTM-Attention.
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Figure 7. Model performance comparison based on the different word vector representation models.

The results show that in terms of text semantic representation performance, GloVe is better than
word2vec and FastText in the defect text data set of the secondary device in smart substation.

FastText is actually an extension of word2vec, the core of which is n-gram. On the basis of
word2vec, the author adds n-gram information to transform the vector of the central word in word2vec
into the vector representation of the central word n-gram [41]. Because of the n-gram information,
FastText can solve the OOV (out-of-vocabulary) problem to some extent. However, research shows
that FastText is more suitable for languages with rich forms, such as Russian, Turkish, French, etc.
The effect of Chinese may not be as good as the aforementioned language, and this experiment just
shows this point. As an improvement of the word2vec model, GloVe takes more consideration of the
global information of the text. For some polysemy words, it will give more detailed and different
vector representations, and at the same time, it will take into account the global information of the text.
Therefore, in the task of vectorizing the text sentences, it can stand out and obtain better results.

5.2. Preformance Comparison of Different Classification Models

In order to verify the superiority of the proposed model in this paper, many typical classification
models in the fields of machine learning and deep learning were selected for comparative experiments.
Among them, the machine learning algorithm chose the decision tree model, and the two deep learning
algorithms are TextCNN and BiLSTM. Each model uses the GloVe model to quantify the defect texts
in the text representation stage, and compare the classification performance of the model under
the condition of ensuring the model’s optimal parameters. The parameter settings of BiLSTM and
BiLSTM-Attention refer to Table 6 and the optimal parameter settings of TextCNN and decision tree
are obtained as listed in Table 8.

Table 8. Parameter setting of the classification models (TextCNN and decision tree).

Text Classification Model Parameter Value

TextCNN

Filter Size (2,3,4)
Pooling Max_pooling

Dropout Rate 0.2
Iter 5

Optimization Gradient Descent
Batch Size 64

Decision Tree

criterion gini
splitter best

min_samples_split 2
min_samples_leaf 1
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The confusion matrix of the classification model is shown in Figure 8. The labels 0, 1 and 2 in the
figure represent the general, serious, and critical defects, respectively. Comparing the confusion matrices
of the four classification models, it can be seen that the classification accuracy of BiLSTM-Attention for
three types of defect text is higher than that of the other three models.
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Because the depth of decision tree model is shallow and the ability of semantic information
extraction is insufficient, the accuracy of text classification with general defects is only 3%.
GloVe–BiLSTM and GloVe–TextCNN have some semantic information extraction ability, but compared
with the proposed model in this paper, there are still some problems of semantic information extraction
and semantic loss.

Since the number of general defect texts is small, resulting in insufficient model training,
GloVe–BiLSTM, GloVe–BiLSTM-Attention and GloVe–TextCNN have low accuracy for text classification
with general defect label.

Figure 9 is a comparison diagram of the performance evaluation indicators of several defect text
classification models. It can be noted from Figure 9 that the performance indexes of the proposed model
are higher than those from the other three models. Among them, the comprehensive performance index
F1-score of GloVe–BiLSTM-Attention model is 5–6% which is higher than that of GloVe–BiLSTM and
GloVe–TextCNN, and 37% which is higher than that of GloVe–decision tree. Combined with the training
time of the classification models in Table 9, although the training time of BiLSTM-Attention is 22 s longer
than that of BiLSTM, it improves the classification performance of the model, which is more important.
However, the training time of TextCNN is longer than those of BiLSTM and BiLSTM-Attention, and the
classification performance is poor. The Decision Tree model can achieve fast text classification, but its
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classification accuracy is too low compared with the other three models. It can be seen that the proposed
model in this paper can classify and evaluate the defect texts accurately. Furthermore, it is feasible as
well as practical in the actual defect texts’ classification of device in power system.

Energies 2020, 13, x FOR PEER REVIEW 14 of 17 

 

three models. It can be seen that the proposed model in this paper can classify and evaluate the defect 
texts accurately. Furthermore, it is feasible as well as practical in the actual defect texts’ classification 
of device in power system. 

 
Figure 9. Performance index of the classification models. 

Table 9. Training time of the classification models. 

Classification Model Training Time 
BiLSTM  8 min 50 s 

BiLSTM-Attention 9 min 12 s 
TextCNN 10 min 20 s 

Decision Tree 5 min 30 s 

6. Conclusions 

In the view of the defect texts of power equipment represented by a secondary device in smart 
substation, the defect texts are intelligently classified by combining NLP and the deep learning 
model, so as to reduce the maintenance cost and workload of maintenance personnel, and assist them 
to make scientific and reasonable maintenance decisions. 

In this paper, a defect text classification model based on GloVe and BiLSTM-Attention was 
proposed, which was evaluated on the basis of Precision, Recall and F1-score, and compared with 
decision tree, TextCNN and BiLSTM. The analysis of a case study shows that compared with 
word2vec and FastText, GloVe can better ensure the integrity of the semantic information in the text 
representation stage. Compared with the traditional machine learning model (decision tree), the deep 
learning model can extract the deep features of the text semantic information.The BiLSTM model 
with attention mechanism can automatically assign weight according to the importance of semantic 
information, weaken invalid information, and effectively improve the feature extraction capability of 
the model. Therefore, compared with TextCNN and BiLSTM, BiLSTM-Attention has better 
classification performance. 

The quality of the text determines the classification performance of the model, and how to build 
a high-quality defect text corpus is the next research direction. Studying the matching and the 
screening of similar defects in power equipment and constructing the knowledge graph of the power 
system is the direction that can be considered in future research. 

Author Contributions: K.C. conceived and designed the experiment and wrote the original manuscript. Y.S. 
performed the experiments and evaluated the data. D.N., K.W., R.J.M., H.H.A., and P.S. reviewed and proofread 
the manuscript. All authors read and proofread the manuscript. All authors have read and agreed to the 
published version of the manuscript. 

Figure 9. Performance index of the classification models.

Table 9. Training time of the classification models.

Classification Model Training Time

BiLSTM 8 min 50 s
BiLSTM-Attention 9 min 12 s

TextCNN 10 min 20 s
Decision Tree 5 min 30 s

6. Conclusions

In the view of the defect texts of power equipment represented by a secondary device in smart
substation, the defect texts are intelligently classified by combining NLP and the deep learning model,
so as to reduce the maintenance cost and workload of maintenance personnel, and assist them to make
scientific and reasonable maintenance decisions.

In this paper, a defect text classification model based on GloVe and BiLSTM-Attention was
proposed, which was evaluated on the basis of Precision, Recall and F1-score, and compared with
decision tree, TextCNN and BiLSTM. The analysis of a case study shows that compared with
word2vec and FastText, GloVe can better ensure the integrity of the semantic information in the
text representation stage. Compared with the traditional machine learning model (decision tree),
the deep learning model can extract the deep features of the text semantic information.The BiLSTM
model with attention mechanism can automatically assign weight according to the importance of
semantic information, weaken invalid information, and effectively improve the feature extraction
capability of the model. Therefore, compared with TextCNN and BiLSTM, BiLSTM-Attention has
better classification performance.

The quality of the text determines the classification performance of the model, and how to build a
high-quality defect text corpus is the next research direction. Studying the matching and the screening
of similar defects in power equipment and constructing the knowledge graph of the power system is
the direction that can be considered in future research.
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Nomenclature

αt the attention weight matrix after normalization
Bi, B j the bias of word vectors i and j
bf,bi,bo,bc the bias of forget gate, input gate, output gate and cell
bt, bw the bias of BiLSTM and attention model
c(t− 1), c(t) the cell state of the LSTM at time t− 1 and t
c̃t the new information after transformation at time t
f (x) the weight function
ft, it, ot the forget gate, input gate and output gate at time t
h(t− 1), h(t) the output of LSTM at time t− 1 and t
→

h t,
←

h t the forward and reverse output of LSTM at time t

ht the output of BiLSTM at time t
hs hierarchical softmax
J the cost function of the GloVe model
N the size of the vocabulary
σ the sigmoid function
S the semantic vector at the sentence level
sg skip-gram
U f , Ui, Uo, Uc the input weight of forget gate, input gate, output gate and cell
ut the implicit representation of the output of BiSLTM
uw a randomly initialized context vector
W f , Wi, Wo, Wc the cyclic weight of forget gate, input gate, output gate and cell
wt, vt the weight matrix of forward output and reverse output in BiLSTM
Ww the weight of attention model
vi, v j the word vectors of word i and j
X the co-occurrence matrix
Xi j the element of the co-occurrence matrix
X(t) the input of LSTM at time t
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