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Abstract: This paper presents the robust control of Three-Leg Split-Capacitor Shunt Active Power
Filters (TLSC SAPFs) by means of structured Hoo controllers for reactive, unbalanced, and harmonic
compensation and the DC-link bus voltage regulation. Robust controller synthesis is performed
based on the TLSC SAPF dynamical model including power losses in passive elements. Before the
control implementation, a systematic procedure for the nonlinear controllability verification of the
converter and its quantification using the set-theoretic approach is presented. Controllability verification
serves to accurately design the SAPF’s operation region. Thus, a Voltage Oriented Control (VOC)
structure is implemented by using two different approaches to determine the PI controller parameters:
(1) the traditional Pole-Placement method (PP-PI) and (2) the Hoo-PI structured synthesis approach,
which leads to PI robust controllers. From the latter approach, two sets of parameters are obtained.
The first set considers the nominal model (Hoo-PI), and the second one explicitly accounts for the
model parametric uncertainties (Hoo-uPI). An optimization procedure is presented for obtaining the
optimal Hoeo-PI and Hoo-uPI controller parameters where four complementary constrains are defined
to establish a trade-off between the controllers performance and robustness. The enforcement of
constraints is later evaluated for each of three PI controllers obtained. This work aims to establish a
common ground for the comparison of robust control strategies applied to TLSC APFs; therefore,
the TLSC SAPF compensation performance is measured and compared with the performance indices:
integral of the absolute error (IAE), integral of the time-weighted absolute error (ITAE), integral of
the absolute control action (IUA), and maximum sensitivity (M;).

Keywords: Hco controller; Hoo-uPI controller; controllability; inefficient powers; Shunt Active Power
Filter (SAPF)

1. Introduction

In three-phase four-wire power systems, the proliferation of inefficient loads causes undesired
reactive power demand, harmonic distortion, and unbalanced currents. Consequently, users and
utilities must face excessive power losses in electric networks, the most representative being wire [1,2]
and transformer [3,4] losses. Another drawback of power systems with the presence of inefficient
power is the circulation of neutral currents that worsen power quality and lead to technical problems [5].
Shunt Active Power Filters (SAPFs) are often used for mitigating these problems. SAPFs are connected
in parallel with loads and compensate the currents related to the inefficient power. Such compensation
avoids the circulation of inefficient currents in power systems, reducing power losses, increasing the
overall system efficiency, and improving power quality of the system.
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The Three-Leg Split-Capacitor (TLSC) SAPF is one of the most common devices used in the
industry for compensating inefficient currents [6,7]. The research community also recommends
the use of the TLSC SAPF topology; after a comprehensive study of SAPF topologies, the authors
in [8] concluded that TLSC SAPF features a superior performance over other SAPF topologies
for low-to-medium-power applications, providing satisfactory results under both steady-state and
dynamic performance conditions. The TLSC SAPF topology has only three legs, which facilitates the
implementation of any control strategy, each of its legs being independently controlled. Concerning the
split capacitor, it gives the possibility of controlling zero-sequence currents produced by unbalanced
and third harmonic currents. For the aforementioned reasons, in this paper, TLSC SAPF is selected for
the design of a robust control structure with verified controllability.

For improving the dynamic behavior of TLSC SAPF, researchers have focused on implementing
advanced control techniques. To mention some of the most relevant and recently published papers:
Reference [9] implemented a current controller based on particle swarm optimization for correcting
the steady-state error. Reference [10] proposed a robust repetitive controller for following voltage
and current signals, achieving zero steady-state errors. Reference [11] suppressed the low frequency
harmonics whose frequencies are lower than the resonance frequency and mitigated the rest of
the harmonics by a resonance damping method. In [12], a modified passivity-based control was
proposed for handling steady-state current error where an error proportional-integral regulator
was inserted into the coupling loop. Reference [13] proposed a parallel resonance detection and
control scheme, which includes square-wave current active injection and selective compensation with
closed-loop regulation. Reference [14] presented a control strategy that includes an algorithm for a
proper selective compensation for inefficient load currents when power capacity in SAPF is exceeded.
Although numerous papers have been reported concerning advanced control techniques for SAPE,
as can be seen from the bibliographic search, most of the research is focused on obtaining a better
performance of the closed-loop system. Moreover, one of the most widely adopted controllers that
remains as the standard for power electronic converters is the PI controller. This is due to its ease
of implementation and good performance in most applications (provided that it is properly tuned).
Furthermore, there are plenty of techniques to compute its parameters [15]. Notwithstanding that the
PI controller would be one of main players in the power electronics field to automatically regulate most
of the converters, it has been recently reported in the literature as a general rule that only about one
third of the PI/PID-based control loops works properly, and one third has poorly tuned controllers [16].
This makes the tuning of PI/PID controllers a very active and still relevant research topic.

The main contribution of this paper is the robust control synthesis of PI controllers for SAPFs
by using Heo controllers and taking into account the model parameters’ uncertainty. Basically,
our paper proposes the use of a state-of-the-art technique for synthesizing robust PI controllers
to the SAPF that achieves high standards in the stabilization of the closed-loop system with guaranteed
performance. This technique leads to the optimization of the PI controllers instead of the classical
tuning approximation [17,18]. The design of PI/PID controllers that are robust in the presence of
system uncertainty is a recurrent challenge in control engineering due to the inevitable mismatch
between the real device and its mathematical model [18]. Nevertheless, this problem can be intrinsically
handled by means of a structured Hoo-control design [19]. Despite the fact that neither the application
of Hoo optimization-based controllers, nor the idea of structured Hoo-PI controllers’ synthesis are
new in the power electronics converters field (see, e.g., [20,21] for some Hoo applications and [22] for
structured Hoo-PI controllers), to the best of the authors” knowledge, this approach has not been yet
applied to the control of three-phase four-wire active filters such as TLSC SAPFs.

The dynamical performance of a closed-loop control system highly depends on the controllability
of the system that we want to control. Increasing system controllability leads to a better closed-loop
system response [23]. Controllability is concerned with the ability of the system to be driven from an
initial state to a desired one by applying a control input sequence [24]. Researchers frequently perform
the controllability analysis of DC-DC converters after linearizing the dynamical model by means of
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Kalman’s rank condition [24]. Generally, controllability is a property of power electronic converters
that is given as granted. However, the authors in [25] recently proved that a DC-DC converter is
controllable only if certain conditions are met, and that is a property that could change depending
on the region in which the system is operated. For power electronics devices that have an inherent
non-linear behavior, it is more convenient to use Lie’s brackets method [25]. The evaluation of the
controllability by using both the rank of the controllability matrix for linear systems and Lie’s brackets
method for non-linear systems allows verifying if the system is controllable or not; nonetheless,
such techniques do not permit its quantification. To overcome this limitation, the controllability
analysis via the set-theoretic approach has been applied by some authors [26-28]. This approach
allows not only the system controllability verification, but also its quantification. Furthermore, in [29],
it was shown that the controllability verifications via the set-theoretic approach and Lie’s brackets
method are equivalent. Consequently, the controllability analysis based on the set-theoretic approach
as proposed by the authors in [30] is adopted in this work to verify whether the designed TLSC SAPF is
controllable. Additionally, a normalized controllability index (CI) is introduced as proposed in [27] for
quantifying SAPF controllability. This controllability analysis is performed here to support the validity
of the designed robust PI controllers in a wide region around the nominal operation point. A CI close
to one will indicate a highly controllable system, then the closed-loop control system performance
will depend mainly on the selected control structure and its parameters’ synthesis method. This is
of foremost importance because it permits establishing a benchmark to evaluate either new PI/PID
controller synthesis methods or other control structures applied to the TLSC SAPFE.

This paper is composed of the following sections: Section 2 presents the TLSC SAPF dynamical
modeling in the dq0 frame. Section 3 describes the robust control structure design, performance
indices, and controllability index. Section 4 presents the results, which include: the evaluation of the
controllability of the system, the computation of the CI , controllers synthesis, the computation of
performance indices, and the evaluation of compensation performance. Finally, Section 5 concludes
and highlights the most relevant aspects of this paper.

2. TLSC SAPF Dynamical Modeling

The TLSC SAPF under study is depicted in Figure 1. It is mainly composed of a split-capacitor
DC-link (C; and C;) and a three-phase Voltage Source Inverter (VSI). The TLSC SAPF is connected in
parallel at the Point of Common Coupling (PCC) through an L filter, and its function is to compensate
the inefficient currents generated in the load, avoiding their circulation through the main supply.
The neutral wire is directly connected to the mid-point of the DC link as presented by [31-34] to mitigate
zero sequence currents produced by non-linear and unbalanced load components. Resistors Rc,, Rc,,
and R represent the converter losses, which reflect a more realistic approximation of the system.

/////

the VSI. Assuming that switches Fj 35 and F, 4 ¢ are complementary:

g 1 if Fas=on and Fyuc=off )
-1 if Fgs=off and Fyue=on
1€ in terms of Fi35 and F, 4 ¢ are given by Equations (2) and (3), respectively.
u® = 2F 351 @)

ue = 1-2F (3)
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Figure 1. Three-Leg Split-Capacitor (TLSC) SAPF circuit representation.

By applying Kirchhoff’s laws to the system in Figure 1, the large-signal dynamical model of the
converter is given by:

:abc
dig

.ab UDC | ab b
L i = 7RLZg c_ Tu” c_ &y =+ UZCE
dupc abc. abeT  UDC
C _ gjabc abct 4
dt s R, @)
dey abe  2€v
2022 = e 22
dt 's R,

where vpc = vc, — U, is the total DC voltage, 2¢, = v¢, + v, is the differential DC voltage between
capacitors C; and Cp, C; = C; = C,and R¢; = R¢, = Ro.

It is well known that the model given by the equations in (4) describes the system evolution in
terms of sinusoidal signals, which are not the most appropriate to perform the design and control
tasks [35]. Consequently, dq0 transformation is applied to decompose the abc system into its direct,
quadrature, and zero sequence components (Equation (5)) [36]. The direct component is denoted
by subscript d and is associated with the active power component; the quadrature component is
denoted by subscript q and is associated with the reactive power component; and the zero sequence
component is denoted by subscript 0 and contains harmonics and unbalanced components. After dg0
transformation, the TLSC SAPF model becomes:

—wig| g0 P 0 ,
LI wid |+ = —Ruig" = DCu™®— 1 0 | e +ople
0 V3
dUDC g0 quT OpcC
C it = ls u Rio (5)
de, 0 2¢
2C— = - —
7t \/gzs R,

where w is the AC angular frequency; while igqo, Uz@?, and 410"
functions in the dq0 frame; respectively.
For a balanced source and load, the dg components in Model (5) reach a constant value when

the system is in a steady-state condition, while the zero sequence is equal to zero. In contrast,

are currents, voltages, and switching
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for unbalanced loads, the dg0 components are composed of a constant quantity plus a small oscillatory
part with twice the nominal grid frequency [37]. Furthermore, in the presence of harmonic loads,
the dg0 components have other oscillatory components that depend on the order of the current
harmonics [38].

From the large-signal model given by the equations in (5), the TLSC SAPF small-signal model is
obtained by applying the following standard state-space realization:

Ax + Bu 6)
Cx + Du

X

y

c— <8h(x,u)> D <ah(x,u)>
axi Xe,Up aui Xe Up

where x; refers to the ith state variable, f(x, u) refers to each equation of Model (5), and h(x, 1) refers to
the equations that relate state and output variables, in this paper h(x, u) = x. Subscript e in (7) refers
to both state variables (x.) and input variables (u.) in their rated values, which are represented with

with:

@)

capital letters in Equations (8)—(15).

In this modeling stage and for obtaining the A, B, C, and D matrices, state variables are defined
T T
as x = {i‘é, ig, ig,ch, €y| ;input variables are defined as u = {ud, ul, u0, v‘;l,cc,v?,cc, U%CC} ; and output

T
variables are defined as equal to the state variablesasy = x = [ig, ig, ig, Upc, sv} .

Due to the fact that for a balanced load, the zero sequence components become zero, i.e., ZJ%CC =0,
i = 0,and u® = 0, thus the coupling between the dg and zero components can be neglected, and the
TLSC SAPF dg0 small-signal model can be split into: (i.) a TLSC SAPF dg small-signal and (ii.) a TLSC
SAPF 0 sequence small-signal model, respectively, as follows:

— & w — u7d __ @ 0 l 0 ]
L 2L 2L L p
z’i ig v 1 "
} R uf , DC uf
1 = — _aL 2 q 0 _’bc 5 =
.zL w I oL ig | + L L v;’écc 8
UpC UDC ?)q
ui‘i w1 E Lg 0 0 "
| C C R,C L C C _
R V3 Vpe 1
- 7 0
A e AL o ©)
&y V3 1 & . 0 Upee

If the system states are taken as the system outputs, matrix C corresponds to a 3 x 3 identity
matrix for the model given by Equation (8) while a 2 x 2 identity matrix for the model given by
Equation (9). On the other hand, matrix D is a 4 x 3 matrix of zeros and a 2 x 2 matrix of zeros for
models given by Equations (8) and (9), respectively.
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Note that the converter small-signal model given by Equation (8) is in the time domain.
The common realization that allows relating the state-space model in the time domain to the model in
the frequency domain is given as follows:

_ 1 : T
G(s) = mC[ﬂd}(sI A)]" B+D (10)
Applying the realization given by Equation (6) to the model given by Equation (8), the transfer
functions for the TLSC SAPF dg small-signal model for i, ig, and vpc are, respectively, given by:

—2CLR,Vpcs? + (—2CR,R L Vpc — 2I8LR, U — 2LVpc)s
—2I4LR,Uw — 2I¢R,R U — Ry (UT)?Vpe — 2R Ve
(—=2CLR,Vpcw — 2ILLR,U)s — 2I{ LR, UTw
—2IIR,R U? + R,UAUIVpe — 2LwVpce
2(2CLRys? + (2CR,Ry +2L)s + R, (U4)? + 2Ry)

2(2CLRows — R,U4UT + 2wL)
Gu(s) = - - (11)
ACL?Rys® + (8CLR, Ry + 4L2)s? + (4CL2R,w? + 4CR,R? + 2LR,(U%)?

+2LR,(U7)? 4 8LRy)s + 4w?L? + 2R,Ry (U9)? + 2R,Ry (U7)? + 4R?

[ | (2CLR,Vpcw — 2I3LR,U")s + 2I3LR,U%w — 2IER,R U1 | |
+RoU U Vpe + 2LwVpc
—2CLR,Vpcs? 4+ (=2CRoRVpc — 2IILR, U1 — 2LVpc)s
+2II LR, U w — 2IIR R U7 — Ry (U)?Vpe — 2R Ve
2(—2CLR,ws — R,UUT — 2wL)

Gas) i 2(2CLR,s? + (2CR,Ry + 2L)s + (U9)2R, + 2Ry ) | 12
g\ S =
s ACL?Rys® + (8CLR, Ry + 4L2)s? + (4CL2R,w? + 4CR,R? + 2LR,(U?)?

+2LR,(U7)? 4 8LRy)s + 4w?L? + 2R, R (U4)? + 2R, R (U4)? + 4R?

2(2I2L%Ros? + (4I8LRy, — LU Vpc)Ros
+(2I4L2w? + LUTVpcw + 214R? — R U Vpe)R,)
2(2I1L2Ros* + (4IILR;, — LUVpc)Ros
+(2IL%2w? — LUVpcw + 2IER2 — R UTVpc)R,)
2(2LR,U% + (2(—LU%w + R U%))R,)
2(2LR U + (2(wU?L + R UT)) % R,) | (13)
4CL2R,s% + (8CLR,Ry +4L?)s? + (4CL?*R,w? + 4CR,R? + 2LR,(U?)?
+2LR,(U7)? 4+ 8LR)s + 4w?L? + 2R,R(U4)? + 2R, R (U1)? + 4R?

Gope ()

Applying the realization given by Equation (6) to the model given by Equation (9), the transfer
functions for the TLSC SAPF zero sequence small-signal model for i and ¢ are, respectively, given by:

—CRoVpces — Vpe
2CRys +2
2CLR,s2 + (2CR,R; + 2L)s + 3R, + 2R},

Gy = (14)
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V3

7VDCR0
Ge, = V3R 15
7 2CLRys? + (2CR,Ry 4 2L)s + 3R, + 2R}, (15

Assuming an inductive balanced load, the zero sequence components become zero,
then the remaining variables to be found are I 4 Ig, ut, and U7. To compute the stabilizing nominal
values of such variables, it is enough to solve the equations in (5) such that the derivatives on the
left-hand side are equal to zero as follows:

0
RV - %Cud‘f + Vol

h
—
|
(D
m'm*v,;._g&
-
.
|

d T UDpC
0 = I'u™ - (16)

0

where Vgcc
components of the TLSC SAPF, respectively, U and U1 are the direct and quadrature components of
the modulated signal, and vpc is the DC-link voltage.

The steady-state model given by the equations in (16) corresponds to a system of three equations
with four unknowns, namely, Ig, Ig, ut, and U. Solving this model for the last three unknowns
results in Equations (17)—(19). To consistently solve these nonlinear equations, it is convenient to find a

suitable value for Ig.

is the direct component of the grid voltage, I g and Ig are the direct and quadrature current

1 v?
Ig = 2R, Vgcc + \J (V}glcc)z —4Rp <RL(12)2 + ZDRi> (17)
ul = L [%me ﬁ(Lwld—i—R 1) (18)
Ig R, UDC S Ls
2 d q
U = - (Lwld 4 R.I) (19)
UDC

The TLSC SAPF function is to supply the currents demanded by the load while maintaining the
DC-link voltage charged. This can be done by demanding active power from the grid. Accordingly,
Ig must be equal to the requested current to maintain the DC-link voltage level and supply the
VSI internal losses. Furthermore, Ig must be equal to the current requested by the load due to
its inefficiencies.

Assuming that the system’s main supply only provides the fundamental positive-sequence active
power (P;") to the load (i.e., the load is completely efficient from the system main supply point of
view [39]), the required current by the load, denoted as 4%, is given by:

ifte = VR { It L — VR { ATt | (20)

where [¢%¢ and I}?0 are three-phase phasor vectors and A is the standard Fortescue sequence component
decomposition [37]. Applying the dg0 transformation, the following relations are obtained:

i‘Z‘i _ ﬁfle—j(e—wt)+\f2f;e—i(9+wt) (21)

R {\fzfo} (22)

0
L
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where i(i =il +jil =R {ii”c> + < {i‘ibc} and complex variables v/21;, v/2I3, and v/2Ij are directly
related to the positive, negative, and zero sequence component phasors, respectively. In Equation (21),
V2L corresponds to iiq in the synchronous dq rotating reference frame (Tabcﬁdqo(wt)), when only

the positive sequence is present. Similarly, v/2I; corresponds to itzq in the rotating reference frame
(Tuhc—>dq0( —wt)), when only the negative sequence is presented. Consequently, ig is given by:

il = i = - g} (23)

iz can be easily computed by measuring the reactive power demanded by the load. Moreover,

in steady-state, i‘; = Ig.

Now, with Ig given by Equation (23), the system of equations given by (17)—(19) has three
equations with three unknowns, being solvable and producing a stable steady-state condition of the
system. It is noticed from Equation (17) that there are two possible solutions for IZ, then a criterion for

solving this problem could be to select I as min { |12 }

The previous steady-state analysis is critical for the tuning of the controllers when linear control
structures are chosen due to the fact that a linear controller is only valid around a steady-state condition
of the system. However, approaches to compute the steady-state condition were not found while
reviewing the literature related to the SAPFs, the procedure presented in this work being, to the best of
the authors knowledge, the first one to systematically compute it.

It is worth mentioning that the models given by the set of equations in (8) and (9) and the transfer
functions given by (11)—(15) constitute the basis to study the converter dynamical attributes and allow
the design of both its passive elements to guarantee some power quality requirements and the control
structure to achieve a satisfactory compensation of the load inefficiencies. Additionally, the model
given by the set of equations in (5) serves to carry out the system controllability verification.

3. Control Structure Design, Performance Indices, and Controllability Verification

This section includes the control structure design, the theory for computing the control
performance indices, and the computation of the controllability index.

3.1. Control Structure Design

The main objective of the TLSC SAPF control structure is to supply inefficient currents demanded
by the load while keeping the DC-link voltage at its nominal value. This control objective must be
achieved such that the grid only provides fundamental positive-sequence active power P, to the
load [14]. Efficient and inefficient system currents are directly related to the dq0 transformation and
are compatible with IEEE Std. 1459-2010 [37]. Furthermore, the use of the TLSC SAPF dq0 model
facilitates the control structure design task [40].

This paper uses the Voltage Oriented Control (VOC) structure proposed by [40] (see Figure 2).
The VOC is composed of two PI current controllers for both quadrature g and zero current components,
a cascade PI controller in a slave-master configuration with an outer loop for regulating the DC-link
and an inner loop for controlling the direct d current component. This control structure allows
compensating not only the inefficient currents related to the dq components, but also the zero sequence
currents related to harmonic and unbalanced loads.

Once the PI current control loops are closed, the TLSC SAPF can be approximated through the
equivalent simplified representation presented in Figure 3. This equivalent representation assumes
that the inductor current is perfectly controlled, reaching its steady-state fast enough to neglect the
transient part. The above assumption allows dealing with the control of the DC-link voltage in a

straightforward way by directly adopting it as the manipulated input igqo.
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Figure 2. TLSC SAPF control structure.
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Figure 3. The TLSC SAPF equivalent simplified representation assuming a perfect control of Z-quO.

Both the large- and small-signal models of the simplified TLSC SAPF are, respectively, given by:

dupc 490 4q0T  UDC
C — q07 _ YDC
dt s ¥ R,
dev -0 25-0
2C— = 3ic — — 24
dt V3ig R, (24)
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1 ut uT Uy

opc| _ R,C onc|, | € € C b
¢y 0 1 &y 0 0 3113
R,C ocd s

(25)

Then, by applying the realization given by Equation (10), the resulting transfer functions are
given by:

[Roud R,U7  R,U°
Gchiqu - ROCS + 1

(26)

Transfer function G, _ id is used to design the outer PI controller to regulate the DC-link voltage.

The PI controller parameters of Figure 2 were obtained using two different approaches: (1) the
traditional Pole-Placement method (PP-PI) and (2) the Hoo synthesis approach as proposed in [41]
to obtain robust PI controllers [19]. From the latter approach, two different sets of the PI controller
parameters were obtained: one of them considering only the TLSC SAPF nominal model (Hoo-PI) and
the other one accounting for the converter model parameters uncertainty (Hoo-uPI).

Formally speaking, the Hoo control problem can be stated as a plant P in function of real rational
transfer matrices, as follows:

Xp = Axp + Byw + Byu
P:<z=Cyxp+ Dyyw+ Dyou (27)
y= Coxp + Dyyw + Dou

where A, By, ... are real matrices of appropriate dimensions, xp € R"? corresponds to the states of the
system, u € R™ is the control function, y € R is the measured output, w € R™ is the disturbance,
and z € R™ is the regulated output. Furthermore, the space K of real rational transfer matrices K is
defined, called the controller space, that is:
K- {XK—AKXK+BKy (28)
u = Cxxg + Dxy

with xg € R"K. The controller K is denominated as a structured controller if matrices Ag, Bk, Ck,
and Dy depend smoothly on a design parameter x € R”, referred to as the vector of tunable parameters.
Then, the problem of characterizing and computing an optimal solution K* € K leads to the following
optimization problem:

minikmize | Tow—z (P, K)||oo

s.t: K stabilizes P internally, (29)

Ke K.
where the objective function is the Hoo-norm of the closed-loop performance channel Ty, (P, K). It is
worth mentioning that the choice of the controller space K is the key to a proper understanding of the

problem. In the case of a PID controller, the tunable parameters are ¥ = {7k, kp, kj, kp }, which in the
space-state can be expressed as:

Ax | By 0 0 1
K(x) = c De |~ 0 —1/w| —kp/t (30)

k; 1/1x ‘kp+kD/TK
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If the PID structure in Equation (30) is used within the Hoo framework and a Hoo-PID controller is
computed, a PID controller that minimizes the closed-loop Heo-norm among all internally stabilizing
PID controllers [18] can be expressed as follows:

T2 (P, Kpig) oo < [[Tevs2 (P, Kpia) [l oo (31)
The controller space for this structure is:
Kpia = {Kpia(x) : as in Equation (30), x = {tx, kp, k1, kp} € R*} (32)

The structured controller concept is also valid for the problem when parametric uncertainties are
considered. A practical way to face this problem consists of optimizing the structured controller
K(x) against a finite set of plants P(), ..., P(M) which represent model variations due to the
parametric uncertainty in tandem with the robustness and performance specifications. This leads to a
multi-objective constrained optimization problem of the form [17]:

minimi = m T(k,)> (P,K
lnlx 12¢€ f(K) kESOf?,?(EIk” i Zl( (K))”oo
. _ (k) -
s.t: g(K) ke}g}'g,);e]k||TlUj—>Zj (P/K(K))HOO — 1 (33)

K stabilizes P internally,

K < ICpid‘
where TZE,ELZZ. denotes the i-th closed-loop robustness or performance channel w; — z; for the k-th
plant model P%). Soft and hard denote index sets taken over a finite set of specifications, that is,
for example, i = {1,...,M}, and j = {1,...,N}. The multi-objective optimization problem given
by (33) can be read as follows: to minimize the worst-case cost of the soft constraints || TIEJIELZI. Il k € soft,

while enforcing the hard constraints || ng)_,zi | <1, k € hard, which prevails over the soft ones and
are mandatory.

The bottleneck to efficiently solve the optimization problems given by (29) and (33) is the
inherent nonconvexity and non-smoothness of the mathematical program underlying the design.
These obstacles have been overcome by the use of nonsmooth optimization algorithms [41], which allow
facing multi-model and multi-objective structured control designs, as discussed in [18].

3.2. Performance Indices

This subsection defines the performance indices that are used for comparing the controllers
implemented in this paper. The performance of the closed-loop control system has been typically
evaluated with diverse performance indices, the most common being: the integral of the absolute
error (IAE) and the integral of the time-weighted absolute error (ITAE). For both indices, the error is
measured as the difference between the reference set-point and the controller output, that is e(t) =
r(t) — y(t). The IAE and ITAE performance indices are respectively given by:

t
mg:/ﬂdmm (34)
0
i
ITAE = / tle(t)|dt (35)
0
where ¢/ is defined as the final simulation time. The IAE and ITAE performance indices give relative

information about how fast the set-point is reached by the output. However, outstanding controller
performance turns into a deterioration of the control loop robustness, sometimes reflected as abrupt
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control action changes. Accordingly, it would be interesting to quantify the control system effort.
This can be quantified by the integral of the absolute control action u(t), defined as:

UA = /O 7 leu(t)|dt (36)

with e, () = up — u(t), where 1 refers to the control action value at the system operating point.

3.3. Controllability Index

Prior to the implementation of a control structure, it is of utmost importance to verify whether
the system inputs have any impact on the outputs, i.e., whether the system is controllable or not.
State controllability is defined as a system property that refers to the ability to drive a dynamical
system from a given initial condition to any final one and back within the space state of the system
and in a finite time [24].

In this work, a set-theoretic approach is adopted to verify whether the TLSC SAPF is controllable.
The controllability verification via the set-theoretic approach requires the computation of the reachable
(Rt(Qx)), controllable (C;(Q)), and reversible (7:(Q)¢)) sets, with Q the set of the state space from
which the system can evolve and into in a given time t = T (reader is referred to Appendix A for
additional details regarding the set-theoretic approach adopted here.). The system controllability is
guaranteed if int(7:(Q¢)) # @. The controllability index (CI) is used for quantifying the controllability
of the system [42,43]:

_ M)
TRi(Qr)

CI (37)
where 17, (q,) and 17z, (q,) are the reversible and reachable sets hypervolumes, respectively. Appendix A
summarizes all the main definitions related to the controllability verification via the set-theoretic
approach as introduced in [42].

4. Results

This section presents the simulation results of the TLSC SAPF with the operating requirements
and parameters specified in Table 1 for a medium-power electrical application [44]. Passive elements
selected to performed simulations are L = 30.2 mH, C = 2200 uF, R, =1, and R¢1 = Rep = 1000 Q.
All scripts used for the simulations are available online at github.com/jhurreaq/TLSC_SAPF_Energies.
Section 4.1 describes the results concerning the evaluation of the system controllability and the
computation of the CI. Section 4.2 presents the controllers synthesis and the computation of the
performance indices. Section 4.3 shows the compensation performance.
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Table 1. TLSC SAPF operating requirements. VSI, Voltage Source Inverter.

Values

Requirement
Min Nominal Max

Input DC-link voltage range 550 V 600 V 650 V
Rated grid voltage (line-to-neutral rms) 119V 120V 121V

Input power range ow - 1.5 kW
output power range ow - 1.5kVA
VSI switching frequency 20 kHz

Rated grid frequency 499 Hz 50 Hz 50.1 Hz
THD (voltage) [45] - <5% -
THD (current) [45] - <5% -
Load 100 VA - 1.5 kVA
Steady-State TLSC SAPF efficiency 90% 95% 98%

4.1. Controllability Verification and Controllability Index Computation

In this work, the following states and input boundaries were considered to compute the reachable
and controllable sets: i € [~104, 104], ig € [-10A,10A], and vpc € [550,650]. Figure 4 shows the
TLSC SAPF R¢(Q)¢) from the initial condition xo = [1.1816A,4.3742A,600V] at t = 50 ms and C;(Q+)
to xo at t = 50 ms. From Figure 4, it is evident that the reversible set T/ (Q);) exists since R;(()) and
Ct(Q)) intersect. Furthermore, the system is locally controllable around x,.

10 660
- Controllable set|
640 - Reachgble set
5r = Operating pint
620
30 3
. 600 732
SHe Contollable set
Reachable set 580
B Operating pint
-10 = ‘ : 560
-10 -5 0 5 10 -10 -5 0 5 10
iq iq
660 ; ;
- Controllable st Controllable set
- Reachable set
640 | Reachable set » Operating pint
o Operating pint 650 -
6201
3 §' 600
600
550
580+ -10
10
560
-10

Figure 4. Reachable set from xg at t = 50 ms and controllable set to xg in t = 50 ms for the TLSC SAPF.

The CI is computed based on Equation (A6), resulting in CI = 0.6772, so the designed TLSC SAPF
is 67.72% controllable around the operating point (x¢). This result implies that there is some portion of
the space-state that is reachable with the admissible control actions, but it is impossible to return to xp
from this space-state region in t = 50 ms with the same admissible control actions. Nevertheless, it is
possible that for ¢t > 50 ms, these uncontrollable states become controllable. However, in this work,
t = 50 ms is considered as a safe time to analyze the system controllability since the switching time of
the system is Ts;, = 0.05 ms, i.e., t >> 0.05 ms.
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The controllability analysis of the TLSC SAPF via the set-theoretic approach allows a visual
verification of this property. From Figure 4, it is seen that the system is locally controllable around xo due
to the fact that, with the admissible control actions, it is possible to drive the system in any state-space
direction from x(. Furthermore, there exits a state-space region (7:(Q¢) = R¢(Qr) N C:(Qr)) where
it is possible to go and return to xg in t = 50 ms, i.e., the system is weakly reversible around xg,
fulfilling the controllability conditions establishing that a non-linear system is locally controllable
around its operating point if int(7;(Qr)) # @. The most relevant fact of this result is that the nominal
operating point is located towards the center of the intersection of the reachable and controllable sets
indicating that the TLSC SAPF is highly controllable around its nominal operating point. This feature
might relax the design of PI controllers designed taking this nominal operating point and allowing a
satisfactory TLSC SAPF closed-loop performance.

It is remarked here that the system controllability could be improved following either a rigorous
procedure to select its passive element values or through an optimization approach that maximizes the
CI [28]. This is out of the scope of the present work. However, it would be very interesting as a future
work to evaluate if a higher CI leads to a better closed-loop system performance and/or facilitates the
control structure design.

4.2. Controllers Synthesis and Performance Evaluation

Due to the fact that switching frequency of the TLSC SAPF is fs,, = 20 kHz, the bandwidth of
the current loops must be equal to or smaller than 4 kHz, while the bandwidth of the DC-link voltage
loop must be smaller than 800 Hz following the rule of fs,/5 and fs, /25 for the inner and outer
control-loop bandwidth, respectively [46]. Additionally, it is desired to establish a trade-off between
the control loop performance and its robustness [47]. Then, a maximum sensitivity Ms within the
range [1.2,2] would be desired, with M = mue}x|1 /14 K(jw)P(jw)|, K being the controller transfer

function and P the transfer function that represents the system.

The following design specifications are set up for the current controllers designed by means of
the Pole-Placement technique (PP-PI): (i.) a damping factor { equal to 0.707 and (ii.) a closed-loop
bandwidth of 4 kHz. On the other hand, the following goals are established for the current controllers
designed based on the structured Heo-norm optimization for both the Hoo-PI and Heo-uPI controllers.
R1 is a sensitivity function represented by the following transfer function: S(s) = 1.2s/s + 4 x 103,
which guarantees a small gain at low frequencies for good disturbance rejection crossing 0 dB at 4 kHz
(the maximum allowed control-loop bandwidth). R2 is the maximum loop gain of —20 dB/decade
roll-off past 4 kHz, which restricts the maximum control-loop bandwidth. R3 is the specification of the
minimum damping and maximum natural frequency for the closed-loop poles, which are { = 0.707
and w, = 12 x 10° Hz, respectively. R4 is the imposition of a minimum gain margin of 18 dB and a
minimum phase margin of 60 degrees. Goals R1, R2, and R3 are defined as soft constraints, while R4
is defined as a hard constraint. Additionally, uncertainties of 30% are considered for L and C and
uncertainties of 50% for R} and R to compute the Hoo-uPI controllers. A graphical representation
of goals R1, R2, and R3 is shown in Figure 5a—c, respectively. In Figure 5, colored areas refer to the
forbidden regions that the closed-loop system must avoid.

Regarding the DC-link voltage, the PI controller provides the i‘; setpoint, when the pole-placement
method is used with the following design specifications: i. a damping factor ¢ equal to 0.707 and
ii. a setting time t; equal to 0.2 s. The following goals are established for the DC-link voltage PI controller
designed, based on the structured Hoo-norm optimization for both the Hoo-PI and Hco-uPI controllers:
R1 is a sensitivity function represented by the following transfer function: S(s) = 1.2s/s + 400,
which guarantees a small gain at low frequencies for good disturbances rejection crossing 0 dB at 400 Hz,
the maximum allowed control-loop bandwidth. R2 is the maximum loop gain of —20 dB/decade
roll-off past 1.6 kHz, restricting the maximum control-loop bandwidth. R3 is the specification of the
minimum damping and maximum natural frequency for the closed-loop poles, which are { = 0.707
and w, = 100 Hz, respectively. R4 is the imposition of a minimum gain margin of 20 dB and a
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minimum phase margin of 60 degrees. Goals R1 and R2 are defined as soft constraints, while R3 and
R4 are defined as a hard constraints. A graphical representation of goals R1, R2, and R3 is depicted in
Figure 6a—c, respectively. In Figure 6, colored areas refer to the forbidden regions that the closed-loop
system must avoid.

Table 2 summarizes the PI controller parameters obtained by the pole-placement method and
by the Hoo optimization. A value lower than one in the soft and hard columns indicates that the
optimization goals were achieved, while a value higher than one indicates that the constraints might
be violated. From Table 2, it is remarked that the soft column has few values higher than one, while the
hard constraints are fulfilled for all the optimized PI controllers.

R1: Sensitivity as a function of frequency R2: Maximum loop gain as a function of frequency
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Figure 5. Closed-loop specifications for the structured Heo PI structured controllers: (a) R1 sensitivity
function, (b) R2 maximum loop gain, and (c¢) R3 minimum damping and maximum natural frequency
for the closed-loop poles.
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Figure 6. Closed-loop specifications for the structured Hoo DC-link PI structured controller: (a) R1
sensitivity function, (b) R2 maximum loop gain, and (¢) R3 minimum damping and maximum natural
frequency for the closed-loop poles.
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Table 2. Summary of the PI controller parameters.

Control PP Hco-PI Hoo-uPI
Loop kp ki kp k; Soft Hard  k, ki Soft  Hard
iduy -17 —155x10* -0981 —1.16x10° 0.833 0.82358 —123 —272x10° 0.833 0.97621
idug -1.79 —-14x10* —473 —473x1077 391 069804 —85 —851x1077 7.04 0.69804
Oug —1.81 -151x10* —123 —241x10° 0833 0.88768 —142 —494x10> 0.833 0.98983
opcid,,. 0412 29.4 0.368 5.53 285 099984 0.234 1.73 58 099972

Figures 7-10 display the optimization constraints and the frequency response of the closed-loop
system of every control loop. For instance, from Figures 7-10, it is possible to see whether or not the
closed-loop specifications are achieved by each of the optimized PI controllers for every control loop.
Additionally, it is verified whether the PI controllers tuned via the pole-placement method also meet
goals R1, R2, R3, and R4.
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Figure 7. Closed-loop specifications’ verification for the ig loop: (a) Pole-Placement (PP)-PI, (b) Hoo-PI,
and (c¢) Hoo-uPl.

Figure 7 presents the results of the i control loop. Figure 7a shows the closed-loop system
frequency response for specifications R1, R2, and R4 and the root location of the closed-loop system
verifying specification R3 for the PI controller tuned by using the pole-placement method. From this
set of figures, it is possible to observe that specifications R1, R2, and R3 are met, while specification
R4 is slightly violated. It is remarked that this R4 refers to the robustness specification, and it was
established as a hard constraint for the structured Heo optimization of the PI controllers. Consequently,
it is expected that this PI controller presents a lower robustness than the optimized PI controllers.
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On the other hand, regarding the optimized PI controllers, from Figure 7b,c, it can be observed that all
the specifications are met for Hoo-PI and Heo-uP], respectively.
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Figure 8. Closed-loop specifications’ verification for the ig loop: (a) PP-PI, (b) Hoo-PI, and (c) Hoo-uPL

Figure 8 presents the results of the il control loop. Figure 8a shows the closed-loop system
frequency response for specifications R1, R2, and R4 and the root location of the closed-loop system
verifying specification R3 for the PI controller tuned by using the pole-placement method. From this
set of figures, it is possible to observe that specifications R1, R2, and R3 are met, while the gain
margin part is not achieved for specification R4. This last specification refers to the robustness of the
closed-lop system, and it was established as a hard constraint for the structured Heo optimization;
then, it is expected that this PI controller presents lower robustness than the optimized PI controllers
for this control loop. Regarding the Hoo-PI controller, it is seen from Figure 8b that specification
R3 is not fulfilled; however, this specification was given as a soft constraint in the optimization
problem. From Figure 8c, it is observed that specification R1 is only violated at low frequencies,
while specifications R2 and R3 are not satisfied. It is highlighted from Figure 8b,c that specification R4
is enforced.

Figure 9 presents the results of the iJ control loop. It can be seen that all the specifications are
achieved; however, the gain margin in specification R4 for the PI controller tuned by means of the
pole-placement method is not met. It is expected that the Hoo-PI and Heo-uPI controllers are more
robust than the pole-placement based PI controller because this restriction R4 was specified as a hard
constraint for the Heo optimization, but it was not met.

Figure 10 presents the results of the vpci . control loop. Figure 10a shows the closed-loop system
frequency response for specifications R1, R2, and R4, as well as the root location of the closed-loop
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system verifying specification R3 for the PI controller tuned by the pole-placement method. From this
set of figures, it is possible to observe that specifications R2 and R3 are met, while specifications R1
and R4 are not satisfied. In particular, it is seen that specification R1 is met at low and high frequencies;
however, in an intermediate range, it is violated. Regarding specification R4, neither the phase nor the
margin gains are fulfilled, meaning that this PI controller does not meet the robustness criteria. For the
Hoo-PI and Hoo-uPI controllers, it is seen from Figure 8b,c that only specification R1 is not met at low
frequencies; nevertheless, this specification was given as a soft constraint in the optimization problem.
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Figure 9. Closed-loop specifications’ verification for the ig loop: (a) PP-PI, (b) Hoo-PI, and (c) Hoo-uPL

As a conclusion from Figures 7-10, all hard constraints are enforced, and the pole-placement
PI controllers meet all specifications of the optimal controllers; however, the robustness constraint
given by specification R4 is not met. This means that in the case of not having high parametric
uncertainties, all obtained PI controllers should perform very similarly. To validate the above
statement, simulations in PSIM comparing the closed-loops dynamical performance were carried
out. Accordingly, starting from the nominal load, that is for R = 18.58 () and L = 44 mH, four step
changes represented as load variations were applied to the TLSC SAPF as follows: i. Att = 0.7 s,
an unbalanced system condition was set up, a total equivalent inductive-resistive load with L =1
mH and R, = 17 (), R, = 18 (), and R, = 38 Q) is connected in shunt form to phases 4, b, and ¢,
respectively, to the nominal load. Next, ii. at t = 1.4 s, a harmonic and inductive-resistive load with
L =1mH and R = 17 () was added in parallel to the previous equivalent unbalanced load. This
configuration represents a harmonic-unbalanced load, and it is the worst condition considered in
this study. iii. Att = 1.7 s, both the nominal and the unbalanced loads are removed, leaving only the
harmonic and inductive-resistive load with L = 1 mH and R = 17 Q). Finally, iv. at t = 2.2 s, the load
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is disconnected, the TLSC SAPF being the only remaining load to the main grid. Thus, from t = 2.2
tot = 2.4, it is possible to obverse how much power the converter is demanding from the grid and
whether it is active or reactive power. The total simulation time is t = 2.4 s.
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Figure 10. Closed-loop specifications’ verification for the vpc loop: (a) PP-PI, (b) Hoo-PI,
and (c¢) Hoo-uPl.

Figure 11 shows the comparison between all the designed PI controllers. From Figure 11a—c, it is
possible to appreciate that all the PI current controllers perform quite similarly, satisfactorily tracking
the current references even when these are sinusoidal signals. Additionally, it is observed from the
simulation results that the zero current component is different from zero only when the unbalanced
load is connected to the grid and the dg current components track sinusoidal references. Furthermore,
it is observed that the g current component predominates in the time interval when only the harmonic
load is considered, meaning that most of the harmonics are related to load inefficiencies. Regarding the
DC-link voltage loop simulations reported in Figure 11d, it is appreciated that the designed PI
controllers can regulate the voltage to 600 V, rejecting all the disturbances due to the load variations.
It is also observed that a small oscillation appears during the time interval in which the unbalanced
condition of the load is simulated. However, this oscillation is considerably small and does not affect
the control loop performance. Finally, it is highlighted that the maximum voltage overshoot is around
3%, showing the control structure’s capabilities to preserve the system stability.
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Figure 11. PI controllers” dynamical performance comparison: (a) isd, (b) i, (c) ig, and (d) vpc.

The simulation results displayed in Figure 11 validate that all the designed PI controllers
satisfactorily achieve the control objectives. However, it is not possible to quantitatively establish
which one performs better. Table 3 summarizes the PI controller dynamical performance indices IAE
and ITAE, the control action effort index IUA, and the maximum sensitivity M;. From Table 3, it is
possible to conclude that for the current control loops, in general, Hoo-uPI controllers perform better
than Hoo-PI and PP-PI controllers; whereas, Hoo-PI controllers turned out to be more robust for the
performed simulations. However, it is expected that Hoo-uPI controllers perform better in highly
uncertainty situations. Regarding the DC-link voltage control loop, the Hoo-PI controller turned out
to perform better than the Hoo-uPI and PP-PI controllers. However, again, the Hoo-uPI controller
is expected to perform better in highly uncertain scenarios. It is worth mentioning that despite the
differences in the performance indices, all the designed PI controllers present a good dynamical
performance, tracking complex current references and preserving the global stability of the control
structure despite the applied load variations and their nonlinearities.

Table 3. Summary of the PI controller dynamical performance indices.

Performance Indices

Control Controller
IAE ITAE ITAU M,
Loop Type

PP-PI 0.2968 0.5187 0.3630 2.20
9y Hoo-PI 0.0756  0.1137 0.1755 0.66
Hoo-uPI  0.0710 0.1071 0.1746 0.98
PP-PI 0.0532 0.0792 0.2845 2.01
iguq Hoo-PI 0.0459 0.0714 0.2127 0.00
Hoo-uPI  0.0456 0.0674 0.3786 0.00
PP-PI 0.1095 0.1665 02862 1.99
idug Hoo-PI 0.1051 0.1579 0.1358 0.85
Hoo-uPI  0.1035 0.1561 0.1616 1.25
PP-PI 25332  4.1969 1.8025 2.66
UDcistEF Hoo-PI 2.3525 3.7953 1.8095 0.70
Hoo-uPI  3.1735 5.1753 1.8730 0.72
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4.3. TLSC SAPF Compensation Performance

From the results reported in Figure 11, it is clear that each of the designed PI controllers is suitable
to perform its functions. The question now is whether the whole control structure achieves the control
objective; that is, the TLSC SAPF provides the load of all the currents associated with inefficient
powers while regulating the DC-link voltage and minimizing the neutral current. Accordingly,
other simulations are performed in PSIM to evaluate to what extent this control objective is achieved.
These simulations are carried out only considering the Heo-uPI controllers and adopting the same
simulation setup as in the PI controllers’ performance evaluation. From Figure 11, it is possible to
validate that the DC-link voltage is regulated at 600 V independently of the load variations. On the
other hand, Figure 12 shows the dq0 components of the currents and the neutral current on the grid,
load, and converter sides. Figure 12a shows the d current component. There, it is observed that the
sum of igri ; and i‘si results in ii oads Where i‘é is composed of the oscillatory part of i”Ll oag @nd a small
DC quantity related to the demanded current by the TLSC SAPF to supply its internal losses and
maintain the DC-link voltage level. This means that igri 4 is mainly composed of efficient currents.

Figure 12b displays the g current component. From this Figure, it is observed that ig ;g Temains close to
zero during the whole simulation time, meaning that no inefficient currents related to the demanded
reactive power are supplied by the grid. Indeed, it is observed that i/ and ig are opposite, meaning that
ig corresponds to the g current component demanded by the load. Figure 12c¢ presents the results of the
zero current component. This figure shows that i . is different from zero within the time interval 0.7 s
to 1.7 s, meaning that an unbalanced load condition in fact causes the appearance of the neutral current.
However, igr .; remains close to zero during the whole simulated time, which indicates that the ig U
control loop effectively compensates the inefficient currents related to the load unbalances. The above
statement is validated by Figure 12d, where it is appreciated that the neutral current returning to the
grid is close to zero during the whole simulated time, while the neutral current by the converter and
the load cancel out each other.
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Figure 12. PI controllers” dynamical performance comparison: (a) ig’ , (b) iZ, (c) ig, and (d) vpc.

Figure 13 shows the currents per phase in the abc reference frame for ig?fd, z‘ibofz 4 and igbc,
comparing them with respect to the voltage at the common coupling point (PCC). The aim is to
verify whether currents and voltage are in or out of phase. Figure 13a compares the abc current
components on the grid, load, and converter sides from left to right, respectively. From the left-hand
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figure, it is possible to appreciate that the currents on the grid side remain balanced for the unbalanced
and harmonic load conditions. The figure in the middle shows the waveform of the current demanded
by the load. It is observed how, in the time interval 0.7 s to 1.2 s, phase ¢ demands a lower current than
phases a and b, while, in the time interval 1.8 s to 2.2 s, the demanded current has harmonic distortion.
The right-hand side of Figure displays the currents related to the converter side. It is observed that the
waveform of the currents at this side seems to correspond to the inefficient currents demanded by the
load. For instance, by the zoom at t = 2 s, it is seen that the current waveform is very distorted, which
can be associated with the harmonics caused by the harmonic load. Figure 13b—d displays the currents
on each side of the system and compares them to the voltage at the PCC. From this set of figures, it can
be seen that the only currents remaining in phase with the voltage at the PCC are those at the grid side.
In contrast, the currents on the load and converter sides are all out of phase for the time intervals in
which the load is unbalanced. Additionally, for the time interval in which the harmonic load condition
is considered, it is possible to appreciate how the currents on the converter side become distorted.

(A)

s

uunmmummmnuu«u g L

Time (seg) Time (seg) Tm)c (seg)

| UWIIIMMHUUMllllm MUMNWMMM iy i
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(d)

Figure 13. PI controllers dynamical performance comparison: (a) ig, (b) i, (c) ig, and (d) vpc.

In conclusion, from Figures 11-13, it is possible to appreciate that the TLSC SAPF achieves the
control objective, leaving to the grid the task of only supplying the considered efficient currents to
the load. Moreover, the neutral current returning to the grid is minimized, and the DC-link voltage
level is regulated, at the same time only with the proposed control structure based on simple feedback
control loops and composed of standard PI controllers.
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5. Conclusions

This paper introduced a dynamical-based model approach for controlling TLSC SAPFs;
the reactive, unbalanced, and harmonic compensation, as well as the regulation of the DC-link bus were
successfully achieved. The dq0 model for TLSC SAPFs, which includes power losses, was deduced;
both large- and small-signal models were presented to have ready-to-use models for design and control
purposes. Furthermore, transfer functions and steady-state analysis were included in the procedure.
It is remarked that the objective control was fulfilled by using a simple feedback control structure
composed of standard PI controllers.

Controllability was evaluated through a set-theoretic approach, obtaining the reversible and
reachable sets” hypervolumes and concluding that TLSC SAPF is locally controllable around its
operating point. For the particular case evaluated, the controllability index was 67.72%, which indicates
that there is a portion of the space-state reachable with the admissible control actions; the other
uncontrollable portion that corresponds to the region when ¢ > 50 ms is considered a safe region since
the switching time is 0.05 ms.

Robust controllers based on PP-PI, Hoo, and Heco-uPI controllers were satisfactorily implemented.
The Heo and Heo-uPI controller parameters were obtained through an optimization process. A detailed
comparison among controllers was performed though the evaluation of IAE, ITAE, IUA, and M;.
The tests showed that all designed controllers performed very similarly and were capable of rejecting
several types of disturbances while preserving the system stability; however, it was found that the
Hoo-uPI controller performed better under highly uncertainty scenarios.
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Appendix A. Set-Theoretic Approach for the Controllability Verification

Previous to the implementation of a control structure, it is of utmost importance to verify whether
the system inputs have any impact over the outputs, i.e., whether the system is controllable or not.
State controllability is defined as a system property that refers to the ability to drive a dynamical
system from a given initial condition to any final one and back within the space state of the system
and in a finite time [24].

Since 1960 when Kalman presented his seminal work “On the general theory of control systems”,
the rank of the controllability matrix has been widely adopted for evaluating this property in linear time
invariant (LTI) systems represented by state-space models. Moreover, this approach has been applied
in the power electronic converters field in [48-51] to verify their controllability. Recently, Lie’s brackets
have been used to verify some DC-DC converters controllability [25]. However, the set-theoretic
approach as in [28,30,42,52] can be seen as a more general approach to evaluate nonlinear system’s
controllability. First, because it allows system controllability quantification and second because the
information obtained by the sets computation could be used for future tasks such as the system
optimization or redesign (see, e.g., [28] for some examples).

In this section, the basic concepts as well as an algorithm to verify the system controllability
based on the set-theoretic approach are introduced. Here, the balanced load case is considered for the
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controllability verification of the TLSC SAPF since dq components of the model stabilize in constant
values. Then, the remaining state variables are ig, ig, and vpc meaning that the system state-space
dimension is X € R3. This allows to compute three-dimensional sets using 3D plots. For a better
understanding of the controllability concept, some remarks and definitions are provided bellow:

Definition Al (State controllability [24]). A state x of a plant is said to be “controllable” if there exists
a control signal u(t) defined over a finite interval 0 < t < t; such that ®(t1;x,0) = 0. In general, the time
ty will depend on x. If every state is controllable, the plant is said to be “completely controllable”. Where,
the function ® is defined by Kalman as a transition function that represents the system evolution from the
initial state xg = x(to = 0) to the final state x(t1) = ®(t1;Xo, to). If the final state is an equilibrium state
(x(t1) = 0), then this state is controllable.

Remark A1. The linear system controllability is a global property, since the only equilibrium of a linear system
is the origin.

Remark A2. In Kalman’s definition, the input u is not bounded. Thus, u can take any value in the
rage (—co, 00).

Remark A3. In Kalman'’s definition, the controllability is a system property. Each system state is controllable
or not. Therefore, a intermediate possibility is not considered in this definition making a controllability
quantification impossible.

Definition A2 (Reachability [42]). A linear system is reachable if for x € R", there exists a control action u
such that the system can be driven from the initial state xo = x(to = 0) to the final state x(t) = ®(t;x, tp) in
a finite time t.

Remark A4. Reachability is the ability of a linear system has to reach any final state x(t) from an initial state.
In the other hand, the controllability is the ability of a linear system reaches the origin from an initial state X.
In the LTI systems case, controllability and reachability coincide. Whereas, they are not equivalent concepts in
the nonlinear systems case. Moreover, reachability is a weaker property than controllability [53], also called weak
controllability or accessibility.

Definition A3 (Reachable Set in time t). Given a set Q)¢ the Reachable set R(Qx) from Qr in a time
t > T is the set of all states vector x for which exists a x(T) € Q¢ € X and u(-) € U such that x(t) = x,
that is:

Ri(Qr) = {zeX|IxeQrAuecld:z=¢(tT,xu)}, (A1)

where z is the final state to be reached. This means, R(Q¢) is the set of all state-space vectors that can be
reached by the system evolution from QO at a time t by means of the admissible control actions.

Definition A4 (Controllable Set in time ). Given a set Q¢, the Controllable set Ct(Qr) to Q¢ in a time
t < T is the set of all states vector x for which exists a x(T) € Q¢ € X and u(-) € U such that if x(t) = x
then x(T) € Q, that is:

Ci(Qr) = {zeX|Fueld:¢(tT1,xu) e O} (A2)

This means, C¢(Qy) is the set of all state-space vectors from which, given the admissible control actions,
it is possible to arrive to the set Q.

Remark A5. Q) must not be a single state-space point but a small state-space region. This because the
probability of driving the system to a single point is equal to zero. The size of Q¢ could be thought as a controller
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accuracy constraint. That is, if Q¢ size shrinks to the size of a point in the space-state, a very precise control
strategy must be implemented to drive the system inside Q2r. In contrast, if Q¢ is a small state-space region,
a more flexible control strategy could be adopted.

Definition A5 (Reversible set in time t). Given a set (), the Reversible set from Q)¢ to Qo ina timet = T
is the set of all states vector x for which exists a x(t) € Q¢ € X and u(-) € U such that x(T) € Q, that is:

Q) = {zeX|IxeQrAuel:z=¢(t1,x,u) € O} (A3)
or equivalently
Tt(Qr) = Rt(QT) ﬂCt(QT) (A4)

Remark A6. To analyze the state controllability in nonlinear systems via the set-theoretic approach, it is enough
that int(7;(Qr)) # @. Accordingly, a nonlinear system is controllable if: i. the system satisfies the Lie’s brackets
rank condition and ii. it is almost weakly reversible [30]. Condition (i) leads to verify the dimension of Lie algebra
associated to the system. However, the Lie algebra associated to the system only indicates the dimension of either

the reachable or controllable sets, i.e, int (R(Qr)) # @ or int (Ct(Q‘tW)> # @. Furthermore, to the system
being reversible and consequently at least weakly controllable, it must be satisfied that Qr € &Vt = [0, ] [29].

The controllability verification via the set-theoretic approach requires the computation of
the reachable, controllable, and reversible sets, where the system controllability is guaranteed if
int(1(Qr)) # @. It is highlighted that in contrast to the Lie’s bracket approach, the non-linear system
need not be input-affine, the system states and inputs limitations can be included as constraints for
the sets computations, and the system controllability is not anymore a yes/no property; instead,
this property can be now quantified and visualized [27,28].

Gomez [42] presented a Monte Carlo based algorithm to compute an approximation of both
reachable and controllable sets. This algorithm was extended by Alzate [43] for robust reachable and
controllable sets case. Moreover, the authors in [43] presented a Controllability Index (CI) that verifies
and quantifies the system controllability. The Monte Carlo based algorithm and CI described in [43]
are presented below.

Algorithm A1l can be used to compute an approximation of R¢, Ct, and 1; to test local system
controllability. Algorithm Al is based on randomized algorithms, which have proven to be a good
solution to transform intractable control problems into polynomial complexity problems dependent
on system complexity and computer equipment [54].

Algorithm A1: Controllability verification algorithm
Input: xo, f/ t, O, Xpin, Xmax, Wnin, Wmax, €, 0
Output: R;(Q+), C:(Qr), and 7 (Qr)
1 Given an initial condition xy, a fail-risk (J), a maximum permissible error €, the constraints for
x, and a set of admissible vales for /.
2 To Determine the sample size using the Chernoff bound given by:

1 2

To obtain N samples for u; ~ Uniform(U), fori =1,2,...,N.

The Reachable set R;(€)) at time ¢ is the system solution x(t) = f(x,u) for each u; € U.
The Controllable set C;(();) at time ¢ is the system solution x(t) = —f(x, u) for each u; € U.
The Reversible set 7;(Q)¢) at time t = 7 is the intersection between R; and C;.

N U1 R W
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Once the reachable, controllable, and reversible sets are computed, valuable information can
be extracted from them. For example, it is possible to compute the size of the sets and use such
information to quantify the system controllability around an operating point as done in [43].

A CI is required to quantify the system controllability. The author in [43] summarized several
CIs available in the literature pointing out their limitations and remarking that such CIs have not
been proposed based on the set-theoretic approach. Furthermore, it is emphasized that a CI must
incorporate the system dynamical nature and its restrictions on the states and inputs. Based on these
facts, [43] proposed the following index:

CI _ 1717(07) (A6)
URt(QT)
where 17, (q,) and 77z, (q,) are the reversible and reachable sets hypervolumes, respectively.
The hypervolume of an arbitrary set S¢((),) C ), can be computed as follows:
= 1dx A7
() /St(Qo) (B7)

An approximation of S¢(€),) can be obtained by a disjunctive partitioning of the admissible
sate-space set X. These partitions can be of an arbitrary size. Thereby, any state-space point only
belongs to a single partition. However, it is suggested that X’ should be partitioned into c partitions 3,
in each label, where b is a vectorial index of dimension # that indicates the position of each X" partition.
In this way, ¢”* partitions of X" are created. Once X is partitioned, a membership function I (b) is
applied over the set S¢(Q)). In(b) is defined as follows:

Definition A6. In(b), Q) membership function in the partition b: I (b) is a function that is equal to 1 if
there exists at least a x € By such that x € (). Where b is a vectorial index of dimension n that indicates the
position of an X partition. Withb, =1,...,banda =1,...,n. Otherwise, I(b) is equal to zero, that is:
1 ifxeBy:xcQ
In(b) = , (A8)
0 otherwise.

Figure A1 shows an example of the I (V) evaluation for a set S¢(€),) in each partition B, of the
discretized S;.

X,

Figure A1. Admissible state-space discretization and I (b) membership function evaluation.
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Then, an approximation of 775, () can be given by:

b b
15,(00) ™ b21 s bil{fsimo)}’?sb (A9)
1= n=

where

vs, = ﬁ {max(x,z) :min(xa) } (A10)

The CI given by Equation (A6) indicates the relative size between 7;({)¢) and R¢(Q)). This CI
quantifies the fraction of state-space that is possible to reach and return to the operating point xg.
CI can take values in the range [0, 1], where CI = 0if int(7:(Qr)) = @and CI = 1if 175,y = 1R, (00,
i.e., if the sizes of R¢(Q)¢) and 7;(Q)¢) are equal. Is is important to remark that max(CI) = 1 due to the
fact that Tt(Qr) < Rt(Qt>
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