

  energies-13-02393




energies-13-02393







Energies 2020, 13(9), 2393; doi:10.3390/en13092393




Article



Computational Intelligent Approaches for Non-Technical Losses Management of Electricity



Rubén González Rodríguez, Jamer Jiménez Mares[image: Orcid] and Christian G. Quintero M. *[image: Orcid]





Department of Electrical and Electronics Engineering, Universidad del Norte, Barranquilla 081007, Colombia









*



Correspondence: christianq@uninorte.edu.co







Received: 27 March 2020 / Accepted: 23 April 2020 / Published: 11 May 2020



Abstract

:

This paper presents an intelligent system for the detection of non-technical losses of electrical energy associated with the fraudulent behaviors of system users. This proposal has three stages: a non-supervised clustering of consumption profiles based on a hybrid algorithm between self-organizing maps (SOM) and genetic algorithms (GA). A second stage for demand forecasting is based on ARIMA (autoregressive integrated moving average) models corrected intelligently through neural networks (ANN). The final stage is a classifier based on random forests for fraudulent user detection. The proposed intelligent approach was trained and tested with real data from the Colombian Caribbean region, where the utility reports energy losses of around 18% of the total energy purchased by the company during the five last years. The results show an average overall performance of 82.9% in the detection process of fraudulent users, significantly increasing the effectiveness compared to the approaches (68%) previously applied by the utility in the region.
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1. Introduction


As part of real-world processes, power systems are not capable of delivering all electrical power produced to users, so a difference between the energy generated and delivered is inherent to their operation. Technically, this difference is defined as a loss of energy [1], because it is not remunerated in any way and it has environmental and economic impacts on the operation of electrical systems. Since this energy must be generated, it requires greater use of primary sources and fossil fuels in generation plants, causing over costs in the operation of the electricity network.



Losses of electrical energy can be classified into two large groups: technical losses and non-technical losses (NTL). The former corresponds to the percentage of electrical energy transformed into other types of energy during the transmission process. The second group refers to the amount of electrical energy delivered to end-users but is not billed properly and is therefore not economically represented [2,3]. In the NTL group, we find products of errors and breakdowns in measurement equipment, energy not invoiced due to errors in meter reading or billing processes, and finally, those associated with fraudulent behavior of customers, who evade payment corresponding to the consumption of electrical energy [4,5].



This paper is focused on NTL of electrical energy that are the product of fraudulent behaviors of clients. In this sense, Northeast Group LLC published a report showing that NTL frauds cause an $89.3 billion loss globally, among which $58.7 billion loss is from the top 50 emerging market countries [6]. For instance, owing to theft in electricity utilities in India, they experience a loss of nearly $4.5 billion each year. Utilities in the United State of America (USA) experience a loss of approximately $1.6-billion. In Canada, according to British Columbia Hydro (BCH), there is a loss of about $100 million each year [2,7]. In Colombia, according to the “Unidad de Planeación Minero-Energética (UPME)”, this type of loss can be assumed to account for on average 15% of the total energy purchased by the country’s electricity companies [8]. This represents a warning value due to the economic and environmental impacts that these losses bring with them, and therefore, it is important to propose solutions aimed at reducing these high rates of electrical energy losses.



Currently, commercial electrical energy companies are implementing improvement and management plans to reduce the percentage of energy lost. In this sense, statistics reflect a decrease in the percentage of non-technical losses from 20 years ago to the present [8]. Among the solutions currently implemented to detect fraud, three types stand out: consumption deviation, commercial cycle evaluation, and macro-measuring.



Consumption deviation consists of quantifying total energy losses in a specific zone and dividing this value equally among the number of users. It is then established whether the amount of energy recovered by inspecting each user of the area represents a profit for the company, taking into account the expenses associated with sending crews to check each house. The commercial cycle is a follow-up that is carried out for customers who presented drastic changes in their consumption, turning them into potential cases of irregularity. For these customers, their consumption behavior in the previous months is evaluated; as well their behavior in the same month when the change occurred but during previous years, to obtain information that makes it possible to decide with certainty whether there is a case of fraud. Finally, macro-measuring, the most used technique at the moment, consists of the placing of meters in the output of the transformers that feed groups of users. If no fraud exists, the measurement delivered by these meters must coincide with the sum of the measurements of the clients associated with that transformer. Otherwise, there are losses of energy in that group of clients.



The impact of the problem is so severe that it is currently the focus of multiple worldwide research projects, which converge towards the use of algorithms and computational intelligence techniques [3]. Such techniques facilitate the exploration, acquisition, processing, and analysis of large amounts of data, which any human being operator is not capable of, as well as a high degree of accuracy in the detection of fraud, which makes it possible to recover a large amount of the income [9,10].



Some authors tackled this problem from the perspective of intelligent algorithms and machine learning. Among the computational intelligence techniques used for the problem of fraudulent connections are neural networks [11,12,13,14], support vector machines [15,16,17], and fuzzy logic [18,19,20,21]. Such proposals demonstrate an interest in the use of these tools to obtain more rigorous and effective solutions, and confirm that these techniques become powerful tools that provide better solutions than those currently used [21,22].



In this paper, a solution is proposed through the implementation of an intelligent system to detect users with fraudulent connections, which is divided into three stages. The first stage is a clustering of consumption profiles based on a hybrid algorithm between self-organizing maps and genetic algorithms. This clustering stage is developed taking into account the consumption curve of each user. The second stage is a forecast of future consumption based on ARIMA models, which is corrected by a neural network. This prediction stage is developed taking into account customers’ consumption curves and exogenous variables such as temperature, billed days, and socio-economic stratum, among others. The final stage is a classifier of fraudulent and non-fraudulent users based on random forest, which receives as inputs the variables that characterize the consumption behavior of each user, as well as the outputs of the two stages mentioned above. The integration of clustering and forecasting techniques based on intelligent systems to identify fraudulent customers is a promising solution since the proposal allows to adapt and optimize the structure of the system for each customer. In this sense, this approach differs from those presented in other works because it seeks to reinforce detection by including additional variables that are the results of other intelligent algorithms.




2. Intelligent Approach to Managing NTL Associated with Fraudulent Connections


In this study, non-technical losses of electrical energy due to fraud by end-users are analyzed. This situation affects the operating costs of the electrical system. The result is a chain of negative effects, from economic to environmental. Therefore, this problem deserves more attention [3].



2.1. Proposed Intelligent System for Managing NTL Associated with User Fraud


To address this problem, the standard widely used model of problem-solving consists of three stages: the first one refers to the entry of the input variables, then the execution of computational intelligence techniques, and finally the detection of fraudulent users. However, the methodology developed in this research is presented in Figure 1, and it is composed of five steps.



In an attempt to relate these steps to the standard model of problem-solving, the proposed methodology is divided into three groups. The first group is marked with the blue line and contains step one (1), which corresponds to the start stage. The second group is marked with the green line and contains steps two to four (2–4), which correspond to data conditioning and execution of the intelligent system. The third group is marked with the red line and contains step five (5), which corresponds to the results stage. Next, the three groups and the methodological steps that comprise them will be described in detail.



2.1.1. Group 1: Start


This group contains the methodological step one (1). During this step, the selection of variables to characterize the problem is carried out, that is, variables with which the consumption behavior of users of electrical energy can be analyzed are defined. Based on them, it is possible to classify users as fraudulent and non-fraudulent. Table 1 shows the variables selected for the problem. These variables make it possible to analyze consumption behavior in detail. Data from these variables must be complete for all users at the system.




2.1.2. Group 2: Conditioning and Execution of the Intelligent System


This group contains the methodological steps two to four (2–4), where the conditioning and the execution of the three stages of the intelligent system are carried out. The first stage is an unsupervised grouping of similar consumption profiles. The second stage is the modeling and prediction of future consumption. The third stage is a fraudulent user detector that receives as input the outputs of the previous stages, together with the other variables described in Group 1.



Once the results of the first two stages are obtained, step three of the methodology is carried out, which corresponds to the conditioning of all the variables that enter into the final stage (stage 3). Finally, the variables already conditioned are entered into the detector in step four. This step is executed to classify users into fraudulent and non-fraudulent customers.



Figure 2 shows the proposed block diagram. The grouping and prediction stages are independent and their outputs are entered in the detection stage. Additionally, a set of inputs is used to execute stages 1 and 2, and the remaining variables are entered as inputs in stage 3 (detection). The inclusion of the grouping and prediction stages is the key difference between this proposal and others. Such variables provide information of considerable relevance that allows reinforcing the learning so that the algorithm makes a better characterization of fraudulent and non-fraudulent behaviors.




2.1.3. Group 3: Results and Validation of the System


This group contains the methodological step five (5), where the results from the analysis and validation of the detection stage are carried out. It corresponds to the evaluation of the intelligent system performance for the detection of fraudulent users.





2.2. Intelligent Detection of Fraudulent Users Using Intelligent Reinforcement Stages


This approach aims at improving performance by obtaining additional inputs from those obtained from electricity companies. These additional inputs can reinforce detection because they are the product of computational intelligence techniques that focus on characterizing aspects that are not measurable but highly significant in the analysis of electrical energy consumption behaviors. This is because of the ability of these algorithms to generalize and recognize patterns, facilitating a better and more detailed characterization of users’ behavior [10].



As a result, the addition of two reinforcement inputs to the detection is proposed, each one a product of the execution of its corresponding stage based on computational intelligence techniques. The first input is the result of the grouping stage, while the second input is the product of the prediction stage. Both stages are described below.



2.2.1. Stage 1: Unsupervised Grouping of Consumption Profiles


This process is carried out by the use of clustering algorithms. Based on the set of input variables presented in this section, users’ consumption profiles are used for the execution of this stage, resulting in a time series that represents the consumption behavior of users within the study window. The function of the cluster is to divide the set of users into groups, so that the users of the same group exhibit similar consumption behaviors, and differ from the behavior of the users of other groups (see Figure 3).



Since the function of this stage is to group according to similar consumption behaviors, it is necessary to ensure that the input variable allows the algorithm to fulfill such function. So it was decided to normalize each consumption curve (profile) concerning their maximum value to eliminate the affectation that introduces the magnitude of consumption and to capture only its behavior, as it is shown in Figure 4.




2.2.2. Stage 2: Consumption Profiles Modeling and Prediction of Next Month’s Consumption


This stage seeks to find the best model to represent the consumption profile of each user so that it is possible to perform with a high degree of certainty the prediction of the consumption of each user for the next month. For that, this stage corresponds to a regression problem, where a set of variables is used to find the function that creates the best fit for the output’s known data. In this context, some of the input variables are used to find the model that best fits the consumption profile data of each user.



The variables taken into account as inputs for this stage are (1) Consumption profile of each user, (2) Average temperature of the month, (3) Climate factor of the month, (4) User tariff, and (5) Meter readings.



Figure 5 represents the operation of the modeling and prediction stage. Given a consumption profile of a user (black line with squares) and the other variables mentioned for that user, the stage fits the model that best explains the consumption profile of this user (red line). Once this model is found, it is used to predict next month’s consumption of the user under study (red dot). The difference between the value of the red dot (prediction) and the actual value (when it occurs) is the output of stage 2 for this user, which is entered as additional reinforcement input into the detection (stage 3). This process is repeated independently for each one of the N users.




2.2.3. Stage 3: Detection of Fraudulent Users


This is the final stage of the proposed intelligent system since it is here that the intelligent detection of fraudulent users is performed. The design of this stage corresponds to the solution of a classification problem. In this context, variables that allow performing a suitable generalization of the characteristics that differentiate fraudulent users from non-fraudulent ones are used. In addition to these variables, the outputs of stages 1 and 2 are also used as inputs for this stage, since these represent the reinforcement inputs whose purpose is to improve the characterization of the consumption behavior provided by the initially mentioned variables.



The variables taken into account as inputs for this stage are: (1) User measurement equipment, (2) Geographic location of the user, (3) Number of complaints made, (4) Number of overdue bills, (5) Customer fraud history, (6) Reading and billing anomalies, (7) Group to which each user belongs–output of stage 1– and 8) Consumption deviation–output of stage 2.



The classification problems belong to the supervised learning approach. Therefore, the training of the intelligent technique is performed by examples with known results. To achieve the training of the intelligent classifier for the detection of fraudulent users, not only are the mentioned inputs used but a set of known outputs for the combinations of inputs are used as well. This is the purpose of the variable balance and moorage of macrometers, as well as the variable results of campaigns and inspections. These make it possible to determine whether a user shows normal or fraudulent behavior so that the classifier can be trained with the examples determined by the sets of inputs and their outputs.



Figure 6 shows an example of the operation of the detection stage. A set of examples is initially presented, which corresponds to a group of users whose input variables are known, as well as their corresponding output (normal or fraudulent). The data of these users are entered to train the classification algorithm, which at the end of the process is able to determine if one user is committing fraud or not, depending on the values of their inputs.





2.3. Implementation of the Intelligent System for the Detection of Fraudulent Users


The proposed approach is a general methodology that is composed of a series of steps whose correct execution allows the detection of fraudulent users. Although the approach can be applied generally to any system of electric power distribution; for convenience, the place where this research is developed is the city of Barranquilla, Colombia. The inputs of the system are (1) User consumption profile including a series of 55 periods, (2) Average temperature of the month for 55 periods, (3) Climate factor of the month for 55 periods, (4) User tariff (fixed), and (5) Billed days of the month for 55 periods.



2.3.1. Implementation of the Stage of Unsupervised Grouping of Consumption Profiles (Stage 1)


The two most widely used techniques for solving clustering problems are self-organizing maps (SOM) and K-Means. For the implementation of this stage, it is decided to use SOM. The SOM parameters are (1) dimension, which is related to the total number of groups obtained from the grouping; (2) topology, which is the interconnection of the neurons on the map; (3) distance function, being the membership of each element in any of the groups in the network; (4) the number of training steps, which makes use of the space covered by the elements to be grouped [23].



To improve the results of this method, it is necessary to perform the best possible grouping, which implies what combination of parameters makes such clustering possible. A search algorithm is used since this type of technique makes it possible to find the best possible solution. A genetic algorithm (GA) is the metaheuristic technique selected [10].



The SOM is responsible for grouping consumption profiles for a given configuration of its parameters, while the genetic algorithm explores the combinations of possible parameter configurations until it finds the one that yields the best clustering. During the operation of this stage, the GA follows its operating principle to select the combinations of parameters with which the SOM is executed. The functional structure of the stage is presented in Figure 7.




2.3.2. Implementation of the Stage of Consumption Profiles Modeling and Prediction of the Next Month Consumption (Stage 2)


The second stage consists of two parts: the first is obtaining the best ARIMA model for each user of the system. These models are obtained by using the Akaike Information Criterion (AIC), which allows the selection of P and Q values that yield the best model in terms of performance and complexity. Once the models that represent each user are obtained, the consumption of the next month is predicted for each of them [24]. Figure 8 shows that even the best model obtained is not able to perfectly explain the behavior of the consumption profile. This is because ARIMA models are univariate models of time series, that is, they try to explain the series with a single input variable, which is the same series. In the particular case of the consumption of electrical energy, some factors modify the consumption behaviors of users. These factors are known as exogenous variables. The consumption profile is not able to explain itself. Therefore, these exogenous variables can explain the differences between both curves.



The second part of the second stage uses neural networks to intelligently correct each user model obtained during the first part. This is done by selecting the best neural network to explain, from the exogenous variables, the differences in each statistical model of the users. The prediction of the next consumption is also affected by the correction.



Obtaining the differences corresponds to a problem of regression that, without having an analytical solution model, favors the use of computational intelligence techniques. The intelligence technique selected must belong to supervised learning, because all the differences are known for 55 periods, which in this case represent the output. The inputs are the average temperature of the month, climate factor of the month, user tariff, and days billed in the month for each of the 55 periods of the study window, which correspond to the exogenous variables of the model. Based on the above, the set of examples that can train an intelligent algorithm in a supervised way is complete.



Currently, the two most widely used techniques for regression problems are neural networks and support vector machines (SVM). The technique selected for the second part of this stage is artificial neural networks (ANN), which is a feed-forward multi-layer perceptron with training based on backpropagation. The neural network is randomly initialized before training, which makes it possible to obtain solutions that can be completely different, even with the same initial data conditions. This variability factor facilitates the exploration of an extensive set of solutions, opening the possibility of finding networks that generalize quite well and give way to obtaining better solutions. Several neural networks are trained independently of each other, and the one with the best performance is selected for obtaining the differences.



At the output of this stage, differences added to the statistical model in each period to perform the correction are obtained. Figure 9 shows an example of the intelligent correction process. Here, the intelligently corrected model succeeds in satisfactorily explaining the behavior of the user profile.



Finally, statistically and intelligently corrected predictions are compared to determine which of them is accepted as valid for each user of the system. The one that is closest to the actual value of the customer profile is selected to calculate the deviation of the consumption. The functional structure of the stage is shown in Figure 10.



The aspects taken into account to obtain the statistical model of each user of the system are shown below:




	
Verification of stationarity: ARIMA models are suitable for non-stationary series. The verification of stationarity is carried out by using the statistical test of Dickey-Fuller.



	
Limits of the P and Q degrees of the polynomial model: This value indicates the non-existence of the part of the model whose degree is zero. The maximum value for these coefficients is given by the number of observations that exist from the time series to be modeled. The tests show that the maximum value for P and Q from the 55 observations that compose the study window is two in both cases.



	
Selection of P and Q values for each user’s model: As mentioned, the Akaike criterion makes it possible to select the best model based on its performance and complexity [24,25]. For the ARIMA models, the criterion measures the performance of the fitting by the likelihood of the model. To measure the complexity, the criterion quantifies the number of parameters of the model; this is represented by the sum of its degrees of P and Q. Equation (1) shows the AIC expression used to evaluate the models, where LH is the likelihood and NumParam is the sum of P and Q.










  AIC = − 2  (  LH  )  + 2  (  NumParam  )   



(1)







For each user, the models with degrees 1 and 2 are tested for both P and Q. For each model, its respective AIC is calculated. The model with the lowest AIC value is the best. Table 2 exemplifies the AIC calculation for each possible model.



The aspects taken into account to perform the intelligent correction of the statistical models of each user of the system are shown below:




	
The number of neurons in the hidden layer: This parameter is closely linked to the performance of the neural network. A low number of neurons will lead to poor performance, while a very high number can lead to overfitting [24]. To obtain this parameter, there are several heuristics according to empirical rules. Equation (2) shows the most common one.










   N  H i d d e n   =  [   (   2 3   )  ∗    N    i u t p u t    ]  +  N  O u t p u t    



(2)




where    N  i n p u t     is the number of neurons in the input layer, which corresponds to the number of input variables, six in the case of the second part of the stage.    N  O u t p u t     is the number of neurons in the output layer, which is given by the number of outputs of the network. As for each case of the network execution, the values of the six inputs for a period make it possible to obtain as output the difference in the said period between the real series and the statistical model; there is only one exit. Therefore,    N  O u t p u t     is one for the case of the second part of this stage.



The evaluation of the expression shows that    N  H i d d e n     is five for all networks to use within the second part of stage 2.




	
The number of neural networks: the use of an ANN introduces variability in the results, even though it is executed with a fixed configuration. This happens when the problem is not easy to solve, allowing the network to learn differently in each execution. To take advantage of this feature, 50 independent networks are trained for each user. The network with the best performance is selected for the intelligent correction of the statistical model of that user.



	
Neural network performance metrics: A metric based on the linear correlation coefficient is used for the evaluation of each trained network. A way to evaluate the fit of a model is by calculating the correlation coefficient between the actual data and the fitted model data. The higher the value of the correlation coefficient, the better the fitting performed by the model [25].








Since the data of the input variables are divided into three groups (training, validation, and testing), the linear correlation coefficient for each group is calculated. The performance of a network is better the higher the calculated value (see Equation (3)).


  P e r f =  C  T r a     2  +  C  V a l     2  +  C  T e s t     2   



(3)




where    C  t r a     is the linear correlation coefficient of the fitting performed by the network for the training data,    C  V a l     is the linear correlation coefficient of the fitting performed by the network for the validation data, and    C  T e s t     is the linear correlation coefficient of the fitting performed by the network for test data. To obtain the definitive differences of a user, the network whose   P e r f   value is higher than the other 49 is used.





2.4. Implementation of the Stage of Fraudulent User’s Detection (Stage 3)


All the efforts made to implement the two previous stages converge at this point. This stage uses the data of the variables it receives as inputs to generalize about the patterns and behaviors that differentiate a fraudulent user from a non-fraudulent one. For each user, the output of this stage is a label that allows classification (fraudulent and non-fraudulent).



The input variables used for the execution of this stage are: (1) User measurement equipment, (2) Geographic location of the user, (3) Number of complaints in the last year, (4) Number of overdue bills, (5) Customer fraud history, (6) Reading and billing anomalies in the last year, (7) Group to which each user belongs—output of stage 1—and (8) Consumption deviation of the month—output of stage 2.



Since the execution of the system to detect fraudulent users is done monthly, the variable consumption deviation is composed of the deviations of users for the month in which the detection of fraud is desired. The variables number of complaints and reading and billing anomalies are evaluated for the last 12 periods before the month of execution of the system, this is because they represent user behaviors that can change with the time. The variables user measurement equipment, geographic location, and group to which the user belongs are fixed. Likewise, the variable customer fraud history and number of overdue bills result from evaluating the user throughout the study window.



The computational intelligence technique used for supervised user classification is random forests. The output is a label for each user where the class is indicated (fraudulent and non-fraudulent). The functional structure of the stage is presented in Figure 11. Arrows with dotted lines indicate that this part of the process occurs only during training, and it is not taken into account during the commissioning of the system.





3. Experimental Results


3.1. Tests and Results of Stage 1: Grouping of Consumption Profiles


The hybrid design between the clustering technique and the genetic algorithm is proposed to find the best possible grouping. Next, the tests for the establishment of the upper limit of the dimension parameter are presented, as well as the results of the execution of the stage.



3.1.1. Selecting the Upper Limit of the SOM Dimension Parameter


The selection of the upper limit for the SOM dimension parameter is experimentally established. Likewise, a criterion is established to increase the performance of the stage without falling into individualization. This criterion consists in finding the groups with a greater and smaller number of elements after the grouping. If the number of elements in the minor group does not exceed 5% of the number of elements of the major, the grouping is considered invalid.



The tests consisted of the successful execution of the SOM by varying the upper limit of the dimension parameter. It is initiated from the value of the lower limit that is two (four groups). The grouping is carried out and the established criterion is applied to evaluate the results. The same configuration is tested 10 times to take into account the variance of the process. If the results obtained from the configuration under study met the criterion, the value of the upper limit is increased by one and the process is carried out again.



The tested upper limit values met the criteria with no problem in all of their replicates until 15 (225 groups). In 16 (256 groups), of the 10 tests performed, five met the criteria and the other five did not, and in 17 (289 groups), none of the 10 SOM execution results are accepted. Therefore, it is decided to set the value of the upper limit in 16, to include those results that fulfill the condition for this value.




3.1.2. Optimization Results


The execution of stage 1 of the system concludes when the optimization process is finished. The optimization performed is multi-objective, in which it seeks to obtain the least number of groups and the best performance. The multi-objective optimization processes do not yield a single solution; they yield a set that contains the best solutions for each objective function. The set containing the best solutions for each objective function is known as the Pareto frontier. The completion of the GA yields the Pareto frontier with the best solutions to the problem. For system automation, the algorithm chooses by default the solution with the best value of the proposed performance metric. The results obtained from the final execution of this stage are presented, which is performed with the total users of the system (92,794). The solution space consists of 360 combinations of the SOM configuration parameters, the GA has to evaluate 217 of these combinations to reach the solution of the optimization. This validates the decision to use this metaheuristic technique over an experimental design. The Pareto frontier after the execution of the stage for the total set of users is shown in Figure 12.



Table 3 contains the values of the two objective functions that compose the Pareto frontier.



The Pareto frontier does not include the value of the upper limit of the parameter dimension (16). The “chromosomes” of the GA that included this value do not meet the proposed criterion of the minimum number of elements in a group.



The default selection of the solution is made with the best value of the proposed performance metric, which corresponds to the point of the frontier that leads to the obtaining of 225 groups and the lowest value of the metric (0.1392). The values of the SOM parameters that describe the configuration representing that frontier point are:




	
Dimension: 15 × 15 neurons (225 groups).



	
Topology: Grid.



	
Distance function: “boxdist.”



	
Number of training steps: 100.








The grouping is obtained from the execution of the SOM with the configuration described above. The group with the highest number of elements has 1237, while the group with the lowest number of elements has 140; this value is 11.1% of 1237. Therefore, it fulfills the criterion of the minimum number of elements. The consumption profiles are composed of 55 periods and correspond to the curves with blue lines. The red line corresponds to the average profile of each group. Examples of selected groups are shown in Figure 13, Figure 14, Figure 15 and Figure 16.





3.2. Tests and Results of Stage 2: Modeling and Prediction of Consumption Profiles


The first one is statistical modeling of consumption profiles, where an ARIMA model is fitted for each user of the system. These models must correspond to the model that best explains the profile of each user. To achieve this, the Akaike Information Criterion is used, which makes it possible to compare ARIMA models of different orders and select one with suitable performance and acceptable complexity.



In an attempt to improve the fitting made by the statistical models, the second part of the stage is implemented, which trains a set of 50 independent neural networks to select the one that can better explain the differences between the actual consumption and the fitted model. Like the first part, this second part is also executed individually for each user.



Next, the tests performed on each of the parts of stage 2 are described. This is done to evaluate the performance and validate the functioning of these parts. Since both parts are independent of each other, the tests and experiments, as well as the analysis of the results obtained, are separately presented.



3.2.1. Obtaining the Statistical Model of Each User


After validating the stationarity of the profile of each user through the Dickey-Fuller test, the corresponding four statistical models are fitted for each user. This is done since the combinations (1,1), (1,2), (2,1) and (2,2) of the degrees P and Q of the polynomials of the model are tested. Subsequently, the best of the four ARIMA models fitted is selected, using the Akaike Information Criterion. Although the AIC makes it possible to select the best model based on the likelihood and complexity of the model, the most commonly used metric to evaluate the performance of curve-fitting models is the Mean Absolute Percentage Error (MAPE) (see Equation (4)) [26].


  M A P E =   100  n   ∑  t = 1  n   |     A t  −  F t     A t     |   



(4)




where n is the number of observations in the series,    A t    is the actual value at time t, and    F t    is the value fitted by the model at time t. This metric is used to quantify the performances of the statistical models obtained for each user and is the product of the first part of this stage. The above is carried out in order to have a metric to evaluate the performance of the statistical modeling from a general perspective, which is used to validate the operation of this first part of the stage as a whole.



As the execution of this first part is individual for each user, a total of 92,794 ARIMA models are obtained. Due to the impossibility of showing all of them in this paper, a selected sample of four users is presented in Figure 17, which makes it possible to verify the functionality of this part of stage 2.



The average of the MAPE of the 92,794 users is 15.42%. To support the above statement, the frequency histogram of Figure 18 is presented, which shows the ranges within which the MAPE for all users is located.



The range with the highest number of MAPE is between 10% and 11%, containing 7292 users. This, together with the analysis of the MAPE average, makes it possible to validate the operation of this part of stage 2, because of its satisfactory performance in the modeling of the consumption profiles of the users.




3.2.2. Intelligent Correction of the System Users’ Models


For each user, the correction is done by implementing a set of neural networks that are independent of each other. These networks are trained to be able to explain the differences between the user’s actual consumption profile and its corresponding fitted statistical model. To evaluate the performance of each network, a metric based on the linear correlation coefficient is used, and the network with the best performance is selected to obtain the differences that must be added to the statistical model in each period, to correct its fitting for the user under study.



The selection of the neural networks as a technique to implement the second part of this stage is explained. The main idea is to take advantage of the high variability that this technique presents in its output to explore a wide number of solutions to find a neural network that can correctly generalize the behavior of the differences in each period of the study window, starting from the relations and interactions between the inputs of this second part of the stage (exogenous variables). It is then necessary to carry out an experiment that tests a varied number of networks, until finding one with the desired behavior.



The three factors that can be varied for the execution of this type of network are the training algorithm, the number of neurons of the hidden layer, and the number of networks tested [27]. The training algorithm is defined as fixed, selecting one that takes longer in execution but yields better results (Bayesian regularization). The number of neurons in the hidden layer remained fixed and is obtained by means of a heuristic, which avoided overfitting and underfitting. Therefore, the only factor varied is the number of trained networks.



To carry out the experiment, a set of neural networks are trained, all with the same configuration. Although all have the same configuration, the high variability of the technique makes it possible to obtain a diverse set of outputs. It is defined that 50 equal networks are trained for each user.



The performance metric for the evaluation of the implemented neural networks is defined, namely to obtain the linear correlation coefficient for each data set (training, validation, and testing). These coefficients make it possible to analyze the performance of a network for each set. The evaluation of the overall performance of the said network is analyzed by computing the square sum of the three previous coefficients, which corresponds to the performance metric selected.



Next, the process of selecting the best network for a system user is exemplified. Because this part of the stage analyzes each user individually, this process is repeated in the same way for all users of the system. Therefore, the example presented is sufficient, and it is not necessary to show the process for all (92,794 users).



Figure 19 shows the linear correlation coefficients of the datasets for each of the 50 networks implemented during the analysis of the sample user. Figure 20 shows the performance metric for each network. The best network is the one where the highest point of the curve occurs, which is indicated with a red dotted line. The maximum value mentioned occurs in network number 37, which is selected to perform the intelligent correction of the statistical model of the sample user.



After selecting the best network, it is executed to perform the intelligent correction of the statistical model obtained for that user. The execution of the network makes it possible to obtain the differences that must be added to the statistical model in each period to improve the fitting (see Figure 21). As this process occurs in the same way for the 92,794 users, a sample of four users is selected to demonstrate the operation of this second part of stage 2. The results of the correction for these users are shown in Table 4. The selected examples correspond to users where the statistical model does not present a good performance, which makes it possible to notice the action of intelligent correction.



The output of the stage of the prediction selection for each user is the consumption deviation, i.e., the difference between the closest prediction and the actual consumption of the predicted month for each of them. After the execution of stage 2, predictions are made for each user: one by the statistical models and one corrected by the neural network. Although it is verified that the intelligent correction part works correctly, it is evident that in all users the performance is not improved. Therefore, in all cases, the corrected prediction is not more accurate. The above represents the reason why it is decided that the comparison of both predictions with the actual value is made, to select the closest one.



After the execution of the entire stage, the number of users for whom the intelligent correction improves the statistical fitting (decreases the MAPE) is 76,451. This corresponds to 82.38% of the total users of the system. However, when comparing the predictions, the situation changes. Despite the good performance of the intelligent correction, only in 36.26% does it manage to make a more accurate prediction. Nevertheless, the result obtained is satisfactory. This is because it is possible to improve 36.26% of the predictions using intelligent correction, which is not possible using only the statistical prediction.





3.3. Tests and Results of Stage 3: Fraudulent User Detection


Once the sample dataset for the training is available, the functionality of the stage consists of the execution of the intelligent classification algorithm. Therefore, the tests are oriented towards the selection of the classification technique and the configuration of its parameters to obtain the best possible classification.



3.3.1. Selection of the Intelligent Classification Technique


In Section 2.3, three techniques are considered for the implementation of this stage. These techniques are artificial neural networks, support vector machines, and random forests. The one with the best performance for solving the problem of the classification of users into fraudulent and non-fraudulent is selected. An experiment is executed to compare the three techniques, where the evaluation of their performance is carried out by the most commonly used method to evaluate classification algorithms, which is known as the K-fold cross-validation [28].



To describe it briefly, K-fold cross-validation divides the total set of training data into K equal (or roughly equal) groups. K-1 groups are used to train the algorithm, the remaining group is used for testing, the algorithm is executed, and the results are recorded (performance). Next, K-1 groups are used once more to train the algorithm a second time, and the remaining group is reserved for testing. In this second run, the group that is first used for testing must be part of the K-1 used for the training, with a different group used for testing. The process is repeated until the K groups are used for testing, i.e., the technique is executed a total of K times. The overall performance of the classification algorithm is the average of the performances that are obtained for each of the K testing groups.




3.3.2. Experiment to Select the Classification Technique


The number of periods (months) for training the detector is six (November 2017 to April 2018). The set of examples that results from examining these periods consist of 4640 users. This amount is considerably smaller than the 92,794 total users of the system. However, this is explained because the sample base is constructed from the variables of macrometers (non-fraudulent users) and inspection results (fraudulent users).



The electricity company of the region carries out between 20,000 and 30,000 monthly customer inspections. This number is the total for the entire Caribbean region. It is reasonable to assume that the number of monthly inspections carried out for users belonging to the Barranquilla delegation is well below the total number presented. Besides, the total number of users of the system is the product of a series of filters. Therefore, of all inspections carried out in Barranquilla, those that encounter valid users of the system are even smaller. All of the above explains the reason why only 4640 users are obtained after reviewing the six periods for the training of the detector.



One of the conditions for the correct training of a classification algorithm is to guarantee the homogeneity of the training base, that is, to have an equal number of examples of each class. This is done so the algorithm can perform a good generalization since highly unbalanced training sets (with an appreciable difference between the number of examples for each class) tend to present bias in learning towards classes with more examples.



From the above, it is possible to infer that of the 4640 training examples, 2320 are fraudulent users and the remaining 2320 are non-fraudulent. On average, 750 users are provided monthly to feed the bank of examples of training: approximately 375 of each class (fraudulent and non-fraudulent).



The experiment performed for the comparison of the three techniques is K-fold cross-validation with a K of 10, which is executed three times (one time for each technique). The complete base of 4640 users is used for the experiment, which means that 10 groups of 464 users are obtained for cross-validation, with each round using 9 for training (4176 users) and 1 for validation (464 users).



The network topology, number of neurons of the hidden layer, and the training algorithm are fixed for the configuration of the neural network. The topology is a two-layer feed-forward; the number of neurons is obtained by the expression presented in Equation (4), and the training algorithm corresponds to the best performance (in classification problems) with longer training time. The parameter varied is the number of times training the network, that is to say, the same network is trained several times to find the one with the best results. To configure the SVM, the Kernel function is fixed, using the most common Kernel for classification problems. Gamma coefficient and cost are varied. To configure the random forest, the parameter varied is the number of trees.



A set of tests is performed to determine the values of the parameters of each technique that make it possible to obtain suitable results for the training dataset. Table 5 compiles the values of the fixed and variable parameters of each technique.



Table 6 compiles the K-fold cross-validation with K of 10 results for the three techniques, which show the training and testing performances for each one of the 10 rounds. The performance represents the success rate (percentage of hits) of each technique, i.e., in what percentage of the times it indicates as fraudulent a fraudulent user and as non-fraudulent a non-fraudulent user.



The values below in bold indicate the technique with the highest average performance for each case (training and testing), which shows that for both cases, the random forest is the technique with the best average performance. Therefore, it is the technique selected for the implementation of the classifier of stage 3. Additionally, for both cases, graphs showing the performances of the techniques for each round of K-fold cross-validation are presented (See Figure 22 and Figure 23).



Once random forests are selected as the technique to be used, it is necessary to find the values of the parameters of the random forest that made it possible to obtain the best performance of the classification. As mentioned previously, for this technique, the only parameter that can be varied is the number of trees of the model. Therefore, an experiment based on K-fold cross-validation is performed once more to determine the number of trees that could obtain the best performance.



K-fold cross-validation is used with K of 5; the decrease in the value of K is justified in the low variability of the output of the technique (see Figure 22 and Figure 23). The total training base (4640 users) is used to carry out the experiment. This means that five groups of 928 users each are obtained for cross-validation, using four in each round for training (3712 users) and one for validation (928 users). The number of trees to test ranged from 10 to 100 in steps of 10.



A total of 10 K-fold cross-validations are performed with K of 5 since for each value of the number of trees, it is necessary to obtain the general performance of the technique. Figure 24 compiles the average performance results for each number of trees in training and testing cases.



From the presented results, the value of 60 is selected for the parameter of the number of trees of the model. The best average performance of the training is the model of 90 trees, with 95.7%; the model of 60 trees has the second-best average performance in the training, with 95.6%. However, in the testing scenario, the 90-tree model has the lowest average performance, with 81.36%, while the 60-tree model has the highest average performance, with 82.87%. Because of the small difference in the training case and the big difference in the testing, the 60-tree model performs best.




3.3.3. Selection of the Number of Trees


Based on the experiment carried out to select the number of trees, the model of 60 trees is obtained and trained with the training dataset of 4640 users (six periods). Stage 3 and the system validation are performed through the execution of the detector in the three periods reserved for testing (May 2018 to July 2018). The execution of the system is done monthly; therefore, each period is independently tested. The extraction of the users from each test period makes it possible to obtain three sets of data, which are summarized in Table 7. However, although some of them are not perfectly homogeneous; the difference is minimal and does not have any impact on the execution of the system.



A confusion matrix is used to evaluate the system performance in each testing set (see Table 8). The three sets (i.e., periods reserved for testing) are not used during training, so they are completely new and unknown to the system. The results of these sets are known and used to compare them with those obtained from the execution of the system.



The performance (percentage of hits) of the classification for the first period is 82.9%. Of the 494 fraudulent users, the detector identified correctly 423, missing 71 users. Of the 513 non-fraudulent users, the detector identified correctly 412, missing 101 users.



The performance (percentage of hits) of the classification for the second period is 82.7%. Of the 453 fraudulent users, the detector identified correctly 386, missing 67 users. Of the 461 non-fraudulent users, the detector identified correctly 370, missing 91 users.



The performance (percentage of hits) of the classification for the third period is 83.1%. Of the 549 fraudulent users, the detector identified correctly 470, missing 79 users. Of the 549 non-fraudulent users, the detector identified correctly 442, missing 107 users.






4. Conclusions


The results obtained from the execution of the proposed intelligent system made it possible to identify its striking characteristics and those of each stage that compose it. It was possible to evaluate the performance of the system in achieving the main objective for which it was designed, which is the detection of users with fraudulent behavior. Concerning the above, the system has an average overall performance of 82.9% in identifying correctly the class to which each evaluated user belongs. However, because this process is composed of multiple stages, it is necessary to reflect on each part that has made it possible to achieve the performance mentioned. Many variables were selected to characterize the electrical energy consumption behavior of the users under study. However, the objective was not to select a large number of variables but to identify those that provide the greatest amount of information to complete the characterization. A key role was played by the decision to take into account the experience of people who work in the electricity companies because it led to the selection of the variables.



Although the clustering of consumption profiles was used by several authors reviewed in Section 1, the method in this proposal was optimized by the use of a genetic algorithm. In this sense, the results from this grouping process improve with the best configuration performance.



Essentially, the approach of stage 2 was oriented towards obtaining a correct prediction of customers’ consumption. This was carried out through a statistical block that adjusted the best model of each user, from which an average general MAPE of 15.42% was obtained. Next, an intelligent correction of the statistical models was performed, which reduced the average general MAPE to 12.83%, which led to a performance increase in the prediction of 36.26%.



Classification problems require the use of a technique capable of recognizing the patterns present in the data. To ensure the correct solution to the problem of detecting fraudulent users, several techniques were compared, and the one that presented the best performance was selected (random forests). This led to the achievement of the mentioned performance of 82.9%, which was considered satisfactory and made it possible to validate the operation of the system.
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Figure 1. Structure of the proposed methodology. 
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Figure 2. Proposed intelligent system block diagram. 
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Figure 3. Illustrative example of the operation of stage 1. 
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Figure 4. Example of the normalization of consumption profiles of stage 1. (a) Before normalization (b) after normalization. 
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Figure 5. Illustrative example of the operation of stage 2. 
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Figure 6. Illustrative example of the training and operation of stage 3. 
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Figure 7. Functional structure of stage 1 of the system. 






Figure 7. Functional structure of stage 1 of the system.



[image: Energies 13 02393 g007]







[image: Energies 13 02393 g008 550] 





Figure 8. Example of ARIMA adjustment of a consumption profile. 
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Figure 9. Intelligent correction of the statistical model by adding the differences. 
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Figure 10. Functional structure of stage 2 of the system. 
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Figure 11. Functional structure of stage 3 of the system. 
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Figure 12. Pareto frontier of the definitive execution. 
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Figure 13. Consumption profiles of groups 1 and 31. 
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Figure 14. Consumption profiles of groups 18 and 162. 
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Figure 15. Consumption profiles of groups 117 and 130. 
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Figure 16. Consumption profiles of groups 57 and 97. 
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Figure 17. Best statistical models obtained for sample profiles 1 (upper left), sample profiles 2 (upper right), sample profiles 5 (bottom left), and sample profiles 6 (bottom right). 
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Figure 18. Histogram of the Mean Absolute Percentage Error (MAPE) for all users. 
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Figure 19. Correlation coefficients of datasets for each network. 
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Figure 20. Performance metric for each network. 
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Figure 21. Intelligent correction of the selected user 1. 
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Figure 22. Results per round of K-fold cross-validation for training. 
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Figure 23. Results per round of K-fold cross-validation for testing. 
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Figure 24. Results of K-fold cross-validation for each number of trees. 
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Table 1. Characterization of the problem’s variables.
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Type of Variable

	
Name of the Variable

	
Property

	
Measurement






	
User identification

	
User identification number (NIS)

	
Static

	
Fixed




	
User tariff

	
Static

	
Fixed




	
User measurement equipment

	
Static

	
Fixed




	
Geographical location of the user

	
Static

	
Fixed




	
Characterization of consumption behavior

	
Consumption profile

	
Dynamic

	
Monthly




	
Meter reading

	
Dynamic

	
Monthly




	
Number of complaints made

	
Dynamic

	
Monthly




	
Number of overdue bills

	
Dynamic

	
Monthly




	
Customer fraud history

	
Dynamic

	
Monthly




	
Reading and billing anomalies

	
Dynamic

	
Monthly




	
Classification of user type

	
Balance of macrometers

	
Dynamic

	
Monthly




	
Moorage of macrometers

	
Dynamic

	
Monthly




	
Results of campaigns and inspections

	
Dynamic

	
Monthly




	
Climatic

	
Average temperature of the month

	
Dynamic

	
Monthly




	
Climate factor

	
Dynamic

	
Monthly
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Table 2. Akaike Information Criterion (AIC) calculation for the possible models of a user.
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Order

	
P




	
1

	
2






	
Q

	
1

	
513

	
1007




	
2

	
461

	
914
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Table 3. Pareto frontier values.
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	Number of Clusters
	Value of Proposed Performance Metric





	36
	0.1558



	49
	0.1528



	64
	0.1505



	81
	0.1477



	100
	0.1463



	121
	0.1445



	144
	0.1430



	169
	0.1419



	196
	0.1403



	225
	0.1392
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Table 4. MAPE before and after the intelligent correction.
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	User N°
	Statistical MAPE (%)
	Corrected MAPE (%)





	1
	16.22
	8.03



	2
	14.31
	9.31



	3
	89.70
	46.01



	4
	13.40
	9.55
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Table 5. Parameters of techniques for cross-validation.
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Two-Layer Feed-Forward ANN

	
Support Vector Machines

	
Random Forests






	
N° of hidden layer neurons

	
35

	
Kernel function

	
Radial basis

	
Number of trees

	
50




	
Training algorithm

	
Resilient backpropagation

	
Gamma

	
0.01

	

	




	
N° of training of the ANN

	
50

	
Cost

	
10
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Table 6. Results of K-fold cross-validation to compare techniques.
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K-Fold Crossvalidation, K = 10




	
Round

	
Training Performance (%)

	
Testing Performance (%)




	
ANN

	
SVM

	
Random Forest

	
ANN

	
SVM

	
Random Forest






	
1

	
78.90

	
86.09

	
94.84

	
74.50

	
76.18

	
83.11




	
2

	
79.20

	
85.99

	
93.15

	
77.90

	
73.70

	
82.34




	
3

	
78.50

	
85.93

	
94.94

	
79.50

	
74.13

	
80.49




	
4

	
78.40

	
86.93

	
95.08

	
78.40

	
72.95

	
82.11




	
5

	
78.80

	
86.63

	
94.84

	
78.20

	
72.19

	
81.57




	
6

	
78.30

	
86.01

	
94.76

	
80.90

	
74.56

	
80.38




	
7

	
78.90

	
85.82

	
94.92

	
76.70

	
74.67

	
82.13




	
8

	
79.50

	
86.90

	
95.12

	
78.80

	
71.33

	
82.00




	
9

	
78.70

	
86.66

	
94.70

	
80.30

	
70.68

	
81.03




	
10

	
79.60

	
86.42

	
94.76

	
77.90

	
74.89

	
80.19




	
Average

	
78.88

	
86.34

	
94.71

	
78.31

	
73.53

	
81.54
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Table 7. Datasets reserved for system validation.






Table 7. Datasets reserved for system validation.





	Test Period
	Fraudulent Users
	Non-fraudulent Users
	Total Users





	1—May 2018
	494
	513
	1007



	2—June 2018
	453
	461
	914



	3—July 2018
	549
	549
	1098
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Table 8. Confusion matrix for the first, second, and third testing period. C1: fraudulent class and C2: non-fraudulent class.






Table 8. Confusion matrix for the first, second, and third testing period. C1: fraudulent class and C2: non-fraudulent class.





	

	

	
1st Testing Period

	
2nd Testing Period

	
3rd Testing Period






	
Output Class

	
C1

	
423 (42%)

	
101 (10%)

	
80.7%

	
386 (42.2%)

	
91 (10%)

	
80.9%

	
470 (42.8%)

	
107 (9.7%)

	
81.5%




	
C2

	
71 (7.1%)

	
412 (40.9%)

	
85.3%

	
67 (7.3%)

	
370 (40.5%)

	
84.7%

	
79 (7.2%)

	
442 (40.3%)

	
84.8%




	

	
85.6%

	
80.3%

	
82.9%

	
85.2%

	
80.3%

	
82.7%

	
85.6%

	
80.5%

	
83.1%




	

	
C1

	
C2

	

	
C1

	
C2

	

	
C1

	
C2

	




	

	

	
Target Class
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