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Abstract: Accurate forecasting of electricity load is essential for electricity companies, primarily for
planning electricity generators. Overestimated or underestimated forecasting value may lead to
inefficiency of electricity generator or electricity deficiency in the electricity grid system. Parameters
that may affect electricity demand are the weather conditions at the location of the electricity system.
In this paper, we investigate possible weather parameters that affect electricity load. As a case study,
we choose an area with an isolated electricity system, i.e., Bali Island, in Indonesia. We calculate
correlations of various weather parameters with electricity load in Bali during the period 2018–2019.
We use two machine learning models to design an electricity load forecasting system, i.e., the
Generalized Regression Neural Network (GRNN) and Support Vector Machine (SVM), using features
from various weather parameters. We design scenarios that add one-by-one weather parameters to
investigate which weather parameters affect the electricity load. The results show that the weather
parameter with the highest correlation value with the electricity load in Bali is the temperature, which
is then followed by sun radiation and wind speed parameter. We obtain the best prediction with
GRNN and SVR with a correlation coefficient value of 0.95 and 0.965, respectively.

Keywords: electricity load; forecasting; weather; GRNN; SVM

1. Introduction

Electricity has become a vital part of the life of modern society nowadays. It is said
that electricity access is an essential factor to enable the economic growth of a country or
region [1]. Many studies also imply that the interruption of electricity supply has a severe
impact on business and residential customers [2–4], where total electricity blackout can
cost up to billions of dollars of economic activity [5]. These emphasize the importance of
reliable and stable electricity supply to our current society.

One of the critical tasks in securing the electricity system’s reliability is maintaining the
balance between electricity supply and demand. In current large power systems, the task is
done by adjusting the power generated from generation units in the systems to a forecasted
system electricity demand. Failure to do this correctly may cause the instability of the
power system or even a blackout. On the other hand, low accuracy of electricity demand
forecasting may also cause inefficient and costly operation of the generation units caused by
the requirements of higher capacity of spinning reserve generators and lower efficiency of
thermal generators [6]. The latter may also lead to higher carbon emissions which contribute
to global temperature rises or global warming [7]. Inevitably, the accuracy of electricity
demand forecasting is paramount in electric power system planning and operation.

There are two approaches for estimating energy use: statistical techniques and artificial
intelligence [8]. In recent years, artificial intelligence has accelerated, with one of its appli-
cations being to improve the control of the current generation system. Predicting electrical
loads for energy consumption is no longer a novel concept, as it can be accomplished
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through machine learning to predict future energy consumption points [9]. Numerous
studies have been conducted because it is critical to understand the prediction of elec-
trical energy consumption. For example, in 2018, Li and Zhang completed a short-term
forecasting of electricity consumption in Shanghai by using grey prediction model [10].
Tian et al. predicted short-term electrical energy consumption using a combination model
between STL (Seasonal and Trend decomposition using Loess) and GRU in the same year.
They made predictions for the next 3 to 10 days using a combination model between STL
(Seasonal and Trend decomposition using Loess) and GRU. When compared to GRU and
SVM, GRU produces better results [11]. Hamdoun et al. projected electrical energy by
comparing two different approaches, namely statistics and machine learning, to see more
accuracy. They found that the prediction model based on machine learning produced the
best results and had the lowest error rate among the findings they obtained [12]. Using a
combination of the FPA (Flower Pollination Algorithm) model to optimize the Feedforward
Neural Network (FNN), Zhao et al. made a short-term prediction of electricity consump-
tion in 2020, then compared it with the SVR and RBFN models. The FPA-FNN model
produced good results, with MAPE values of 1.41 percent and RMSE [13]. The Nonlinear
Autoregressive (NARM) model was used to predict the electricity load for the next month
for the energy management system in 2019. Ahmad and Chen then compared the NARM
model to the Random Forest model and the linear model using stepwise regression in the
case of ISO New England using the results obtained. They discovered that when compared
to the other two models, the NARM model produced the best results [14].

Several studies have shown that weather parameters can affect the electricity load and
need to be incorporated in power system planning and demand forecasting [15], both for
short-term and long-term system planning [16]. Some studies evaluate the effect of weather
parameters on the electricity system at regional and country levels, such as Algeria [17] and
Turkey [18]. Other studies evaluated at a lower level, such as building electricity demand
or residential house electricity consumption [19,20].

Aisyah and Simaremare investigate the correlation between weather parameters and
electricity load in Bali by using three different weather source data, i.e., GFS, ERA5, and
observation data from AWS (Automatic Weather Station) BMKG [21]. They conclude that
three weather parameters are highly correlated with electricity load in Bali, i.e., temperature,
wind speed, and solar radiation. This paper investigates which weather parameters affect
electricity consumption in an isolated area by calculating the correlation coefficient with
electricity load data. Bali has a significant increase in electricity consumption, and the
Island does not have conventional resources [22], so it is crucial to estimate the electricity
load for the future. That is by investigating which weather parameters affect most the
electricity consumption. Additionally, to our best knowledge, no published research yet on
the machine learning area was conducted for the electricity load forecasting in Bali. Thus,
we chose Bali Island in Indonesia as a case study. Moreover, we also developed electricity
load forecasting using two machine learning models: the Support Vector Regression (SVR)
and the Generalized Regression Neural Network (GRNN), with weather parameter data
and consumer characteristics as input for the machine learning models.

The SVM is one of the machine learning models that is usually used to solve regression
and classification problems. It performs efficiently for time series prediction, especially
for seasonal data [23]. Moreover, the SVM also effectively prevents overfitting problems
by implementing Structural Risk Minimization (SRM) [24]. GRNN is simple to train
and gives a satisfactory prediction, modeling, mapping, and interpolation [25,26]. It
also performs efficiently for continuous data [27]. It has a higher learning speed than
RBF [28]. To determine which weather parameters have the most significant effects on
the electrical load, we create scenarios by gradually increasing the number of weather
parameters used as features. Moreover, we also add scenarios in which moving average
(MA) of electricity load data is used as a feature for the machine learning models. The
innovations in this paper are as follows: firstly, we introduce a technique for feature
selection from weather parameters, in which the selected features are used as the inputs
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to design machine-learning-based electricity forecasting. In [9,29], deep networks are
used to make an electricity forecasting model, but they did not make feature selection
for weather parameters. Secondly, weather parameters are used as features, but we also
consider moving average (MA) data (daily, weekly, and monthly MA) as input for the
machine-learning-based electricity load forecasting.

The content of this paper is as follows. Section 2 discusses electricity load data and
some weather parameters in Bali and two machine learning models used. We discuss
exploratory data analysis between weather parameters and electricity load data in Section 3.
It is then followed by descriptions of obtained results and some discussions in Section 4.
We conclude the paper in the final section.

2. Materials and Methods
2.1. Electricity Load Data

This study was conducted in a case study location with an isolated power grid system,
i.e., Bali Island, located in Indonesia. Bali’s power is provided by external electricity
producers from East Java Province and domestic electricity generators within the island.
All of the power generated in Bali is utilized solely inside the island’s boundaries. As
indicated in Figure 1, we are using two-year electricity load data, i.e., 2018–2019. As seen
in Figure 1, the electricity demand in Bali follows a consistent pattern throughout the
year, with peak demand occurring during January through May and September through
November and peak demand occurring during June through August. According to Figure 1,
there are anomalies in the power load statistics for both 2018 and 2019, namely, 17 March
2018, and 7 March 2019, which are both Nyepi Days in Bali, during which people in Bali
refrain from engaging in any activity, indoor or outdoor, on those days. There was also an
electricity interruption on 5 September 2018, which resulted in a total outage of electricity
over the whole Bali islands. The daily averaged electrical load and the daily trend is also
depicted in Figure 1, which was derived through linear regression. We may also assume
from this trend line that the power demand increased from 2018 to 2019. On average,
0.123 megawatts (MW) per day are added to the daily trend line in 2018, and 0.162 MW per
day is added to the daily trend line in 2019.

Energies 2022, 15, x FOR PEER REVIEW 4 of 19 
 

 

 
Figure 1. Electricity load data in Bali Island during 2018 (a) and 2019 (b). Hourly, daily, and daily 
trend electricity load are denoted by red line, blue line with circle, and black dot-dashed line, re-
spectively. 

Not only is it vital to examine the yearly trend, but it is also critical to evaluate the 
daily and weekly variations of the power load in the system under investigation. Figure 2 
depicts the weekly and daily variance in electricity demand in Bali for the year 2019. In 
terms of weekly variation, we can see in the left-hand portion of Figure 2 that the charac-
teristics of electricity demand in Bali remain relatively constant during the weekdays. In 
contrast, on weekends, there is a slight decrease in electricity demand on Saturday and a 
slight decrease in electricity demand on Sunday. These features are unsurprising given 
that most people do not work on Sundays, resulting in decreased electricity demand. The 
lowest power consumption in Bali is at 4:00 a.m. local time, as seen in the right portion of 
Figure 2. Still, the highest electrical demand is between 8:00 and 10:00 a.m. local time, 
when people begin their activities during the day. During the lunch hour, between 12:00 
and 01:00 p.m., when most individuals take their lunch break, there was a modest decrease 
in electricity demand. The most significant demand for power happened between 07:00 
and 08:00 p.m. when individuals ate their dinner. These hourly and daily characteristics 
are crucial to consider when constructing an electrical load forecasting system. In the fol-
lowing subsection, we will discuss the weather data used in this work. 

Figure 1. Electricity load data in Bali Island during 2018 (a) and 2019 (b). Hourly, daily, and daily trend
electricity load are denoted by red line, blue line with circle, and black dot-dashed line, respectively.



Energies 2022, 15, 3566 4 of 17

Not only is it vital to examine the yearly trend, but it is also critical to evaluate the daily
and weekly variations of the power load in the system under investigation. Figure 2 depicts
the weekly and daily variance in electricity demand in Bali for the year 2019. In terms of
weekly variation, we can see in the left-hand portion of Figure 2 that the characteristics of
electricity demand in Bali remain relatively constant during the weekdays. In contrast, on
weekends, there is a slight decrease in electricity demand on Saturday and a slight decrease
in electricity demand on Sunday. These features are unsurprising given that most people
do not work on Sundays, resulting in decreased electricity demand. The lowest power
consumption in Bali is at 4:00 a.m. local time, as seen in the right portion of Figure 2. Still,
the highest electrical demand is between 8:00 and 10:00 a.m. local time, when people begin
their activities during the day. During the lunch hour, between 12:00 and 01:00 p.m., when
most individuals take their lunch break, there was a modest decrease in electricity demand.
The most significant demand for power happened between 07:00 and 08:00 p.m. when
individuals ate their dinner. These hourly and daily characteristics are crucial to consider
when constructing an electrical load forecasting system. In the following subsection, we
will discuss the weather data used in this work.

Figure 2. Variations of electricity load in Bali during 2019: (a) Weekly variation; (b) Daily variation.
The solid black lines denote the mean value, whereas the gray lines denote the variations.

2.2. Weather Data

Primary weather data collected from field observations are the most optimal weather
data to explain real-world weather conditions. While this fundamental data is somewhat
inexpensive due to the requirement of a real-time measuring device, it is also highly costly.
Furthermore, to use the observation data as a component of the energy load forecasting
system, the observation data must be delivered to the forecasting system continuously,
which necessitates the usage of a reliable measuring instrument. For this work, we will
employ reanalysis weather data instead of real-time data as input for a machine learning
model to be used as a feature in the electricity load forecasting system. This study uses the
reanalysis weather data from the European Centre for Medium-Range Weather Forecasts,
often known as the ECMWF, collected from the ERA5 model [30]. Since 1979, hourly
weather data has been available, with spatial resolution varying between 0.25◦ and 0.75◦.
Weather parameters such as temperature, solar radiation, wind speed, rainfall rate, pressure,
and relative humidity are investigated in this study.

To determine the quality of ERA5 weather parameter data, we compared the reanalysis
data with observation data collected on Bali Island using an Automatic Weather Station
(AWS) that has a temporal grid of 20 min. The AWS is positioned at latitude and longitude



Energies 2022, 15, 3566 5 of 17

115.167◦ E and 8.75◦ S. This study employs the most recent reanalysis ERA5 data from the
nearest accessible grid to the AWS site, located at 115.00◦ E and 8.50◦ S, as shown in Figure 3.
Indeed, the locations are quite a distance apart from one to another. Nonetheless, as seen in
Figure 4, we compare many weather parameters from the ERA5 with the observed AWS
data to identify any differences. We examine four meteorological factors: rainfall rate, solar
radiation, temperature, and wind speed in Figure 4 during June 2019.

Figure 3. Location of Automatic Weather Station (AWS) in Ngurah Rai, Bali, and location of point for
ERA5 data, in Bali Island, Indonesia.
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Figure 4. Comparison of weather data from ERA5-ECMWF (red line with triangle) and Automatic
Weather Station or AWS (blue line) for: (a) Rainfall Rate; (b) Solar Radiation; (c) Temperature;
(d) Wind speed.

As shown in Figure 4, the solar radiation and wind speed, in particular, show a
relatively similar trend between ERA5 and the observation data from AWS. In contrast, the
other two parameters, i.e., the temperature and the rainfall rate, show a similar trend but
with a different magnitude between ERA5 and the observation data from AWS. Because a
significant distance separates the ERA5 point and the AWS point locations, this disparity
might be caused by differences in local temperature and rainfall rates that are potentially
highly different. The ERA5 data offers a good representation of the trend of meteorological
parameters for Bali Island when compared to other data sources.

2.3. Methods

This paper has two main steps to design an electricity load forecasting system:
(1) Exploratory data process to investigate correlations between weather parameters and
electricity load; (2) Design a machine-learning-based model for electricity load forecasting
using the best weather features obtained from step (1). For electricity load forecasting, two
machine learning methods were utilized, namely, the Generalized Regression Neural Net-
work (GRNN) and the Support Vector Regression (SVR) techniques (SVR). In the following
subsections, we briefly describe these two methods.

2.3.1. Generalized Regression Neural Network

Donald F. Specht initially presented the General Regression Neural Network (GRNN)
in 1991 [25], which is a deformation version of the radial basis function (RBF) neural
network [28]. In comparison to RBF, GRNN improves at approximation and learning
speed [31]. Its functioning is based on nonlinear or kernel regression, which implies that
the result is dependent on the input. GRNNs may be utilized for prediction, modeling,
mapping, and interpolation, as well as serving as controllers [25].

The GRNN architecture, as seen in Figure 5, is composed of four layers: the input
layer, the pattern layer, the summation layer, and the output layer. The input layer takes
and stores the input data Xi = [x1, x2, . . . , xn]. The number of neurons in a network is
proportional to the amount of data input. The input layer’s result is then transmitted to the
pattern layer. The pattern layer is nonlinear, and its neurons can retain information about
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the interaction between the input neurons and the pattern layer [31]. A pattern based on
the Gaussian function Pi can be expressed as follows

Pi = exp

[
− (X− Xi)

T (X− Xi)

2σ2

]
(i = 1, 2, . . . , n) (1)

where σ is the smoothing or spreading parameter. The input variable is denoted by X,
whereas xi denotes a more precise training sample from neuron i in the pattern layer.

Figure 5. The architecture of General Regression Neural Network.

Following the pattern, the summation layer performs two distinct computations
referred to as numerators and denominators. The first kind is used to determine the
number of weighted outputs from the pattern layer, whereas the second type is used to
determine the number of unweighted outputs from the pattern layer [26]. The pattern
layer’s purpose is as follows:

Ss = ∑
i=1

Pi, (i = 1, 2, . . . , n) (2)

Sw = ∑
i=1

wiPi, (i = 1, 2, . . . , n) (3)

where Ss is the denominator, Sw is the numerator, and wi is the weight of the pattern neuron
i connected to the summation layer.

The last layer is the output layer, the results of which are produced by dividing the
neuron numerator Ss by the neuron denominator Sw. The output layer performs the
following calculations:

y =
Sw

Ss
(4)

In comparison to other approaches, the primary advantage of GRNN is that it is
simple to train and requires only one independent parameter [26]. GRNN does not require
recurrent training and may be trained in a short period of time. While this is a disadvantage
of GRNN over other algorithms, it does need significant processing to analyze new points.
These shortcomings, however, can be solved by adopting the clustering version of GRNN
or by executing computations using an embedded parallel structure and building a semi-
conductor chip [25].

2.3.2. Support Vector Machine

Vapnik et al. pioneered the Support Vector Machine (SVM) in 1999 [32]. SVM is a
classification and regression technique used in machine learning [23]. This technique is
more effective when used in conjunction with Structural Risk Minimization (SRM) than
when used in conjunction with Empirical Risk Minimization (ERM) [24]. Support Vector
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Regression is a machine learning model that allows for trade-offs between minimizing
empirical errors and the complexity of the resultant fitted function, hence lowering the
danger of overfitting [33]. SVR employs a soft margin approach to achieve the highest
degree of generalization; the regression issue is handled using an alternate loss function and
two slack variables [24]. As follows is the definition of the nonlinear regression problem
using the SVR model.

y = f (x) = ω·ψ(x) + b (5)

where ω is a weighted vector, b is a constant bias, and ψ(x) is the feature space mapping
function. The following minimization procedure is used to obtain the coefficients of ω
and b:

Minimize
1
2
‖w2‖+ C

1
N

N

∑
i=1

(ξi + ξi
∗) (6)

Subject to


yi − (w, xi + b) ≥ ε + ξi
(w, xi) + b− yi ≤ ε + ξi

∗

ξi, ξi
∗ ≥ 0

(7)

where the parameters C and ε are model-defined. C evaluates the trade-off between
empirical risk and smoothness, whereas 1

2‖w2‖ quantifies the function’s smoothness. ξ
and ξ∗ are positive slack variables that indicate the difference between the actual and
corresponding limit values in the approximation function’s ε-tube model.

Following the application of the Lagrangian multiplier and optimization of the condi-
tions, the nonlinear regression function f (x) is as follows.

f (x) =
N

∑
i=1

(δi − δ∗i ) K
(
xi, xj

)
+ b (8)

where K
(

xi, xj
)

is a kernel function that describes the inner product in D-dimensional
feature space [34], and δi and δ∗i are Lagrangian multipliers.

The GRNN and SVR method were utilized for designing machine-learning-based
model for electricity load forecasting with weather parameters are features input. In
the next section, we perform exploratory data to calculate correlations between weather
parameters with electricity load in Bali.

3. Exploratory Data Analysis

The relationship between weather data parameters with electricity load in Bali is in-
vestigated in this section by calculating how correlate these parameters with each other. To
calculate correlation between two variables, we employ the so-called correlation coefficient
(CC), which is utilized to show how close a relationship between two variables’ data is
to one another, especially for the trend of these variables. The formula for the correlation
coefficient is defined as follows:

CC =
cov(X, Y)

σxσy
(9)

where X and Y are variables that being compared, cov(X, Y) denotes the covariance be-
tween two variables, and σx and σy denotes the standard deviation of data X and Y,
respectively. In this paper, we use Formula (9) to calculate the correlation between elec-
tricity load with weather parameters, such as 2 m temperature, net solar radiation, wind
speed, rainfall rate, pressure, and relative humidity.

Figure 6 compares electricity load data in Bali Island during 2019 with weather pa-
rameters such as temperature, solar radiation, and wind speed, whereas Figure 7 shows
comparisons for rain rate, pressure, and relative humidity. In Figures 6 and 7, the elec-
tricity load data is denoted as blue lines with the left-hand side y-axis, whereas weather
parameters are red lines with the right-hand side y-axis. As shown in Figure 6, we can
directly notice that the temperature and solar radiation have a very similar trend with the
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electricity load in Bali, which indicates these two weather parameters have a high (positive)
correlation with electricity load in Bali. For the wind speed, as shown in the lower part of
Figure 6, the trend of electricity load is in the opposite direction, indicating that the wind
speed and electricity load have a negative correlation.

Figure 6. Plots of electricity load in Bali during 2019 in comparison with weather parameters;
(a) temperature; (b) solar radiation; (c) wind speed. The magnitude of electricity load belongs to left
y-axis, whereas the magnitude of weather parameters is in the right y-axis.

In Figure 7, we can see lower correlations between the rainfall rate with electricity
load. In contrast, for the pressure, we can also see a negative correlation with electricity
load, as with the wind parameter. The trend of the relative humidity parameter with the
electricity load is not very clear, which indicates a low correlation value. Table 1 shows
correlation coefficient (CC) values between each weather parameter in Figures 6 and 7 with
electricity load in Bali. As shown qualitatively in Figure 6, the most correlated weather
parameter with the electricity load is the 2 m temperature and is followed by the net solar
radiation with CC values of 0.63 and 0.43, respectively. As also noticed in Figure 6, the wind
parameter negatively correlates with the electricity load, with a CC value of −0.40, which



Energies 2022, 15, 3566 10 of 17

is relatively high. Other weather parameters such as rainfall rate, pressure, and relative
humidity have lower CC values, i.e., −0.18, −0.22, and 0.14, respectively. Based on this
exploratory data, we can conclude that three weather parameters have a high correlation
with the electricity load in Bali island, i.e., 2 m temperature, net solar radiation, and wind
speed. These parameters will be used as features for machine learning models, which will
be discussed in the next section.

Figure 7. As in Figure 4, for other weather parameters; (a) rainfall rate; (b) pressure; (c) relative humidity.

Table 1. Correlation Coefficient (CC) between electricity load and various weather parameters.

Weather Parameter CC

2 m Temperature 0.63
Net Solar Radiation 0.43

Wind Speed −0.40
Rainfall Rate −0.18

Pressure −0.22
Relative Humidity 0.14
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4. Prediction of Electricity Load

As discussed in the previous section, we have investigated correlations between
various weather parameters with the electricity load in Bali. The three most correlated
weather parameters, i.e., 2 m temperature, net solar radiation, and wind speed, with CC
values varying from −0.40 to 0.63. Three other parameters have lower CC values. This
section explores possible designs for feature input of a machine-learning-based model for
the electricity load forecasting system. Firstly, we investigate which weather parameters
will give the best configuration for feature input for machine learning models. Secondly,
we also investigate scenarios to improve prediction results by adding moving average
information as an additional input for machine learning prediction.

4.1. Prediction Using Weather Data

This subsection proposes multiple scenarios for feature input to design a machine-
learning-based electricity load forecasting system. We design scenarios that add one-by-one
weather parameters, from high to low CC value, as feature input for two machine learning
models, i.e., the GRNN and SVR. Besides weather parameters, customer characteristics
also significantly affect electricity load consumption, as shown in Figure 2. We include two
characteristics of electricity customers in Bali island, i.e., hourly and daily characteristics,
illustrated in Figure 2. The hourly characteristics are represented as values from 1 to 24
that represent hours, whereas for the daily characteristics, there are values from 1 to 7 that
represent day number. These two customer characteristics are included as scenario-1 in
Table 2. For other scenarios, i.e., scenarios 2 to 6, we added one-by-one weather parameters,
from high to low correlated weather parameters, as shown in Table 2.

Table 2. Scenarios to investigate effects of each weather parameter as feature input for the
machine learning.

Scenario Feature

User Behavior Weather Parameter

1
Hourly Characteristics -

Daily Characteristics

2
Hourly Characteristics 2 m Temperature

Daily Characteristics

3
Hourly Characteristics 2 m Temperature

Daily Characteristics Net Solar Radiation

4

Hourly Characteristics 2 m Temperature

Daily Characteristics Net Solar Radiation

Wind Speed

5

Hourly Characteristics 2 m Temperature

Daily Characteristics Net Solar Radiation

Wind Speed

Rainfall Rate

6

Hourly Characteristics 2 m Temperature

Daily Characteristics Net Solar Radiation

Wind Speed

Rainfall Rate

Pressure
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For training data for the machine learning models, we use one year data, i.e., during
2018, to forecast 1-month electricity load data, i.e., January 2019. Using features configura-
tion scenarios as shown in Table 1, we perform electricity load forecasting using the GRNN
model, as shown qualitatively in Figure 8. Here, we can see qualitatively that scenario-2 in
Figure 8b. gives the best prediction compared to other scenarios. The scenario-2 consisted
of hourly and daily characteristics with 2 m temperature as input for the machine learning
model. Adding additional weather parameters features such as scenario-3 to -6 results in
worse prediction performances, as shown qualitatively in Figure 8c–f.

Figure 8. Comparison between electricity load data (solid black line) during the period 1–25 January
2019, with results of prediction by using GRNN model (dashed red line) with various feature
scenarios; (a) scenario-1; (b) scenario-2; (c) scenario-3; (d) scenario-4; (e) scenario-5; and (f) scenario-6.

We also optimize the GRNN and SVR model parameter settings to give the best
prediction. For the GRNN, there is only one parameter to be optimized, i.e., the “spread”
parameter. The spread parameter is optimized by varying its value, as shown in Table 3.
Table 3 shows results of various values of spread parameter of GRNN model for predicting
scenario-2. From this table, the spread value of 0.50 gives the best performance. We also
optimized parameter settings in the SVR model. The best result is obtained with radial
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basis function kernel, regularization parameter C value of 100, kernel coefficient γ of 2,
ε value in SVR model is 0.1, and polynomial degree 3.

Table 3. Results of various value of parameter Spread in the GRNN model for scenario-2.

Spread CC RMSE

1.25 0.917 46.35
1.00 0.926 44.36
0.75 0.933 42.68
0.50 0.937 41.72

Not only using the GRNN, we also perform prediction by using the SVR model, in
which results of prediction by using two models are summarized in Table 4. Here, the best
scenario for the GRNN model is obtained by scenario-2, which results in a CC value of
0.937 and a root mean square error (RMSE) value of 41.72. For the SVR model, the best
scenario is obtained by scenario-3, i.e., with weather parameter temperature and net solar
radiation, resulting in a CC value of 0.934 and an RMSE value of 48.88. Note that the RMSE
value of the best scenario obtained by using the GRNN model is lower than the SVR model.
It is also the same with the CC value; the GRNN model gives slightly better performance
than the SVR model.

Table 4. Results of prediction by using GRNN and SVR model with various weather parameter
scenarios, as described in Table 2.

Scenario
GRNN SVR

CC RMSE CC RMSE

1 0.886 53.87 0.877 62.21
2 0.937 41.72 0.929 49.88
3 0.897 50.79 0.934 48.88
4 0.894 52.44 0.917 53.44
5 0.884 54.62 0.906 55.43
6 0.879 53.61 0.876 59.51

4.2. Prediction Using Moving Average Data

We also explore the possibility of improving the accuracy of the machine-learning-
based electricity forecasting system by adding another feature configuration. In this sub-
section, we experiment with scenarios when additional features are added into machine
learning, i.e., moving average (MA) data of the electricity load data. The moving average
data is the electricity load that is averaged with a specific time frame range. It is possible
to obtain this MA data in the implementation of the electricity load forecasting as long as
realization (observation) data of electricity load can be accessed directly and fed into the
machine learning forecasting system.

This subsection added three scenarios of moving average (MA) data, i.e., monthly,
weekly, and daily moving average data. Monthly moving average data means that averaged
electricity load data is calculated with a time frame of one month from the time series
of historical electricity load data. The MA information is fed into the machine learning
forecasting system. To compare how effective the addition of MA data was into the machine
learning model, we performed electricity load prediction using the GRNN and SVR model
with scenario-2, as shown in the previous subsection. The scenario-2 is added with monthly,
weekly, and daily MA as new scenarios. Figure 9 shows the results of each scenario with
MA data. From Figure 9, the scenario with monthly MA data results in worse performance
than the scenario without MA.
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Figure 9. Comparison between electricity load data (solid black line) during the period 1–20 January
2019, with results of prediction by using GRNN model (dashed red line) with various feature moving
averaged (M.A.) scenarios; (a) scenario without M.A.; (b) scenario with MA-Monthly; (c) scenario
with MA-Weekly; (d) scenario with MA-Daily.

On the other hand, better performance is achieved by scenarios with weekly and daily
MA data. Quantitatively, each scenario’s performance is summarized in Table 5 for both
using GRNN and SVR model. The best performance scenario for both GRNN and SVR is
the scenario with MA-daily; for the GRNN model, the best scenario gives a CC value of
0.956 and RMSE value of 28.82, whereas for the SVR model, it gives a CC value of 0.965,
and RMSE value of 44.40. Note that the SVR model gives slightly better performance in
terms of CC value than the GRNN model results but gives a worse performance in terms of
RMSE value. Overall, the GRNN model gives better results than the SVR model.

Table 5. Results of prediction by using GRNN and SVR model with various scenario with Moving
Average (M.A.) values; Monthly, Weekly, and Daily.

Scenario
GRNN SVR

CC RMSE CC RMSE

Without MA 0.937 41.72 0.929 49.88
MA-Monthly 0.884 54.62 0.931 47.88
MA-Weekly 0.916 40.27 0.943 46.77
MA-Daily 0.956 28.82 0.965 44.40
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We compare prediction results using a scenario with MA-daily in Figure 10 for both
GRNN and SVR models. Qualitatively, the GRNN gives better prediction, especially
vertical direction errors, confirmed by RMSE values as in Table 5.

Figure 10. Comparison between electricity load testing data (solid black line) with results of prediction
by using GRNN model (dashed red line), and SVR (dotted magenta line) for Scenario with MA-Daily;
(a) during the period 1 January–1 August 2019; (b) during the period 1–20 January 2019.

5. Conclusions

This paper aims to design a machine-learning-based electricity load forecasting system.
We investigate two primary studies, i.e., exploratory data, to investigate the correlation
between weather parameters and electricity load data and feature selection optimiza-
tion for the machine learning forecasting model. This paper uses a statistical method,
i.e., the correlation coefficient (CC), to select highly correlated weather parameters with the
electricity load data. The results of this step are used as input for the machine-learning-
based electricity forecasting model, which is not considered a statistical method. However,
our results show that this feature selection step significantly affects the machine learning
prediction accuracy. We found that this statistically based feature selection improves the
accuracy of the machine learning model.

Results from exploratory data conclude that three weather parameters highly corre-
lated with the electricity load in Bali islands, i.e., 2 m temperature, net solar radiation,
and wind speed. Other weather parameters, such as rainfall rate, pressure, and relative
humidity, are less correlated. To investigate the effects of weather parameters as feature
input for the machine learning model, we perform scenarios in which we added one-by-one
weather parameters, from high to low correlated weather parameters. For the GRNN
model, the best performance scenario is achieved for the featured scenario only with 2 m
temperature, a CC value of 0.937, and an RMSE value of 41.72. On the other hand, the best
performance scenario for the SVR model is a feature scenario of 2 m temperature and net
solar radiation, resulting in a CC value of 0.934 and an RMSE value of 48.88. Predicting
using the GRNN is better than the SVR, especially in terms of correlation coefficient (CC)
value and RMSE value, as shown in scenario-2 in Section 4.1. This result can be related to
the fact that the GRNN only has one parameter to be optimized, i.e., the spread parameter.
In contrast, there are more parameters to be optimized in the SVR model, i.e., type of kernel
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function, regularization parameter, kernel coefficient, polynomial degree, etc. Therefore,
optimizing the GRNN is more straightforward than the SVR. Moreover, the GRNN is a
model with strong nonlinear mapping capabilities suitable for solving the electricity load
forecasting problem with weather parameter features, as in this paper.

To improve the performance of the prediction, we also investigate an option to add
another feature to the machine learning forecasting model, i.e., we add the moving average
(MA) of historical electricity load data itself to the machine learning. There are three
scenarios of moving average data that we investigated, i.e., monthly, weekly, and daily
moving average data. Scenario with the additional feature of MA-monthly data gives
worse performance than scenario without MA-monthly data. The other two scenarios,
i.e., MA-weekly and MA-daily, give better performance than without MA data. The best
performance scenario is achieved with MA-daily data; the GRNN model gives the CC
value of 0.956, RMSE of 28.82, and the SVR model gives the CC value of 0.965 and RMSE
value of 44.40. In conclusion, the GRNN model performs better than the SVR model
regarding the RMSE value. The inclusion of moving average electricity load data is possible
when the forecasting system can obtain near real-time realization (observation) data of
electricity load.

For future research direction, there are several points that can be investigated further.
Firstly, to further improve the accuracy of the electricity load prediction, more advanced
machine learning models can be investigated, i.e., deep learning models. Secondly, in
an area that is connected with multiple electricity grid systems, the correlation between
weather parameters and electricity load can be low. Therefore, a new technique for feature
selection is needed to design electricity load forecasting for this type of area.
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