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Abstract: This paper presents the implementation of a single-controllable microgrid in the engineering
school of the Federal University of Minas Gerais using commercial devices. Such a microgrid
exchanges controllable active and reactive power terms with the upstream grid, proportionally shares
active/reactive power among the battery-based DERs and endows the microgrid with the capability
of operating in both grid-connected and islanded modes. The energy storage system is composed of
three different battery technologies: lead-acid, lithium-ion and sodium–nickel, which are coordinately
controlled according to their inherent features. A usable average energy control is proposed to avoid
mismatches between the batteries’ states of charge. The single-controllable microgrid performs the
following services: self-consumption, energy time shift, peak-shaving and reactive power support
to the upstream grid. The coordinated secondary control and the operating modes of the microgrid
were validated by means of full-scale experimental results using commercial devices. The lithium-ion
battery showed the best performance in terms of round-trip efficiency, 93% over 85% (lead-acid) and
81% (sodium–nickel). The results demonstrated the microgrid’s capability of delivering ancillary
services at the connection with the upstream grid, and proportionally exploiting the dispersed battery
banks. In addition, the challenges of practical implementation were analyzed.

Keywords: battery; distributed generation; hosting capacity; microgrid; power dispatch

1. Introduction

Currently, microgrids (MGs) are appealing solutions to the large proliferation of
power converters that are embedded in distributed energy resources (DERs) and electric
vehicles (EVs) that must exchange power with the distribution power system [1]. The
poor coordination of such elements results in an overall hosting capacity (hosting capacity
is it the capacity of sources and loads that a certain grid or microgrid can host) (HC)
limit [2] of about 20–50% of MV/LV transformer rated power, according to the pre-existing
grid infrastructure [3]. The bottlenecks usually are the following: overvoltage, conductor
thermal capacity and voltage imbalance [4].

There are three approaches to raise the HC limit: (i) grid reinforcement, (ii) au-
tonomous ancillary services in DERs, and iii) coordination of loads and DERs in MGs.
The first approach requires prompt and significant augmentation of the grid, and has
consequently been avoided thus far. The second approach is currently being applied,
as recommended by the IEEE Std. 1547–2018 [5]; the third approach is based on single-
controllable MG models [6]. This latter approach involves the hierarchical interconnection
of smaller MGs (i.e., picogrids, nanogrids, microgrids, etc.) to larger MGs (i.e., milligrids,
megagrids, gigagrids, etc.) [7].

Although the definitions of such variations of MG are not consolidated in literature,
herein an advanced MG structure must be able to do the following:
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• perform power sharing among the DERs in order to minimize the line power losses;
• regulate the active and reactive power exchanged with the upstream grid as a single-

controllable entity;
• have the capability of operating in both grid-connected and islanded modes in order

to ensure high levels of electrical reliability.

If one of the aforementioned features is not present in the power structure, then it
should not be classified as single-controllable MG. The features of a single-controllable
entity are also referred to in [5] when stating that the standard applies to interconnection of
multiple DERs, considering the sum of their aggregate nameplate ratings.

A. Literature Review

The growing demand for microgrids that allow 100% renewable energy in current
electrical systems (i.e., maximum HC), with reliability and stability, has contributed to a
significant increase in MG laboratories and/or test beds. These laboratories have become a
fundamental tool for researchers and university students. In addition, they can be used to
validate and develop devices as well as adequate control strategies for each type of MG.
Due to the rapid evolution of devices that make up MGs, as well as the costs and time to
implement a physical laboratory, many universities and research centers have opted for the
development of virtual laboratories. These labs feature reduced costs and offer a greater
degree of freedom and flexibility for research activities [8]. The authors in [9] presented a
virtual laboratory that allows the study of the blocks that compose an MG. The lab was
developed using NI LabVIEW, MATLAB/Simulink software and Microsoft.Net Core open-
source platform. A virtual laboratory based on the student version of MATLAB/Simulink
was proposed in [10]. The project aims to prepare students for the job market, through
closer contact with the building blocks of MGs. However, the great flexibility of simulations
comes with a low fidelity of the results. As a workaround, using test beds based on
hardware-in-the-loop (HIL) simulations are employed. HIL setups allow users to obtain
simulation results that are similar to those obtained with real test beds, in addition to
providing good flexibility [11].

In [12], a universal test bed for an MG based on hardware-in-the-loop (HIL) was
proposed. The experimental test platform is composed of a real-time digital simulator
(RTDS) that is responsible for simulating the MG, a communication interface, an energy
management system (EMS) and a bi-directional converter (back-to-back) responsible for
connecting the MG with the laboratory’s local utility grid. The power-hardware-in-the-loop
(PHIL) technique was used in [13] for the development of a teaching laboratory focused on
the study of MGs as well as the devices that compose them. This configuration allows the
connection of a physical component (e.g., a photovoltaic inverter) to a simulated network
in real time, as used in [12]. The study focused on the grid-connected operation of an
MG and the exchange of energy between the devices that compose it. The authors in [14]
used the PHIL simulation technique to validate the operation of an islanded MG controller.
However, communication between the central controller and the devices, as well as the
energy exchange between the microgrid devices, were not evaluated.

Implementations that use the HIL technique and its variations are a dynamic tool
for the study and development of smart grids. However, this kind of setup still has a
high acquisition cost, which often inhibits its use by a larger number of researchers and
students [15]. On the other hand, test beds with real devices guarantee high fidelity to the
real application, although they are not very flexible as a result of the intrinsic characteristics
of each device and developed project. In [16], the authors proposed a modular test bed for
microgrid studies to use in a laboratory setting. However, the experimental framework is
still under development, and only incipient experimental results of the communication
between the key elements of MG were presented. In [17], the authors showed how to
design a smart grid test bed for educational purposes using open-source software, which
allows for the analysis and application of the most diverse resources applied in smart
grids. The idea of applying an open-source framework is to allow for greater interaction
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between students and researchers from different universities, and consequently continuous
improvement of the framework. The development of the experimental part is still in the
testing phase and will be presented in future papers.

A control structure for power sharing using the droop technique between neighboring
MGs was proposed in [18]. The test bed is based on two single-phase converters and two
photovoltaic simulators; the control structure was developed in NI LabVIEW software and
embedded in the sbRIO-9683 development board. In [19], the development of a central
controller for the MG laboratory at the University of Aalborg, Denmark was presented.
The complete control system applied in this laboratory is based on the hierarchical strategy
for MGs, and includes primary, secondary and tertiary controls. The primary control
loops were developed in MATLAB/Simulink and compiled in dSPACEs. The central
controller responsible for supervision and control was developed in LabVIEW. Renewable
energy sources were emulated by a DC source. Experimental results on compensation of
voltage and frequency deviation and voltage imbalance in an islanded MG were presented.
In [20], the authors presented the design and implementation of a microgrid laboratory for
teaching. The structure is composed of a wind turbine, photovoltaic energy, three DC/DC
converters (batteries, PV and wind) and a DC/AC converter responsible for connecting
the energy sources to the utility grid. Simulated and experimental results were presented.
In [21], the authors presented the structure of The Canadian Renewable Energy Laboratory
(CANREL). The article presents the MG structure that was built in a container approach and
integrates rooftop photovoltaic generation, photovoltaic and wind generation simulator, a
lithium-battery equipped battery management system (BMS), diesel generator, loads and
a hierarchical central control unit. The structure allows for operation in different modes;
however, the research is focused more on islanded operation of the system. An energy
management system for an MG applied to smart buildings was proposed in [22]. In order
to validate the strategy, the authors used the MG laboratory at the University of Sapienza
in Rome, which is composed of commercial devices such as a lithium BESS, solar PV and a
diesel generator. The strategy focuses on connected operation and the reduction in energy
costs via management of MGs.

As presented in IEEE Std. 2030.8–2018 [23], there is a tradeoff between the flexibility
of test beds using microgrid controllers and the fidelity of their results. In other words,
although simulations allow a wide range of applications and tests, they cannot portray
practical problems with high fidelity, and must be used principally in the preliminary stages
of development. Test benches with real devices can achieve high fidelity in the results,
but have low flexibility. Finally, simulations using HIL techniques and their variations
represent an approach that falls somewhere in the middle.

The in-practice evaluation for single-controllable MGs is valuable to validate typical
issues that are encountered only in practical implementation, such as the non-idealities
of communication links as random latencies in shared data networks due to traffic data.
The overall latency comprises the communication latency in addition to the inherent time
required for inverters to update their output power after receiving a power command. In
current commercial devices, this requires tens of seconds, and latencies are directly related
to the MG time response.

In summation, Table 1 compares single-controllable MGs using different approaches
in coordinated MG control to perform ancillary services. Note that none of them, except
for this manuscript, have validated the operation of single-controllable MGs through
experimental configuration using commercial devices with active function (i.e., P and Q
control), and coordinated to perform ancillary services with the upstream grid.

Regarding energy storage systems, MGs equipped with several batteries of different
technologies and/or ages are challenged in exploiting the maximum usable energy of every
unit. The usable energy is defined as the area between minimum and maximum SoC values,
and may also be a function of the released capacity [24], as typically for lithium-ion it is
15–95%, lead-acid 70–90% and sodium–nickel 35–95%. These numbers represent 80%, 20%
and 60% of the depth of discharge to the nameplate capacity for lithium-ion, lead-acid and
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sodium–nickel technologies, respectively. If no coordinated control of usable energy is
applied to the MG structure, then it will not be able to fully exploit the stored energy in
all dispersed battery banks, since the proportional exploitation will limit to the first bank
that reaches its maximum or minimum SoC value. It is noteworthy that none of the test
benches presented in Table 1 used different battery technologies in their structures.

Table 1. Comparison between state-of-the-art single-controllable microgrids.

Ref.-Year Single-Controllable MG Control
Approach MG Ancillary Service Results/Validation

[12]-2014 Yes—centralized demand–response, island PHIL

[13]-2017 Yes—centralized, droop control peak-shaving, regulation of voltage PHIL

[19]-2015 Yes—centralized, droop control regulation of freq. and voltage, island exp. setup with lab devices

[20]-2021 Yes—centralized demand–response exp. setup with lab devices

[21]-2020 Yes—centralized demand–response, island exp. setup with lab devices

[22]-2021 Yes—centralized self-consumption exp. setup with lab devices

[25]-2014 yes—master-slave cooperative control power factor control, island exp. setup with lab devices

[26]-2018 yes—distributed leader follower
control power flow control, island time-domain simulations

[27]-2019 yes—model-based E-LAN approach power steering in feeders, island MatLab simulation

[28]-2019 yes—droop control intra-phase power control, isolated PSCAD simulation

[29]-2020 yes—distributed two level control regulation of freq. and voltage, island exp. setup with lab devices

[30]-2020 yes—model-based E-LAN approach power flow control, island,
demand–response real-time validation

[31]-2020 yes—centralized logic and predictive
control spinning power reserve intra-day simulations

[32]-2021 yes—model-free power-based control volt-var function, spinning reserve MatLab simulation

Herein yes—model-free power-based control
with average energy weight

self-consumption, energy time shift,
reactive power support, island exp. setup with comm. devices

B. Paper Contributions and Organization

This paper depicts a practical implementation of a single-controllable MG developed in
the School of Engineering at Federal University of Minas Gerais (UFMG), Brazil, supported
by Petrobras S.A. Such an MG is deployed (i) using off-the-shelf commercial equipment that
complies with current grid codes; (ii) is oriented to regulate active/reactive power at the
PCC with the mains; and (iii) is based on a generic model-free formulation that considers
arbitrary connection of inverters. The battery-based DERs use lead-acid, lithium-ion and
sodium–nickel technologies. In order to avoid mismatches between the states of charge
of different battery technologies, this paper proposes (iv) a usable average energy control
embedded in the secondary MG control. Then, considering the above-mentioned scenario
and incorporated features (i.e., from (i) to (iv)), the contributions of this paper are as follows:

• The development of a model-free and centralized coordinated control strategy, which
steers different battery-based DERs to achieve proportional sharing among DERs and
equalizes the usable energy of batteries;

• A coordination strategy that also supports the rarely addressed concept of single-
controllable MG with arbitrarily connected (line-to-line inverters in three-phase four-
wire grid) inverters that perform self-consumption and reactive power support,
thereby lessening the burden of power dispatch of the upstream grid, if desired;

• Experimental results of an in-practice MG implementation using commercial inverters
that apply controllable ancillary services at the MG point of connection to the upstream
grid, coordinating battery banks of different technologies;



Energies 2022, 15, 6400 5 of 22

• Development of a test bench for microgrids with commercial inverters and the use of
open-source software, which facilitates its reproduction by other universities that seek
to develop teaching and research laboratories focused on microgrids.

This paper is organized as follows: Section 2 describes the MG structure and control
organization. Section 3 presents the coordinated control used to steer DERs, the proposed
usable average energy control and the power and communication elements. Section 4
shows the experimental results that consider self-consumption, energy time shift, grid
support and island mode. Finally, Section 5 concludes this paper.

2. Microgrid Structure and Control

A. Microgrid structure

Figure 1 shows the centralized three-phase four-wire MG structure that has been
running since July/2021. It consists of a centralized backup grid-forming system (full four-
quadrant grid simulator TC.ACS); CB1 and CB2 breakers responsible for switching the MG
operating modes, i.e., grid connected (CB1 closed and CB2 open) and islanded (CB1 open
and CB2 closed); CB3 and CB4 breakers to disconnect non-critical loads under island mode;
a PV power system with a 12-kilowatt three-phase inverter from PHB–PHB12KN-DT; a
programmable power load (regenerative four-quadrant AC load NHR 9430); an AC bus for
critical load connection (i.e., island operation transitioning); and three battery inverters of 6
kW each from SMA (sunny island 6.0 H), supplied by three different battery banks of about
5 kW/15 kWh of usable energy: lead-acid (48 V–1320 Ah)—six strings in parallel composed
of four batteries in each of 12MS234 from Moura; lithium-ion (48 V–500 Ah)—five modules
in parallel of UPLFP48 from Unipower; and sodium–nickel (48 V–400 Ah)—two modules
in parallel of 48TL200 from FZSONICK. It is worth highlighting that the battery inverters
are in delta connection due to their required voltage level (about 230 V). Such an MG
is coordinated by means of a centralized controller, a Raspberry Pi B3+ embedded in a
power node device in star connection at the MG PCC. The power node measures grid
voltages and currents and computes the active and reactive powers, transferring them to
the central controller (CC) through a ModBus RTU (RS-485) communication link. It also
performs non-critical load shedding (CB3 and CB4) during MG-islanded operation. The
CC interoperability with the battery inverters is based on ModBus TCP. Finally, Figure 2
shows a picture of the actual installation at UFMG.

B. Microgrid protection system

By using commercial off-the-shelf devices in compliance with current grid codes, the
proposed MG already inherits several protections defined in the standards and embedded
in these devices. SMA Sunny Island 6.0H inverters, for example, have the following protec-
tions: AC short-circuit/AC overload; DC reverse polarity protection/DC fuse; overtem-
perature/battery deep discharge; and overvoltage category as per IEC 60664. The PHB
inverter model PHB12KN-DT used in the photovoltaic plant has the following protections:
DC reverse polarity protection; DC/AC surge protection; insulation resistance monitoring;
AC short-circuit protection; ground fault monitoring; anti-islanding protection. In addition,
lithium-ion and sodium–nickel batteries are equipped with a battery management system
(BMS) that provides specific battery protection. In addition to the native protections of
commercial devices, three switchboards are included in the MG, as shown in Figure 2.
The DC switchboard is responsible for protecting the batteries; the SMAs switchboard is
responsible for protecting the AC side of the SMAs; and finally, the central switchboard is
responsible for protecting loads in general, and for connecting the MG to the utility grid.
The switchboards, in addition to contributing to the protection of the MG, allow the circuit
to be disconnected during maintenance processes.



Energies 2022, 15, 6400 6 of 22Energies 2022, 15, x FOR PEER REVIEW 6 of 24 
 

 

 

Figure 1. Block diagram of the single-controllable microgrid. 

 

Figure 2. Actual installation of the single-controllable microgrid at UFMG, Brazil. 

B. Microgrid protection system 

By using commercial off-the-shelf devices in compliance with current grid codes, the 

proposed MG already inherits several protections defined in the standards and embedded 

in these devices. SMA Sunny Island 6.0H inverters, for example, have the following pro-

tections: AC short-circuit/AC overload; DC reverse polarity protection/DC fuse; over-

temperature/battery deep discharge; and overvoltage category as per IEC 60664. The PHB 

inverter model PHB12KN-DT used in the photovoltaic plant has the following protec-

tions: DC reverse polarity protection; DC/AC surge protection; insulation resistance mon-

itoring; AC short-circuit protection; ground fault monitoring; anti-islanding protection. In 

addition, lithium-ion and sodium–nickel batteries are equipped with a battery manage-

ment system (BMS) that provides specific battery protection. In addition to the native pro-

tections of commercial devices, three switchboards are included in the MG, as shown in 

Figure 2. The DC switchboard is responsible for protecting the batteries; the SMAs switch-

board is responsible for protecting the AC side of the SMAs; and finally, the central 

switchboard is responsible for protecting loads in general, and for connecting the MG to 

 Backup programmable 

source (30 kVA) CB2

CB1

Programmable Load

(12 kVA)

DER1

DER2

DER3

Central 

Controller

PCC

M
o

d
B

u
s 

R
T

U

(R
S

-4
8

5
)

I V

A

B C

48 V
500 Ah

ModBus 

TCP

Utility grid

3P + N

48 V
400 Ah

48 V
1320 Ah

Lithium

Lead acid

Sodium -
nickel

Critical 

loadsPV plant
37 kWp

ModBus 

TCP

SOC
   –     

SOC
   –     

SOC
   –     Power 

Node

Raspberry Pi 3 B+

Database

 and Supervisory

HTTP

Non-critical 

loads 

CB3 CB4

Figure 1. Block diagram of the single-controllable microgrid.

Energies 2022, 15, x FOR PEER REVIEW 6 of 24 
 

 

 

Figure 1. Block diagram of the single-controllable microgrid. 

 

Figure 2. Actual installation of the single-controllable microgrid at UFMG, Brazil. 

B. Microgrid protection system 

By using commercial off-the-shelf devices in compliance with current grid codes, the 

proposed MG already inherits several protections defined in the standards and embedded 

in these devices. SMA Sunny Island 6.0H inverters, for example, have the following pro-

tections: AC short-circuit/AC overload; DC reverse polarity protection/DC fuse; over-

temperature/battery deep discharge; and overvoltage category as per IEC 60664. The PHB 

inverter model PHB12KN-DT used in the photovoltaic plant has the following protec-

tions: DC reverse polarity protection; DC/AC surge protection; insulation resistance mon-

itoring; AC short-circuit protection; ground fault monitoring; anti-islanding protection. In 

addition, lithium-ion and sodium–nickel batteries are equipped with a battery manage-

ment system (BMS) that provides specific battery protection. In addition to the native pro-

tections of commercial devices, three switchboards are included in the MG, as shown in 

Figure 2. The DC switchboard is responsible for protecting the batteries; the SMAs switch-

board is responsible for protecting the AC side of the SMAs; and finally, the central 

switchboard is responsible for protecting loads in general, and for connecting the MG to 

 Backup programmable 

source (30 kVA) CB2

CB1

Programmable Load

(12 kVA)

DER1

DER2

DER3

Central 

Controller

PCC

M
o

d
B

u
s 

R
T

U

(R
S

-4
8

5
)

I V

A

B C

48 V
500 Ah

ModBus 

TCP

Utility grid

3P + N

48 V
400 Ah

48 V
1320 Ah

Lithium

Lead acid

Sodium -
nickel

Critical 

loadsPV plant
37 kWp

ModBus 

TCP

SOC
   –     

SOC
   –     

SOC
   –     Power 

Node

Raspberry Pi 3 B+

Database

 and Supervisory

HTTP

Non-critical 

loads 

CB3 CB4

Figure 2. Actual installation of the single-controllable microgrid at UFMG, Brazil.

C. Control and Organization

The hierarchical MG architecture is adopted to coordinate the local operation of DERs,
and to provide specific ancillary services to the single-controllable MG, as shown in Figure 3.
The hierarchical control uses a communication link to exchange data between the CC and
the distributed DERs. The content of the data transmitted from DERs to the CC comprises
the current status of output power as well as rated and generation capacities. The reverse
path of communication is the scaling coefficients used to set the power references in the
local controller of DERs.
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The hierarchical architecture is based on the well-known concept of layers [33]. The
primary layer is responsible for the local operation of each DER. It offers basic services (e.g.,
current/voltage control, grid synchronization) and specific functions (e.g., anti-islanding,
voltage provision, etc.). The primary layer is devised by the manufacturers of the DERs; the
basic functions do not rely on communication, while the specific functions can be steered
using communication [34,35]. The photovoltaic plant is also composed of commercial
inverters. Details such as the topology used, the structure of the output filter, control
loops and the strategy used in the maximum power point tracking (MPPT) method are
not provided by the manufacturer. The photovoltaic plant has a passive function in the
microgrid; that is, it is not a dispatchable energy source.

The secondary layer consists of the modified power-based control (MPBC) algo-
rithm [36], which defines the scaling coefficients and therefore, the active and reactive
power references of the DERs. The secondary layer can achieve several targets (e.g., pro-
portional power sharing among DERs, grid power flow control, voltage regulation and
imbalance compensation) [37].

Finally, the tertiary layer performs the interoperability between the MG CC and the
MG operator (MGO). Such interoperability sets the middle- and long-term power-flow as
well as ancillary services scheduling at the MG level. It usually takes into consideration the
MG’s own limits and interests, the upstream grid requirements and the interoperability
between the MGO with the distribution system operator (DSO).

In [38], an example of coordinated control applied to a distributed hybrid network was
presented, focusing on energy transactions between the systems. The authors proposed a
method for optimal system operation, in addition to evaluating the strategy considering a
centralized control, and then with distributed control units.

D. Communication Infrastructure

Figure 1 shows the MG communication infrastructure. The DER units have a local
communication interface, as recommended by IEEE Std. 1547–2018 [5]. The communication
protocol used between the DERs and the CC is based on ModBus TCP, according to IEEE
2030.9–2019 [39]. The ModBus protocol paves the way for the interconnection of DERs from
different manufacturers in a single-controllable MG. The SunSpec ModBus protocol [40]
has emerged from the commercial alliance of more than 120 companies from the distributed
energy industry which seeks “plug & play” integration for the sector. The communication
between the power node device and the CC occurs via ModBus RTU (RS-485) at a baud
rate of 115200 bits/s. Both Modbus protocols run with a polling rate of 5 s.
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The Node-RED programming tool was used to develop the CC algorithm (i.e., modi-
fied power-based control–MPBC [36]). For the sake of stability, the secondary control must
be processed at a lower rate than the traffic of data through the communication network.
Then, the MPBC algorithm is executed once every minute because the SMA Sunny Island
inverter inherits high latency in updating its output power after having received a power
command via the ModBus TCP port.

Finally, communication between the database/supervisory and the CC is carried out
once every minute via HTTP protocol, as shown in Figure 1. This ensures the interoperabil-
ity of the MG with external agents, such as the MGO and/or DSO.

E. Database and Supervisory

The data generated during the MG operation are handled by a supervisory and data
acquisition system, in order to evaluate the behavior of the overall MG. The Raspberry PI
obtains through the Modbus TCP channel the power, voltage and state of charge, among
other information, from the sensors in the MG, and then transfers these data to a private
server. Such data are sent via HTTP protocol, and are processed and stored in parallel
in this server, as shown in Figure 1. The data are available via authentication of users to
visualize the MG behavior using reports and graphics generated in real time.

The database is used to evaluate the MG operation and to manage the middle- and
long-term power dispatchability. A free data storage service provided by Google (i.e.,
Firebase) is used to store the data processed during the MG operation. The data access and
the visual platform were devised in JavaScript language using the React library.

3. Centralized MG Control and Operating Modes

This section describes the coordinated control that is used in the single-controllable MG
capable of regulating the grid active/reactive power flow, steering phase-to-phase DERs
in three-phase four-wire grids and sharing power proportional to the inherent capability
of each inverter. The MG performs self-consumption, energy-time shift, island mode and
grid-support services without knowledge of grid parameters.

A. Microgrid Control Algorithm

The intrinsic feature of the implemented single-controllable MG (i.e., the connection
of three DERs in delta configuration and the measurement of electrical quantities at the CC
in star connection) has required modifications in the MG control over the previous version
of PBC [37]. Thus, the modified power-based control (MPBC) presented in [36] is applied.
Figure 4 schematically summarizes the cyclic operational steps of the MPBC algorithm,
which are detailed in Appendix A. The MPBC algorithm, developed in Node-RED, is
presented in Appendix B.

B. Full exploitation of different battery banks in the MG

If the single-controllable MG is endowed with different battery banks in terms of age
and/or technology, then the power sharing cannot be just proportional to the DERs’ power
capacity; it must also consider the usable energy. Thus, it is required to maintain usable
energy equalization among all battery banks dispersed throughout the MG, in order to
reach their maximum and minimum SOC values in about the same instant of time.

Thereby, the scaling coefficients are weighted in terms of usable energy in order to
guarantee the maximum exploitation of the battery banks. The CC gathers the usable
energy of each bank, and then computes them as in (1), shown as follows:

Eavg(k) =
EDERtab(k) + EDERtbc(k) + EDERtca(k)

J(k)
(1)

Therefore, the αP is calculated according to (2), and thereupon broadcasted to every
jth DER.
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i f Pmin
DERtmn

(k) ≤ P∗
DERtmn

(k + 1) ≤ Pmax
DERtmn

(k) thus

αPmn =
P∗

DERtmn (k+1)
Pmax

DERtmn (k)
· EDERtmn (k)

Eavg(k)

(2)
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C. Single-Controllable Microgrid Operating Modes

The single-controllable MG uses different operating modes according to its targets,
such as economical (self-consumption, energy time shift), electrical technical constraints (peak-
shaving), reliable operation (island mode) and upstream power quality enhancement (grid
operational support). The main operating modes are described as follows:

1. Self-consumption (SC): this mode minimizes the power flow exchanged between the
MG and the upstream grid, thereby maximizing the use of renewables. Under normal
operation of voltage, frequency and energy resources, the grid power flow is zero
and the MG operates in a manner that is virtually disconnected from the mains,
minimizing the impact on the upstream power system.

2. Energy time shift (ETS): this involves storing energy into the batteries when costs are
low, and delivering energy when the costs are high. It maximizes the profit and
shortens the payback period of DERs. In Brazil, the price of energy is about 3–4 times
more expensive during 17–20 h (peak time) than for outside this range. Then, it is
expected to store energy from the PV power plant and then self-supply the local loads
between 17–20 h. The peak-shaving service is similar to ETS, but takes into account the
peak load demand in order to alleviate the upstream feeders.

3. MG islanded operation (IO): this may occur intentionally or non-intentionally; the
former is planned for MG stability, whereas the latter is used for continuous power
supply during main grid absence. During the MG IO, the grid-forming converter
provides voltage reference to the grid-following ones, and the non-critical loads are
shed by means of remotely controlled breakers that are spread over the MG feeders.



Energies 2022, 15, 6400 10 of 22

4. Grid operational support (GOS): it enhances the power quality of the upstream grid
based on active/reactive power responses as a function of frequency/voltage devia-
tions. It is basically the freq/watt, volt/var and volt/watt functions applied to the MG
PCC with the upstream grid. Moreover, it can also compensate for load imbalances
by properly steering the phase-to-phase DERs.

4. Experimental Results

The experimental single-controllable MG based on commercial devices is shown in
Figures 1 and 2. The MG uses the hierarchical control of Section 1-B and the MPBC algo-
rithm of Appendix A. It is endowed with a communication infrastructure as described in
Section 2-C and the supervisory/data acquisition system of Section 2-D. The MG operation
is validated under the SC, ETS, IO and GOS modes. The maximum and minimum SOC
values of each battery bank have been defined, based on their inherent technology features
such as life cycle versus depth of discharge. Therefore, the SOC limits for the three battery
banks are as follows: lithium-ion 25–95%, lead-acid 65–90% and sodium–nickel 30–95%.
On the basis of these battery capacities (Section 2), their corresponding released capacity
values are 350 Ah, 330 Ah and 260 Ah, respectively. Finally, the power flow in the results
follows the notation criteria defined in Figure 1.

A. Self-consumption

The MG self-consumption service steers the grid power flow to zero, even under load
and PV power variations, as shown in Figure 5 (load and PCC active power) and Figure 6
(αPm and DER active power). The experiment begins with the control disabled and the
MG importing 2 kW per phase in the PCC to supply its loads, and at the instant of 360 s
the MPBC is enabled, so the power in the PCC goes to zero. At instant 630 s, the MG
load is disconnected and after 45 s the power flow in the PCC returns to zero. At t = 930 s,
the PV plant begins injecting 1.5 kW per phase of the MG, taking the load power to a
negative value as a result of the direction of the power flow. Then, at instant 1235 s, the PV
plant is disconnected from the MG. Power control in the PCC inherits the latency of the
communication system, in addition to the time required for the SMA inverters to update
their parameters via ModBus TCP. In practical implementation, this procedure takes about
45 s. Given this intrinsic latency of SMA inverters, the CC control cycle is set to 60 s in
order to ensure stable MG operation, as discussed in [41].
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B. Energy time shift

The challenge of this service is to completely deliver the energy during the 17–20 h
period of costly energy prices, considering three different battery technologies: lead-acid,
lithium-ion and sodium–nickel. In order to fully maximize the power delivery, the three
battery banks must inject power that is proportional to the overall usable energy stored in
the system, as well as consider their individual released capacities. Thus, this prevents a
battery bank from reaching its minimum limit of SOC before the other battery banks. If
this occurs, it will interrupt the ETS service or cause imbalances in power injected into the
upstream grid.

Figure 7 shows the output power, charged energy, discharged energy, SOC values of
each battery bank and PCC power. The battery charging process begins at around 6 am
with a power of 2.5 kW. As a result of the different battery technologies used, the charging
process ends at different times. In addition, it is observed that the sodium–nickel battery
reached its voltage limit twice during the charging process, and the central controller acted
by reducing the power during charging, which contributed to it ending the process last.
From the top graphic, one can see that the ETS service begins at 17 h and lasts up to 20 h,
delivering about 5 kW per battery bank. At 17 h, the three battery banks show maximum
SOC values, as shown in the fourth graphic. During the 3 h of ETS operation, the battery
banks delivered power in proportion to their released capacities according to (2). One can
see that the three battery banks achieved their minimum SOC values at 20 h. Thus, the three
battery banks were fully exploited, independent of their technology and inner features.

Finally, the round-trip efficiency is computed as the ratio between the discharging
net energy delivered and the total charging energy consumed. Then, Figure 7 shows
the round-trip efficiency for the battery banks: lithium-ion, 93%, lead-acid, 89% and
sodium–nickel 88%. During the seven months of operation (from June to December of
2021), the average round-trip efficiency values were 93% (lithium-ion), 85% (lead-acid) and
81% (sodium–nickel). These numbers are in accordance with values found in literature that
show 90–95% for lithium-ion, 80–85% for lead acid and 75–90% for sodium-nickel [42].
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C. Grid operational support

The MG GOS enhances the power quality in the upstream feeders, responds to volt-
age/frequency variations and compensates for load imbalances. The voltage and frequency
variations are set by a programmable grid source emulator.

C.1. Reactive power response to voltage variation

In this experiment, the ability of the microgrid to perform GOS to the electrical grid
upstream is verified through the reactive control in the PCC in the face of voltage variations.
The results of Figure 8 (PCC voltage and PCC reactive power) and Figure 9 (αQm and DER
reactive power) validate the response of the single-controllable MG to voltage variations.
The operation begins with the control disabled; at 330 s the MPBC is enabled, and the PCC
reactive power reference is precisely regulated according to its reference at 600 VAR. Then,
the mains voltage is reduced to 119 V in 650 s, being restored to its nominal value in 945 s,
remaining so until 1245 s when it is raised to 140 V, and finally restored to its nominal value
in 1560 s. The reactive power reference is set at the DC (i.e., secondary control layer) based
on a conventional steady-state volt-var function and the voltage measurement at the MG
PCC. The reactive power reference on the PCC is set to -1500 VAR during voltage sag and
to 1500 VAR during voltage rise. It is observed that the volt-var function is applied at the
connection point of the MG with the upstream grid, and not at the connection point of
the DERs with the MG. The latency in reactive power control is due to the delay in the
communication system and the time required to update the parameters of the SMA inverter
via the Modbus TCP network, with the latter having the greatest impact. The DERs have
their power output defined by the scalar coefficient αQm. The output power is equal to the
power in the PCC because no load is connected to the MG during this experiment.
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C.2. Active power response to frequency variation

The response of the single-controllable MG to frequency variation is validated in
Figure 10, where the grid frequency, PCC active power and αPm coefficient are shown.
The frequency drops to 59.6 Hz at 280 s, restores at 600 s, increases to 60.4 Hz at 860 s, and
then finally restores to 60 Hz at 1150 s. The reference of active power is set in the CC based
on a conventional steady-state frequency-watt function and on the frequency measured
at MG PCC by a phase-locked loop (PLL) [43]. The reduction in the voltage frequency in
the PCC indicates a high-power demand in the upstream grid, and at that moment the
MG begins exporting 2 kW per phase in order to relieve the system, and to contribute to
the reestablishment of the frequency. On the other hand, when the frequency increases in
the PCC, it means there is an operation with low demand on the utility grid, and at that
moment the central control changes the PCC reference so that 2 kW per phase is imported
to the MG. Such active power modulation is a response to upstream grid variations, or to
frequency deviations in an island of multiple MGs [44].
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C.3. Load unbalance compensation

This case study evaluates the capability of the single-controllable MG to operate
balanced at PCC even under load/generation imbalance. Figure 11 shows the PCC power
and DERs power when the MG supplies an unbalanced resistive load: 0.5 kW, 1 kW and
1.5 kW in phases a, b and c, respectively. At 200 s, the MPBC is enabled, and the PCC
power is controlled at P∗

PCC = 1 kW. Then, the PCC power reference changes to zero (at
680 s), to 0.5 kW at 860 s and to zero again at 1100 s, delivering always balanced power to
the upstream grid. Finally at 1380 s, the MPBC is disabled, resulting in unbalanced power
at the PCC. It is interesting to note that to achieve imbalance compensation in the PCC, the
DERs must operate unbalanced, as shown in Figure 11.
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D. Islanded operation

The MG islanded operating mode increases the level of electrical reliability to critical
loads. The transitioning from grid-connected to island mode may occur with a short-term
voltage interruption or smooth (i.e., seamless), depending on the hardware. MGs are
subject to different fault conditions, as are other elements of the electrical system. Therefore,
this experiment aims to evaluate the operation of the microgrid during a critical fault
(i.e., transition from connected to islanded mode). Figure 12 shows the experimental
results obtained during a non-intentional islanding of the implemented MG (breaker CB1
of Figure 1 is suddenly open). This transitioning requires 6 s. The SMA Sunny Island
inverter when set to grid-connected mode requires about 5–7 s to restore voltage to critical
loads [45]. Then, it does not fulfill the requirements of uninterruptible power supply, as per
IEC 62040.

Energies 2022, 15, x FOR PEER REVIEW 17 of 24 
 

 

 

Figure 12. Transitioning from grid-connected to islanded MG mode: grid voltage (yellow), inverter 

output voltage (green) and load current (blue). 

5. Conclusions 

This paper presented the practical implementation of a single-controllable MG based 

on commercial devices and open-source software. This approach creates possibilities for 

greater developments in MG labs at universities, allowing more interaction between re-

searchers and students with technology. The setup was validated under typical operating 

conditions, highlighting its capability to provide ancillary services (volt-var, freq-watt and 

power imbalance mitigation) at the point of the MG connection with the upstream grid.  

The coordinate control strategy based on the average usable energy for the three bat-

tery technologies is validated. It guaranteed that battery banks reach their minimum SOC 

values at about the same instant in time. The lithium-ion battery showed the best perfor-

mance in terms of round-trip efficiency, 93% over 85% (lead-acid) and 81% (sodium–

nickel). Lithium-ion battery technology also showed the best compromise between market 

availability, cost, energy density and usability. 

The centralized MG controller based on the MPBC was deployed using the Node-

RED programming tool in a Raspberry PI. This combination made possible a relatively 

fast prototyping of the microgrid central controller and the supervisor, as well as easy 

interaction with the Modbus communication protocol. However, for applications that re-

quire greater processing power as well as reliability and redundancy in the central control, 

the use of programmable logic controllers (PLCs) appears to be a good option. 

In order to update the power variables through the ModBus communication port, the 

SMA Sunny Island inverter inherits a delay of about one minute. It limits the MG response 

time on the order of a few minutes, which is quite reasonable for services based on steady-

state quantities, rather than on dynamic services as the reactive current support at the 

voltage level to create virtual inertia. The islanding transfer service cannot rely on com-

munication, and must be managed by the SMA inverters themselves. However, when they 

are set in grid-connected mode, six seconds are required to restore voltage, which may 

not be suitable for some types of critical loads. Therefore, it does not fulfill the require-

ments of uninterruptible power supply, as per IEC 62040. 

6s

5.5s

Figure 12. Transitioning from grid-connected to islanded MG mode: grid voltage (yellow), inverter
output voltage (green) and load current (blue).



Energies 2022, 15, 6400 16 of 22

5. Conclusions

This paper presented the practical implementation of a single-controllable MG based
on commercial devices and open-source software. This approach creates possibilities
for greater developments in MG labs at universities, allowing more interaction between
researchers and students with technology. The setup was validated under typical operating
conditions, highlighting its capability to provide ancillary services (volt-var, freq-watt and
power imbalance mitigation) at the point of the MG connection with the upstream grid.

The coordinate control strategy based on the average usable energy for the three battery
technologies is validated. It guaranteed that battery banks reach their minimum SOC values
at about the same instant in time. The lithium-ion battery showed the best performance in
terms of round-trip efficiency, 93% over 85% (lead-acid) and 81% (sodium–nickel). Lithium-
ion battery technology also showed the best compromise between market availability, cost,
energy density and usability.

The centralized MG controller based on the MPBC was deployed using the Node-
RED programming tool in a Raspberry PI. This combination made possible a relatively
fast prototyping of the microgrid central controller and the supervisor, as well as easy
interaction with the Modbus communication protocol. However, for applications that
require greater processing power as well as reliability and redundancy in the central
control, the use of programmable logic controllers (PLCs) appears to be a good option.

In order to update the power variables through the ModBus communication port,
the SMA Sunny Island inverter inherits a delay of about one minute. It limits the MG
response time on the order of a few minutes, which is quite reasonable for services based
on steady-state quantities, rather than on dynamic services as the reactive current support
at the voltage level to create virtual inertia. The islanding transfer service cannot rely on
communication, and must be managed by the SMA inverters themselves. However, when
they are set in grid-connected mode, six seconds are required to restore voltage, which may
not be suitable for some types of critical loads. Therefore, it does not fulfill the requirements
of uninterruptible power supply, as per IEC 62040.

The integration of new commercial devices from different manufacturers, as well
as the use of different communication protocols, are part of the continuity proposals of
this research.
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Appendix A

The MPBC description is split into the following: (1) data packet sent from DERs
to CC; (2) MPBC algorithm processed in the CC and scaling coefficients (αPmn and αQmn)
broadcasted to DERs; (3) full exploitation of different battery banks in the MG; and (4)
setting the local power references of DERs. The subscripts m and n stand for pairs of phases
a, b and c, and J is the number of DERs running in the MG control.

1. Data packet from DERs to central controller

The MPBC operates based on the status of the DERs, which are gathered by the CC at
the beginning of each control cycle, k. The status of each DERmn, where mn = ab, bc, ca,
comprises the actual output power

[
PDERjmn (k), QDERjmn(k)

]
; the maximum capacity to

provide active power at that instant [Pmax
DERjmn

(k)]; the maximum capacity to absorb active

power from the grid
[

Pmin
DERjmn

(k)
]
—given by a negative value; maximum idle power

capacity available at that instant [Qmax
DERjmn

] given by (1), where ADERjmn(k) is the rated
apparent power of DER; and the actual usable energy

[
EDERjmn(k)

]
.

Qmax
DERjmn

(k) =
√

ADERjmn(k)2 − PDERjmn (k)2 (A1)

2. MPBC algorithm processed into the CC

Once the CC has gathered all the required data packets from every jth DER, the status
of the whole MG is computed in terms of power quantities. The first step computes the
total power/energy quantities per mn-phase-to-phase, such as the following:[

PDERtmn , QDERtmn , Pmax
DERtmn

, Qmax
DERtmn

, EDERtmn

]
= ∑J

j=1

[
PDERjmn , QDERjmn , Pmax

DERjmn
, Qmax

DERjmn
, EDERjmn

] (A2)

The second step converts the phase-to-neutral PCC power terms measured and calcu-
lated by the CC in star connection (PPCCa , PPCCb and PPCCc ) to phase-to-phase PCC power
terms (PPCCab , PPCCbc and PPCCca ) in delta representation, by means of matrix A in (A3). The
reactive power quantities conversion from phase-to-neutral to phase-to-phase is similar, as
shown in (A4): PPCCab

PPCCbc
PPCCca

 =

 1 1 −1
−1 1 1
1 −1 1


︸ ︷︷ ︸

A

·

PPCCa

PPCCb
PPCCc

 (A3)

QPCCab
QPCCbc
QPCCca

 =

 1 1 −1
−1 1 1
1 −1 1


︸ ︷︷ ︸

A

·

QPCCa

QPCCb
QPCCc

 (A4)

where PPCCm and QPCCm are the active and reactive power measured per m-phase at the
grid side of the PCC, as shown in Figure 1.

The third step estimates the MG power demand based on power balance (i.e., the
sum of load and losses is equal to the generated power). Then, the active and reactive
power terms drawn between phases in the MG during the control cycle k are estimated
[PLtmn(k), QLtmn(k)] as per (A5)–(A10):

PLtab(k) = PPCCa(k) + PPCCb(k)− PPCCc(k) + PDERtab(k) (A5)

PLtbc(k) = −PPCCa(k) + PPCCb(k) + PPCCc(k) + PDERtbc(k) (A6)

PLtca(k) = PPCCa(k)− PPCCb(k) + PPCCc(k) + PDERtca(k) (A7)
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QLtab(k) = QPCCa(k) + QPCCb(k)− QPCCc(k) + QDERtab(k) (A8)

QLtbc(k) = −QPCCa(k) + QPCCb(k) + QPCCc(k) + QDERtbc(k) (A9)

QLtca(k) = QPCCa(k)− QPCCb(k) + QPCCc(k) + QDERtca(k) (A10)

Fourth step—the CC computes the active and reactive power references [P∗
DERtmn

(k + 1),
Q∗

DERtmn
(k + 1)] to be provided to the jth DER in the next control cycle (k + 1), as per (11)–(16):

P∗
DERtab

(k + 1) = PLtab(k)− P∗
PCCa

(k + 1)− P∗
PCCb

(k + 1) + P∗
PCCc

(k + 1) (A11)

P∗
DERtbc

(k + 1) = PLtbc(k) + P∗
PCCa

(k + 1)− P∗
PCCb

(k + 1)− P∗
PCCc

(k + 1) (A12)

P∗
DERtca

(k + 1) = PLtca(k)− P∗
PCCa

(k + 1) + P∗
PCCb

(k + 1)− P∗
PCCc

(k + 1) (A13)

Q∗
DERtab

(k + 1) = QLtab(k)− Q∗
PCCa

(k + 1)− Q∗
PCCb

(k + 1) + Q∗
PCCc

(k + 1) (A14)

Q∗
DERtbc

(k + 1) = QLtbc(k) + Q∗
PCCa

(k + 1)− Q∗
PCCb

(k + 1)− Q∗
PCCc

(k + 1) (A15)

Q∗
DERtca

(k + 1) = QLtca(k)− Q∗
PCCa

(k + 1) + Q∗
PCCb

(k + 1)− Q∗
PCCc

(k + 1) (A16)

where P∗
PCCm

(k + 1) and Q∗
PCCm

(k + 1) are, respectively, the active and reactive power
references of the phase power flow through the PCC. These power references can be
balanced or not, and are set based on the MG tertiary layer, which is beyond the scope of
this paper.

Finally, in the fifth step, the CC calculates the scalar coefficients for the jth DER
connected between the phases “mn” αPmn and αQmn (all ranging in the interval [−1, 1]). The
active power is controlled by the coefficient αP, while the reactive power is controlled by
the coefficient αQ.

The scalar coefficients are computed according to (A17)–(A20), depending on the
values of P∗

DERt and Q∗
DERt in comparison to the maximum (Pmax

DERt) and minimum (Pmin
DERt)

values. The sign of αP indicates an operation of delivering (if positive) or storing (if
negative) active power, while the sign of αQ commands generation of capacitive (if negative)
or absorption of inductive (if positive) reactive power. After the calculation of αP and αQ,
they are broadcasted to every jth DER.

i f P∗
DERtmn

(k + 1) < Pmin
DERtmn

(k) thus αPmn = −1 (A17)

i f Pmin
DERtmn

(k) ≤ P∗
DERtmn

(k + 1) ≤ Pmax
DERtmn

(k) thus αPmn =
P∗

DERtmn
(k + 1)

Pmax
DERtmn

(k)
(A18)

i f P∗
DERtmn

> Pmax
DERtmn

(k) thus αPmn = 1 (A19)

αQmn =
Q∗

DERtmn
(k + 1)

Qmax
DERtmn

(k)
(A20)

3. Power reference generator of DER local controller

After the DERs have received the scalar coefficients sent by the CC, they calculate their
individual active and reactive power references that are to be used in their inner control
loops (i.e., primary control layer), according to their individual maximum power capacity.
Table A1 shows the setting of the local power references for different status of coefficients.
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Table A1. Power references of the DERs implemented in each local controller.

Scalar Coefficients jth DER Power References

αPmn = −1 P∗
DERjmn

= Pmin
DERjmn

−1 < αPmn ≤ 0 P∗
DERjmn

= αPmn ·Pmin
DERjmn

0 < αPmn < 1 P∗
DERjmn

= αPmn ·Pmax
DERjmn

αPmn = 1 P∗
DERjmn

= Pmax
DERjmn

−1 ≤ αQmn ≤ 1 Q∗
DERjmn

= αQmn ·Qmax
DERjmn

Appendix B

Figures A1 and A2 show the MPBC algorithm developed in the Node-RED tool and
implemented in the Raspberry PI 3 B+.
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