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Abstract: Suvilahti, a suburb of the city of Vaasa in western Finland, was the first area to use seabed
sediment heat as the main source of heating for a high number of houses. Moreover, in the same
area, a unique land uplift effect is ongoing. The aim of this paper is to solve the challenges and
find opportunities caused by global warming by utilizing seabed sediment energy as a renewable
heat source. Measurement data of water and air temperature were analyzed, and correlations were
established for the sediment temperature data using Statistical Analysis System (SAS) Enterprise
Guide 7.1. software. The analysis and provisional forecast based on the autoregression integrated
moving average (ARIMA) model revealed that air and water temperatures show incremental increases
through time, and that sediment temperature has positive correlations with water temperature with a
2-month lag. Therefore, sediment heat energy is also expected to increase in the future. Factor analysis
validations show that the data have a normal cluster and no particular outliers. This study concludes
that sediment heat energy can be considered in prominent renewable production, transforming
climate change into a useful solution, at least in summertime.

Keywords: sediment temperature; Pearson’s correlations; autoregression integrated moving average
(ARIMA) modelling forecast; factor analysis; renewable energy

1. Introduction

Sediment energy is renewable energy because the thermal energy of the sediment
layer mainly originates from the Sun (with seasonal storage and loss). A minor portion
is from the Earth’s own geothermal energy. The flux in solar energy is from four to five
orders of magnitude larger than the flux in geothermal heat on a normal land surface [1–3].
The combination of geothermal energy and solar energy as an energy source is called
geoenergy [4]. Sediment heat is usually collected by the pipes that are horizontally installed
into the sediment layer, and circulating heat-extracting liquid in the pipes. The tempera-
ture profile of the sediment is collected using the Distributed Temperature Sensing (DTS)
method [5,6]. A more detailed review and description of the DTS is presented in an IEEE
journal publication by Ukil et al. [6]. The seawater battery for deep water applications has
been studied by Wilcock and Kauffman [7]. The sediment nutrient contents of total carbon
and nitrogen variation due to human activities has been investigated by Wang et al. [8]. On
the other hand, Reimers et al. [9] investigated a different way of harvesting energy from
Marchine sediment–water interface.

Hiltunen et al. [10] show a potential for sediment renewable carbon-free energy for
heat production in the local area. The use of thermal energy from the solid organic sediment
layer at the bottom of water bodies via heat-collection pipes, heat-carrier liquids, and heat
pumps is one of the new carbon-free ways to produce energy that was investigated by
the University of Vaasa. Sediment energy can be used for cooling in summer and heating
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in winter, as shown in the Suvilahti shallow bay in the city of Vaasa, Finland [1,10,11].
Mäkiranta et al. [12] studied the correlation between the temperatures of air, heat carrier
liquid, and seabed sediment in a renewable low-energy network. In their investigation,
they confirmed correlations between the air temperature, heat carrier liquid temperature
after 2 months, and the sediment temperature. A further study on seabed energy as an
annual renewable heat source demonstrated that the collection of heat energy does not
cause any permanent cooling of the sediment, and that the energy is sustainable. However,
the air temperature influences the water and sediment temperature [13]. Global warming
causes an air temperature increase and, in turn, an increase in the water temperature [11].
Further economic feasibility studies show that the collection depth has to be at least 3 m
below the sea bottom [13]. Sediment thermal conductivity values have been noted to
increase and stabilize in deeper layers. The depth of stable thermal conductivity values was
related to the sedimentary environment [14]. Thermal conductivity and thermal diffusivity
increase with increasing depth below the seafloor because they are negatively correlated
with porosity [15]. On the other hand, these relations are also important in other areas of
study, such as climate change and water quality analysis.

Depending on the lake type, the mixing and penetration of the solar energy to the
bottom of the lake differs. In the meromictic lake experiment in [2], the low or non-mixing
conditions of the lake water caused less annual temperature fluctuation than that observed
in deep water. The particular lake water they studied (Stewart’s Dark Lake) had a high
concentration of humic colloids or colored materials, thus resulting in a low level of solar
radiation penetration. This shows that the sediment water energy that builds up from
geothermal and solar energy depends on the type of water body [2]. Mixing, circulation
patterns in the lake, and direct isolation of solar energy can heat and/or cool the bottom
water of a lake. Moreover, direct heating from solar energy is influenced by the depth
of the lake water. The water body and bottom sediment of shallow lakes can easily be
heated. The results of Guo and Ma [16] also show that the temperature of seawater is
evidently influenced by the sediment–water heat exchange, and that tidal sediment was
a heat source providing warmth to the seawater. Golosov and Kirillin [17] studied two
lakes in Russia and Germany for their sediment conductivity, based on a model that uses
lake water temperature without any data on sediment thermal properties. This seems
very useful for the sediment-heat energy analysis. Lake sediments play an interesting and
appreciable role in heat transfer and exchange between lakes and the lower atmosphere
(ground earth) in the majority of lakes [17]. Pivato et al. [18] has also concluded that heat
flux at the sediment–water interface is crucial for soil temperature dynamics. Golosov
and Kirillin [17] state that their model can be used effectively to estimate the effect of
climate change on lakes, and can also be used to analyze the backward effect of lakes
on the climate system. Considering the benefits of near-bottom temperature analysis (at
the lake sediment boundary), crustal temperatures can be used to monitor the activity
of the benthic community and biochemical processes. This is especially important in ice-
covered lakes, where this comprises a major heat source in seasonal periods [17]. According
to Hamilton et al. [19], time-varying sediment heat flux can especially affect the water
temperature in ice-covered water bodies. Heat flows from the sediments to the water
column and from the water to the ice, which occurs during ice-cover periods [20].

The sediment heat budget becomes more significant as the average depth of a lake
decreases and is more significant nearer the shores than in deep water [2]. Smith [21] found
that measurements of water–sediment heat exchange can show differences in temperature
values due to the different time of year in which they are recorded, which makes it difficult
to compare them. The results of Tsay et al. [22] suggest that the accurate simulation of
thermal stratification in shallow transparent lakes requires consideration of sediment heat
flux. In addition, some studies show that activities and construction in a water body
can affect the water quality for some period of time. The buildup of sediment heat can
also affect the water quality, and this can be considered as one kind of environmental
risk caused by renewable energy use and production. In previous conference papers
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concerning Ostrobothnia, it has been indicated that constrictions that take place in the
water area influence the water-quality parameters. Sediment energy is one of the important
types of seaside energy solutions; therefore, it is important to consider it in the context of
further developments.

The objective of this study is to obtain new data on a unique heating and cooling
system in order to describe its status and operation, temperature distributions, correlation
tests, and dependency analysis. Temperature versus distance measurements can provide
data to optimize the size of the installation. The novelty of this study is in its researching a
possible connection between climate change and the utilization of seabed sediment heat
collection. This would help in the planning of new constructions in the future.

The research questions raised in this study are:

(1) Is there a correlation between different months vs. the distance from shore in sediment
temperature? At what distance is the maximum sediment heat energy production possible?

(2) Can climate change be advantageous for using sediment heat energy?
(3) What are the benefits for using sediment heat energy if weather temperatures become

warmer in summer and winter?

A research gap is expected to be filled by examining the correlation between distance
from shore and sediment temperature variations. The climate change effect can be advanta-
geous for renewable energy production. Furthermore, renewable energy production, which
uses climate change advantages, can potentially be used in the fight against climate change.

2. Materials and Methods
2.1. Data Collection Sites, Method, Descriptions and Validations

A housing fair was arranged in Suvilahti, Vaasa, in 2008. New houses were designed
to utilize the annually reloaded heat energy from seabed sediment as heating and cooling
energy. The energy was mainly generated by the Sun and collected through heat collection
pipes filled with heat collection fluid. A unique low-energy network was built to cover the
heating and cooling demand of 42 detached houses.

The total length of the Suvilahti seabed sediment heat collection pipeline was about
8 km (12 × 300 m and 14 × 300 m), and it was installed in the solid clay layer, horizontally
into the seabed sediment, by a horizontal drilling machine (Figure 1). The position of the
pipes was at 3–4 m depth from the sea bottom of the Gulf of Bothnia. Sediment heat is
extracted via this heat-collector pipe field in the sediment layer and heat pumps inside the
individual houses. The network is also used to cool houses in the summertime.

Figure 1. Suvilahti low-energy network sharing heating and cooling for 42 houses (Vaasan Ekolämpö Oy).
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Heat carrier fluid runs in the brackets of the pipe on the outer casing gathering thermal
energy. When the collection fluid reaches the end of the pipe, it returns to the shore through
the middle of the pipe to release thermal energy for the heat pump. After that, the fluid
begins the cycle again (Figure 2).

Figure 2. Profile of a Refla heat-collection pipe (A. Mäkiranta 2013).

Sediment temperatures were measured using a distributed temperature-sensing (DTS)
method in Suvilahti. A fiberglass cable was used as a linear temperature sensor. The cable
was installed on the surface of one heat-collection pipe during the building process of
the Housing Fair area. The total length of the cable temperature sensor was 300 m. The
measurement device and calibration configurations are shown in Figure 3. Measurements
were carried out once per month because of the delay in the air temperature influence on
sediment temperature. Sediment heat temperature data used in this analysis were recorded
during the years 2013–2016 and for only one month in 2018.

Figure 3. Sensornet Oryx DTS device that can be used even in outdoor conditions.
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Mäkiranta [5] has described the distributed temperature sensing (DTS) method and its
limitations in her thesis. DTS measurements were calibrated during each measurement with
the help of Pt100 (accuracy ± 0.25 ◦C) point sensors. A separate patch cable was used to
make the connection for calibrations. The patch cable was routed into an ice-bath to ensure
the temperature data validity in these double-ended measurements. The sensor cables in the
seabed sediment were installed on the outside of the system’s heat-collection pipes, which
contain the heat carrier fluid. The validity of the sediment temperature data can still be
regarded as reasonable due to the fact that the fluid’s influence on the surrounding sediment
temperature can be expected to be quite small. The forecasted data have limitations in
ARIMA modeling. Only 60 years of data were used to predict 40 years forward. This does
not satisfy the modeling prediction requirements. However, a similar result to our forecasts
was found in IPCC (2021) publications, which is why they are presented. Weather data were
collected from the Vaasa airport weather station for the years 1959–2019. The weather data
were collected by Finnish Metrological Institute. The water temperature data were taken
from water quality data collected by the ELY-keskus (Center for Economic Development,
Transport and the Environment) at the Eteläinen Kaupunkiselkä 1 sampling point in
the city of Vaasa between 1962 and 2018. The water data were used in autoregression
integrated moving average (ARIMA) forecast modeling. However, it is noted that the
water sampling point was different from the sediment energy installation point because
there is no long-term water quality measurement data that correspond with the sediment
energy installation points. The forecasted data have limitations in ARIMA modeling. Only
60 years of data were used to predict 40 years forward, which, again, does not satisfy the
modeling prediction requirements. However, it was a similar result to that found in IPCC
(2021) publications.

2.2. General Statistical Analysis Method

The analysis was conducted using SAS Enterprise Guide 7.1 software. The statistical
analysis conducted in SAS includes descriptive analysis, dependency analysis, autoregres-
sion integrated moving average (ARIMA) forecast modelling, and factor analysis. All
analyses were conducted using the prescribed software procedures for each tool, and
additional detailed information can be found at [23]. However, the general procedure used
in the statistical analyses was based on the eight steps of general data analysis procedure
(Dytham [24]) described below:

(1) Decide specific points of interest;
(2) Formulate several hypotheses;
(3) Design and choose the necessary data and parameters for analyses;
(4) Collect dummy data to form approximate values based on what was expected to be

obtained—some of our original data were used as dummy data during this analysis;
(5) Select appropriate tests;
(6) Carry out the test(s) using the dummy data;
(7) If there are problems, go back to step 3 (or 2); otherwise, proceed to use real data;
(8) Carry out the test(s) using the real data and report the findings and/or return to step 2.

3. Results
3.1. Summary of Statistics

The sediment temperature measurement distances from the shore stretched 0–300 m
towards the center of the water body. The normality of the data was checked at the
beginning. All of the temperature data were found to be non-normal for all years and
months, except for the distributions of distance measurements and in the Suvilahti Liito-
oravankatu location for August 2013 and August 2015. Figure 4 shows the 2016 September
data measured on 3 October 2016, and the December 2016 data measured on 10 January 2017.
The bold highlighted data for Vaasa, Suvilahti, Ketunkatu in Figure 4 shows incremental
or decremental increases in the years from 2013 to 2018. No yearly pattern was noticed at
Vaasa, Suvilahti, Liito-oravankatu. In Figure 4, the mean sediment temperature data for
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February and May show an incremental increase in line with the year of sampling. The
January data standard variation shows an increment in variation with increasing years.
However, September shows a decline in the standard variation level with increasing years.

Figure 4. Summary of statistical data for sediment temperature in degrees Celsius (◦C), summarized
for whole depths: mean, standard deviation, and median at Suvilahti, Ketunkatu, in the city of Vaasa.

Median values show incremental increases in the months of February and May, and
a decrement was noticed in December. The average highest sediment temperature was
recorded from June to December in almost all of the recorded years. Medians also show
similar results to the average values. January and August standard variation values were
among the highest in all of the years recorded in Ketunkatu. Figure 1 shows the summary
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of statistical data for sediment temperature at the Suvilahti, Ketunkatu site. Here, only the
main results are presented. The highest mean and median sediment temperatures were
observed in August 2013 at Ketunkatu. July 2016 showed the highest standard variations for
this site. The lowest mean and median for sediment temperatures observed at Ketunkatu
were seen in February 2014, and the lowest standard deviation was observed in May 2015.

A summary is given of the statistical data for sediment temperature at the Suvilahti,
Liito-oravankatu site. Standard variation values from October to December were the
highest in all years in Liito-oravankatu. No clear increment or decrement pattern can be
seen in the data. The highest average/mean and median sediment temperature values
were observed from July to September throughout the years. The highest mean and median
sediment temperatures at Liito-oravankatu were observed in September 2014. October
2016 showed the highest standard variations at this site. The lowest mean was seen in
January 2014 and the lowest median was in March 2014. The lowest standard deviation
was observed in August 2013.

3.2. Dependency Analysis

The correlation uses hypotheses that either confirm or falsify. The null hypothesis is
H0: the population correlation is zero (i.e., there is no linear relationship). The alternative
hypothesis is H1: the population correlation is not zero. If the correlation result is not
statistically significant it means the null hypothesis (H0) is accepted and the alternative
hypothesis (H1) is rejected. If it is statistically significant, then the alternative hypothesis
is accepted and the null hypothesis is rejected. Pearson’s correlation is an appropriate
analysis for this kind of non-ranked data, but to use Spearman’s rank correlation, the data
must be ranked beforehand.

With the exception of a few months, the results show statistically significant Pearson’s
correlations in months vs. distances from the shore towards to center of the water body.
June, July, August, and September vs. distance correlations were found to be negative
(Table 1). During these months, as the distance from the shore increases the temperature
declines significantly. A similar finding was also found in October 2016, but the sampling
day is closer to September than the middle of October, and is not statistically significant.
The rest of the months show positive correlation results. The negative correlation can
be explained thus: the nearer to the shore an area is, the less water cover it has and the
more heat travels to the sediment from water and sunshine. Therefore, if areas are close to
the shore in sunny months, the sediment temperature seems higher. One of the previous
studies in our group found that there is clear correlation between air, heat carrier liquid,
and sediment temperature with a 2-month lag in the sediment temperature. Thus, the
negative correlations noticed in this analysis might represent the effects of previous months
air and water temperatures. Table 1 shows Pearson’s correlations between the sampling
months of the year and increments of depth/distance at Suvilahti, Ketunkatu in the city
of Vaasa.

All of the August and July Pearson’s correlations were found to be negative, except
in August 2016 and July 2014 (Table 2). Moreover, only June 2014 also shows negative
correlations. All of the analyzed correlations between sediment heat in month vs. distance
were found to be statistically significant. The correlations of both sites in the city of Vaasa
(Suvilahti, Ketunkatu (Table 1) and Liito-oravankatu (Table 2)) show different results,
meaning that the correlations between monthly temperature vs. distance are very specific
to the location. Furthermore, as the sampling points were in the same water body, this
indicates a high specificity to the exact location. However, one can generalize the results
as the months with sunny weather show somewhat negative correlations, whereas the
rest of the months show positive correlations. Table 2 shows the Pearson’s correlations
between sampling months of the year and increments of depth/distance at Suvilahti,
Liito-oravankatu in the city of Vaasa.
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Table 1. Pearson’s correlations analysis between different months and increment of depth/distance at
Suvilahti, Ketunkatu in the city of Vaasa. The first row shows Pearson’s correlation results, the second
row shows statistical significance, and the third row shows the number of samples in each analysis.

Pearson’s Correlation for Month Temperature vs. Distance

Distance Distance Distance Distance Distance Distance Distance

distance
1 14 Jan-

uary
0.83502

14 July
−0.23757 15 Jan-

uary
0.83798

15 July
−0.36584 16 Jan-

uary
0.78473

16 July
−0.40112

<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001
297 297 297 297 297 297 297

13 Au-
gust

−0.06398 14
Febru-

ary

0.85858 14
August

−0.4735 15
Febru-

ary

0.84782 15
August

−0.45013 16
Febru-

ary

0.82599
August

−0.36077
0.2717 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

297 297 297 297 297 297 297
13

Septem-
ber

−0.26751
14

March

0.88269 14
Septem-

ber

−0.33784
15

March

0.861 15
Septem-

ber

−0.3517
16

March

0.85545
3 October 2016

−0.06442
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 0.2684

296 297 297 297 297 297 297

13 Oc-
tober

0.2583 14
April

0.88997
14 Oc-
tober

0.07311 14
April

0.92268
15 Oc-
tober

0.23263 16
April

0.78695
26 October

2016

0.56589
<0.0001 <0.0001 0.209 <0.0001 <0.0001 <0.0001 <0.0001

296 297 297 297 297 214 297
13

Novem-
ber

0.77142 13
May

0.36606 14
Novem-

ber

0.67664
15 May

0.60669 Nove-
mber

15

0.66131
16 May

0.58907
16 November

0.78826
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

296 297 297 297 297 297 297
13 De-
cem-
ber

0.81126 14
June

−0.21912
14 De-
cember

0.79345
15 June

−0.06697
15 De-
cember

0.78921
16 June

−0.18148 December
2016 (10

January 2017)

0.83927
<0.0001 0.0001 <0.0001 0.2499 <0.0001 0.0017 <0.0001

296 297 297 297 297 297 297

28 September
2018

0.35938
<0.0001

297

Table 2. Pearson’s correlations analysis between different months of years and increment of
depth/distance at Suvilahti, Liito-oravankatu, in the city of Vaasa. The first row shows Pearson’s
correlation results, the second row shows statistical significance, and the third row shows the number
of samples in each analysis.

Pearson’s Correlation for Month Temperature vs. Distance

Distance Distance Distance Distance Distance Distance Distance

distance
1 14

January
0.83861

14 July
0.66525 15

January
0.94156

15 July
−0.61598

16 June
0.62211

<0.0001 <0.0001 <0.0001 <0.0001 <0.0001
297 297 297 297 297 297

13 August
−0.68564 14

February
0.91661 14

August
−0.91378 15

February
0.95283 15

August
−0.38679

16 July
−0.88149

<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001
297 297 297 297 297 297

13
Septem-

ber

0.60053
14

March

0.9571 14
Septem-

ber

0.56162
15

March

0.94234 15
Septem-

ber

0.70828
16 August

0.66973
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

297 297 297 297 297 297

13
October

0.9159
14 April

0.93862
14

October

0.92784
15 April

0.96703
15

October

0.93696
3 October 2016

0.9117
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

297 297 297 297 297 297
13

Novem-
ber

0.91276
14 May

0.78181 14
Novem-

ber

0.95282
15 May

0.87094 15
Novem-

ber

0.95067
26 October 2016

0.94707
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

297 297 297 297 297 297

13
December

0.95347
14 June

−0.67468
14 De-
cember

0.96502
15 June

0.80705
15 De-
cember

0.96568
16 November

0.95512
<0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001

297 297 297 297 297 297
December 2016

(10 January
2017)

0.96501
<0.0001

297

28 September
2018

0.89186
<0.0001

297

In sunny weather, the further the distance from shore, the colder the sediment gets
because it is covered by more water. Thus, it might not get enough heat from the sun, and
the water that covers it may also be colder. However, the opposite is true in winter months
where the water or snow acts as a cover from the cold air temperature. Thus, this warms
the sediment temperature more if there is a greater distance from the shore. In this way, the
temperature changes behave more like the conditions seen in a geothermal context. Similar
conclusions have been drawn about winter months in previous studies conducted in our
research group, and one study showed that a significant positive correlation exists between
air and water temperatures. Inherently, it is obvious that the air temperature influences the
water temperature, in addition to the sun light irradiance.

The next few figures present Pearson’s correlation results for the year 2013 as examples
of the general correlation results. Figure 5 shows the negative correlations between August
2013 sediment temperature vs. distance from the shore. The August 2013 temperature
declines until almost a 50 m distance is reached from the shore, then rises after 50 m for
both locations. Thus, one can say that the water depth level after 50 m seems to become
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high enough to generate more cover for the sediment so that it receives more heat. It has
been noted [6] that within a 0–50 m distance from the shore, flora (reeds, etc.) might affect
the temperature. This is generally far enough from the shore that the sediment temperature
is also seen to rise, meaning that more heat can be collected at this distance using sediment
heat energy collection technologies. However, the water body type influences the distance
from the shore depending on how shallow or deep the water body is. Particularly, according
to our data, the best distance for sediment heat energy production is between 100 and 190 m
from the shore, confirming the findings of Mäkiranta. However, this seems to depend
on the month in which the data are collected, and in winter months there seems to be a
constant increase in sediment temperature as the distance from the shore increases. In the
upper section of Figure 5, the probability result is only at a 1% statistically significant level.

Figure 5. Plot showing Pearson’s correlations between August 2013 temperature and distance at
Suvilahti, in the city of Vaasa. Ketunkatu (above) and Liito-oravankatu (below). The meaning of
p-value = 14E−43 = 14 × 10 −43 (below).

Figure 6 shows the September 2013 sediment temperature vs. distance correlations;
the two locations have different results, where one is negative, and the other is positive.
This can show how area specificity can influence this kind of correlation analysis and the
sediment temperature patterns. Otherwise, the changes seen at different distances before
and after 50 m are similar.
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Figure 6. Plot showing Pearson’s correlations between September 2013 temperature and distance
at Suvilahti, in the city of Vaasa. Ketunkatu (above) and Liito-oravankatu (below). The meaning of
p-value = 304E−8 = 304 × 10−8 (above). The meaning of p-value = 17E−31 = 17 × 10−31 (below).

The difference between the results shown in the above two figures can be explained
by the correlations between August and September 2013 sediment temperatures in the two
locations. As noticed in further analysis, there are clear, statistically significant positive
correlations at Ketunkatu. However, in Liito-oravankatu, the August and September
2013 sediment temperature show negative correlations. This can be explained by the
specificity of both sediment temperature collection areas. Both locations had similar weather
temperatures and are located in relatively close proximity. However, the shallowness of
the water body and sediment soil characteristics can explain this to some extent and, as
both locations are in the same water body, the sediment soil or sand characteristics are
expected to be roughly similar. The October 2013 sediment temperature vs. distance shows
positive correlations for both locations (Figure 7). However, the correlation shows much
higher values for the Liito-oravankatu location. One can conclude that the location of
the Liito-oravankatu installation seems to be deeper compared to the Ketunkatu location.
This can be explained by the fact that, at the shore, the October temperature is lower in
Ketunkatu than in Liito-oravankatu. In October in Finland, the air and water temperatures
are somewhat colder due to the fact that winter is either approaching or has started already.
Moreover, the weather change results in sediment temperature changes. Another factor is
that, starting at the beginning of October, sediment heat uptake was started by the houses.
Thus, the decline in sediment heat temperature at the beginning shore in the winter months
could be due to the uptake of heat from sediment for household use.



Energies 2022, 15, 435 11 of 28

Figure 7. Plot showing Pearson’s correlation between October 2013 temperature and distance at
Suvilahti in the city of Vaasa. Ketunkatu (above) and Liito-oravankatu (below). The meaning of
p-value = 674E−8 = 674 × 10−8 (above). The meaning of p-value = 6E−119 = 6 × 10−119 (below).

Further analysis showed positive correlations at Ketunkatu and negative correlations
at Liito-oravankatu for sediment temperature between October and August 2013. In the
location of Ketunkatu, as the October 2013 temperature increases, so does the August 2013
temperature. The opposite is true for the Liito-oravankatu location. This can be explained
as the Liito-oravankatu installation is deeper, so the October 2013 temperature is lower than
August 2013 at a distance of about 50 m. This confirms that the Liito-oravankatu installation
location is deeper than Ketunkatu, in addition to the physical observation of the differences
in these installation sites. However, other results show that both locations show positive
correlations for October and September 2013 sediment temperatures. This is due to the fact
that both months’ temperatures are somehow similar, at a colder temperature. However,
at a specific depth location, the Ketunkatu sediment temperature is lower than that of
Liito-oravankatu, which also confirms the depth difference between the two installation
locations. Figure 8 shows positive correlations for November 2013 vs. distance for both
locations. However, the Ketunkatu site show less linear correlation values compared to
those of Liito-oravankatu. This is because the Liito-oravankatu installation is deeper than
the Ketunkatu site and, in Ketunkatu, the depth of the water seems to be lower, until it is
50 m distance from the shore.
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Figure 8. Plot showing Pearson’s correlation between November 2013 temperature and distances
at Suvilahti in the city of Vaasa. Ketunkatu (above) and Liito-oravankatu (below). The meaning of
p-value = 12E−60 = 12 × 10−60 (above). The meaning of p-value = 1E−116 = 1 × 10−116 (below).

Other analyses show both sites’ Pearson’s correlations between November 2013 and
August 2013 sediment temperatures, showing negative correlations. This is due to the fact
that the different months have different weather temperatures, which affect the sediment
heat energy or temperature. However, the Ketunkatu site correlations between November
2013 and August 2013 sediment temperatures are not statistically significant, which means
that the presented results are not robust. However, we can accept the Liito-oravankatu site
correlations for the same period as they are statistically significant. A similar observation
in the Ketunkatu site sediment temperature correlations between November 2013 and
September 2013 is not statistically significant, with a positive correlation. However, the
Liito-oravankatu site correlations result is statistically significant between November 2013
and September 2013, and show that both the sediment temperatures in November and
September were positive, even though the air temperature was negative most of the time.
This is because the depth of this site is much deeper than that of the Ketunkatu site.
December 2013 vs. distance correlations show similar results to those of November 2013 vs.
distance (Figure 8), and Figure 9 shows the December 2013 vs. distance correlations results
for both sites. Both sites show positive correlations, which are statistically significant.



Energies 2022, 15, 435 13 of 28

Figure 9. Plot showing Pearson’s correlation between December 2013 temperature and distance
at the city of Vaasa, Suvilahti. Ketunkatu (above) and Liito-oravankatu (below). The meaning of
p-value = 17E−71 = 17 × 10−71 (above). The meaning of p-value = 1E−155 = 1 × 10−155 (below).

November 2013 and October 2013 show statistically significant positive correlations.
This is because both months’ temperatures were very similar; however, the variation in
correlation values between the two sites reflects the differences in the site installation
depth. There is a positive Pearson’s correlation between December 2013 vs. September,
October, and November 2013, which is statistically significant. This is because these months
have similar air temperatures and cause similar sediment heat temperatures. However,
the correlations between December 2013 and August 2013 show a statistically significant
negative correlation. This can be explained by the difference between the two months’
air temperature levels causing different sediment heat temperatures. Figure 10 shows the
scatter plot matrix for all the correlation figures presented between the months of the year
in 2013 and distance for both sites.
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Figure 10. Scatter plot matrix showing the months of the year in 2013 vs. distance for both sites at
Suvilahti in the city of Vaasa. Ketunkatu (left) and Liito-oravankatu (right).

3.3. ARIMA Modeling Forecast

The forecasts presented here might not be representative because of a shortage of data.
To conduct a true long-term forecasting (40 years of forecast) in any kind of modelling
requires hundreds of years of data, which are not available in our area. However, the smaller
dataset can represent the future situation to some degree. The forecast results presented in
the current IPCC 2021 report [25] show approximately similar results. As can be seen in
Figure 11, the air temperature is predicted to increase significantly after the year 2041, based
on the collected data of mean air temperature between 1959 and 2019 from the Vaasa Airport
weather station collected by the Finnish Meteorological Institute (FMI). The same weather
station data predictions of snow depth (Figure 12) show a significant decline in 2033. The
main cause of these change expectations is global warming. Consequently, these changes
cause effects in water temperature, leading to changes in sediment temperature and its
heat energy production. This means that the climate change effect could be advantageous
for energy production is summer seasons. The snow cover is used as insulation for the
sediment energy build-up, but when there is no snow cover in the future, the sediment
energy in winter might decline. Furthermore, the warming of the winter weather may have
different consequences in winter sediment energy production. To date, even if it is cold in
winter, the sediment temperature has been positive, but this is expected to decline with
snow melting caused by increases in winter temperature.
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Figure 11. ARIMA analysis for the air temperature forecast over time from the Vaasa airport weather
station. In the figure -200 = minus 200. (a) shows temperature forecast from 2041 to 2043. (b) shows
forecast in air temperature from 2022 to 2044.

Our previous research found a positive correlation between air and water temperature,
and a positive correlation between water temperature and sediment temperature with
a 2-month lag. This suggests that air temperature affected by climate change will affect
the water temperature, as well as the sediment temperature. Figure 13 shows how water
temperature is expected to increase significantly after the year 2042. This forecast was
conducted in a water body near the city of Vaasa at the Eteläinen Kaupunkiselkä 1 water
sampling point by the Center for Economic Development, Transport and the Environment
(ELY-keskus), and means that the water temperature will also change after the indicated
air temperature increase in 2041. Moreover, it is expected this will lead to increases in
sediment temperature, given that water temperature and sediment temperature have
positive correlations after a 2-month lag. Consequently, energy production from sediment
energy is expected to increase in the future, using the effects of climate change to its
advantage, at least in the summer. However, in winter, this might be different.
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Figure 12. ARIMA analysis for the snow-depth forecast over time from the Vaasa airport weather
station. In the figure − 500 or −1000 = minus 500 or minus 1000. (a) shows forecast in snow depth
since 2033 up to 2035. (b) shows forecast in snow depth from 2022 to 2036.

Figure 13. Cont.
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Figure 13. ARIMA analysis for the water temperature forecast over time at a different location than
the sediment energy location (Eteläinen Kaupunkiselkä 1) near the city of Vaasa. In the figure –
200 = minus 200. (a) shows forecast in water temperature 2041 up to 2043. (b) shows forecast in water
temperature from 2022 to 2044.

3.4. Validations by Factor Analysis

The reliability and validity of quantitative research papers can be examined with
conducting factor analysis, regarding construct validity [26]. Therefore, a factor analysis
was conducted for both sediment energy sampling sites to validate the analyses that were
conducted in this paper.

3.4.1. Validations by Factor Analysis for City of Vaasa at Suvilahti, Ketunkatu Site Data

A total of 298 records were read, with 213 used and subject to significant tests (see
Table 3). Four factors appear to explain most of the variability in the data, and these are
presented in Table 3.

Table 3. Analysis information for factor analysis at the Ketunkatu site.

Input Data Type Raw Data

Number of Records Read 298

Number of Records Used 213
N for Significance Tests 213

Variance Explained by Each Factor

Factor 1 Factor 2 Factor 3 Factor 4

27.479995 11.382338 2.188676 0.227792

As can be seen in Figure 14, the first four factors account for most of the total data
variability. The rest of the factors account only for a very small proportion of the variability
and are likely to be unimportant. The first three factors have a variance (Eigenvalues)
greater than 1, and one has a variance below 1. Therefore, four factors explain most of the
variability in the data.
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Figure 14. Scree plot (a) Eigenvalue vs. factors and (b) proportion vs. factors: four factors are retained
by the PROPORTION criterion.

Figure 15 shows the score plots, where different factors are used in combination. As
can be seen in factor 2 vs. factor 1, there is a cluster for summer and winter month data
which explains most of the data pattern. Similar clusters were noticed in plots of factor 3
vs. factor 1 and factor 4 vs. factor 1. However, no outliers were found in the score plots. In
addition, most of the data seem to be located in the middle area of the score plots. However,
no clear trends were noticed except that the data of winter and summer months tend to
cluster separately.

Figure 15. Cont.
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Figure 15. Six score plots built for four factor combinations at the Ketunkatu site. (a) Factor 2 vs.
Factor 1. (b) Factor 3 vs. Factor 1. (c) Factor 3 vs. Factor 2. (d) Factor 4 vs. Factor 1. (e) Factor 4 vs.
Factor 2. (f) Factor 4 vs. Factor 3.
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The Suvilahti, Ketunkatu site data may explain factors based on the data for Figure 15.
Separation between the data of summer and winter months seems to be created by Factor
1. Factor 2 seems spread the data to the upper section of both winter and summer data
separately, and/or all the data together. Factor 3 helps to bring all the data to the center of
the plots, whereas factor 4 seems to cluster all the data together in separate seasons and/or
without seasonal variations. The next factor analysis figures, do not seem clear enough
and radiable due to the fact that they were automatically generated from SAS software. It
was not possible to modify the figures to a better shape. However, they can show that the
general result is representative enough.

3.4.2. Validations by Factor Analysis for the Suvilahti, Liito-Oravankatu Site Data

A total of 298 records were read, with 297 used and subject to significant tests (see
Table 4). Five factors appear to explain most of the variability in the data. These are
presented in Table 4.

Table 4. The table presenting the analysis info for facto analysis at site Liito-oravankatu.

Input Data Type Raw Data

Number of Records Read 298
Number of Records Used 297

N for Significance Tests 297

Variance Explained by Each Factor

Factor 1 Factor 2 Factor 3 Factor 4 Factor 5

20.390920 5.198181 3.196084 1.759724 0.773356

As can be seen in Figure 16, the first five factors account for most of the total variability
in the data. The rest of the factors account for only a very small proportion of the variability
and are likely to be unimportant. The first four factors show a variance (Eigenvalues)
greater than 1, and one shows a variance below 1. Therefore, five factors explain most of
the variability in the data (see Table 4).

Figure 16. Scree plots (a) Eigenvalue vs. factors and (b) proportion vs. factor: five factors are retained
by the PROPORTION criterion.

Comparing the score plots of Figures 17 and 18 with those of Figure 15, there is a clear
difference. In Figure 15, the winter and summer months cluster separately, but in the next
two figures, both seasons’ data clusters are in one location, with the summer months’ data
above the main section and the winter months’ data below. This can be explained by the
differences in site specification between the analysis of the two sites.



Energies 2022, 15, 435 21 of 28

Figure 17. Cont.
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Figure 17. Four score plots built for five factor combinations at the Liito-oravankatu site. (a) Factor 2
vs. Factor 1. (b) Factor 3 vs. Factor 1. (c) Factor 3 vs. Factor 2. (d) Factor 4 vs. Factor 1.

Figure 18. Cont.
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Figure 18. Cont.
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Figure 18. Six score plots built for five factor combinations at the Liito-oravankatu site. (a) Factor 4
vs. Factor 2. (b) Factor 4 vs. Factor 3. (c) Factor 5 vs. Factor 1. (d) Factor 5 vs. Factor 2. (e) Factor 5 vs.
Factor 3. (f) Factor 5 vs. Factor 4.4. Discussion.

The Suvilahti, Liito-oravankatu site data may explain factors based on the data for
Figures 17 and 18. Separation between the data of summer and winter months seems to
be created by Factor 1. Factor 2 seems to spread the data to the upper and lower sections.
Factor 3 helps to bring all the data to the center of the plots, whereas factor 4 seems to
cluster all the data together in separate seasons and/or without seasonal variations. The
spread of the data to the left and right sections seems to be caused by Factor 5. Most of the
explanations for the factors are similar to those of Figure 15.

There are no clear outliers in Figures 17 and 18. Factors 1 and 5 explain the proportion
of most of the data. Some of the score plots below show that most of the data cluster is to
the right and above the value of zero. The rest of the plots show a cluster near the center
area. However, everything seems to be in a normal distribution pattern, depending on the
month and the site specifications.

The analysis of sediment heat temperature data between 2013 and 2018 shows that
most of the data were non-normal except for a few months. The result shows that this is
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site-specific while generalizing the results of summary statistics in terms of yearly patterns.
This is probably due to the fact that the depth of installation for the two sites is different. The
mean, median, and standard deviation variations seem to be yearly natural fluctuations.

A dependency analysis showed positive and negative Pearson’s correlation results.
One of the main findings is that all the analyzed correlations between sediment temperature
by months vs. distance were found to be statistically significant. The sediment temperature
was higher on shore after sunny months. The negative correlation between sediment
temperature and distance from shore can be explained by the fact that seabed sediment
near the shore (smaller distance) had a higher temperature after sunny months. In addition
to our findings, Kim and Cho [27] researched how seawater provides heat to the seabed
at the intertidal zone (tidal flat) during the morning flood tide and gains heat from the
seabed during the afternoon flood tide. Seawater heated by the atmosphere and seabed at
the intertidal zone supplies heat to the sublittoral zone during spring, summer, and winter,
but the opposite occurs in autumn. According to our findings, after 50 m, the sediment
temperature rises in both locations. This was due to the water depth level after 50 m, which
was seemingly enough to help the sediment generate more heat. One of the main findings
was that distances between 100 and 190 m from the shore were best for sediment heat energy
production in our sites. This result confirms our previous studies’ findings. Rinehimer and
Thomson [28] observed that sediment–water heat fluxes are an important component of
the heat budget, representing up to 20% of the incoming solar radiation and being larger
than latent and sensible heat fluxes. Moreover, Guarini and Blanchard [29] modelled the
spatio–temporal dynamics of mud surface temperatures. Comparisons at different periods
between measured data series and simulations clearly establish the reliability of the model,
thus allowing for extrapolations over time and space [29].

ARIMA modeling forecasts might not present the exact truth, due to a shortage of data
in our area; hundreds of datapoints are required to forecast for about 40 years. This means
that the generalizability of the forecast is limited by this requirement in modeling. However,
the result of the forecast was found to be similar to IPCC (2021) [25] forecasts, which are
representative enough to show that what is expected in a local area may be expected
worldwide. Future air and water temperature rises are expected to benefit sediment
heat energy production, at least in summertime, with a 2-month lag. In winter, with the
expectations of a decline in snowfall in the future, there may be a decline the sediment
heat-energy production. This is due to ice and snow cover on the water body acting as an
insulation layer, assisting in sediment heat production during winter. On the other hand,
when there is no more snow cover in water bodies, it is expected that winter sediment
heat-energy production will decline. This suggests that the sediment heat-energy only
benefits from weather change caused by climate change in summer. This helps to increase
the significance of our results by building on the theoretical and practical implications that
climate change can be implemented by using the temperature increase effect in air and
water temperature to increase sediment heat energy production.

Validation by factor analysis shows all the data were clustered and no particular
outliers were noticed. Climate change has a clear effect on air and water temperature
changes at present, as reported in the IPCC 2021 report [25]. This means that finding
ways to adapt, combat, and mitigate climate change is an essential way forward. The
main finding of this study is that renewable sediment heat energy uses climate change
to its advantage, which could be one solution to using climate change to our advantage.
The simulation results of Fang et al. indicated that the influence of water temperature
on sediment temperature is very strong, especially in deep lakes [30]. Thus, our result
findings that climate change causes water temperature increases, which is advantageous for
sediment heat energy, at least in summertime, is supported by Fang et al. Further research
and data collection in sediment heat energy production sites is recommended to establish a
more compressive theory, which can be generalized to all water body types.
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4. Conclusions

Our conclusion, based on a summary of statistics, is that the pattern was site-specific
and depended on installation depth. This was also confirmed during dependency analysis.
In addition, based on mean, median, and standard deviations, it was concluded that the
data show annual natural fluctuations.

ARIMA modeling shows some limitations of our study, but is representative enough
to suggest that air and water temperatures are expected to rise and snow fall is expected
to decline in the future. Sediment heat energy production uses the climate change effect
to its advantage, especially in the summer. There are expectations or forecasts of air and
water temperature increases in the future, leading to an increase in sediment temperature
with a 2-month time lag. Therefore, the air temperature and solar irradiance increases
caused by the climate change effect are expected to increase water temperature. An increase
in water temperature causes further increases in sediment temperatures in summer. In
winter, ice and snow cover used to act as an insulation for sediment heat energy production
or sediment temperature. However, due to a decline in snow cover in winter, the cold
temperature of the winter air might reduce the sediment heat, especially in shallow shores.
Thus, this could lead to a decline in heat-energy production from sediment in winter.
However, we conclude that, in summer, sediment heat energy production has, and will,
continue to use the climate change effect to its own advantage.

Dependency analysis shows negative correlations between sediment temperature per
month vs. distance from shore in sunny months and a positive correlation in winter months.
In addition, the sediment temperature seems to build up after a 30–50 m distance from the
shore, depending on the shallowness of the water body. In winter months (starting from
October), the decline in 30–50 m sediment heat temperature could occur due to the heat
uptake for household use. Notably, our data show that the best distance for sediment heat
energy production in summer is between 100 and 190 m (sediment temperature record
distance from shore), confirming the previous studies of our research group. However, this
seems to depend on the month in which the data are collected. In winter months there
seems to be a constant increase in sediment temperature as the distance from the shore
increases. Generally, the findings presented in this paper offer new insight into the benefits
of climate change effects for renewable energy production, and can, thus, be used to combat
climate change more efficiently. Therefore, this provides some good news about climate
change effects, even though its disadvantages are much more significant.

Validations by factor analysis show that data analysis was performed correctly. An
additional point that was noticed was that, in other analyses, the turbidity of water bodies is
expected to increase in the far future. This means that, as turbidity increases, this will lead to
an increase in the absorbance of solar irradiance by the water body. This leads to an increase
in water temperature and is further expected to increase the sediment heat temperature.
There is a clear connection between limnology and sediment heat energy productions.
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