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Abstract: Energy-economic simulation models with high levels of detail, high time resolutions, or
large populations (e.g., distribution networks, households, electric vehicles, energy communities) are
often limited due to their computational complexity. This paper introduces a novel methodology,
combining cluster-based time series aggregation and sampling methods, to efficiently emulate
simulation models using machine learning and significantly reduce both simulation and training time.
Machine learning-based emulation models require sufficient and high-quality data to generalize the
dataset. Since simulations are computationally complex, their maximum number is limited. Sampling
methods come into play when selecting the best parameters for a limited number of simulations ex
ante. This paper introduces and compares multiple sampling methods on three energy-economic
datasets and shows their advantage over a simple random sampling for small sample-sizes. The
results show that a k-means cluster sampling approach (based on unsupervised learning) and
adaptive sampling (based on supervised learning) achieve the best results especially for small sample
sizes. While a k-means cluster sampling is simple to implement, it is challenging to increase the
sample sizes if the emulation model does not achieve sufficient accuracy. The iterative adaptive
sampling is more complex during implementation, but can be re-applied until a certain accuracy
threshold is met. Emulation is then applied on a case study, emulating an energy-economic simulation
framework for peer-to-peer pricing models in Germany. The evaluated pricing models are the “supply
and demand ratio” (SDR) and “mid-market rate pricing” (MMR). A time series aggregation can
reduce time series data of municipalities by 99.4% with less than 5% error for 98.2% (load) and 95.5%
(generation) of all municipalities and hence decrease the simulation time needed to create sufficient
training data. This paper combines time series aggregation and emulation in a novel approach and
shows significant acceleration by up to 88.9% of the model’s initial runtime for the simulation of
the entire population of around 12,000 municipalities. The time for re-calculating the population
(e.g., for different scenarios or sensitivity analysis) can be increased by a factor of 1100 while still
retaining high accuracy. The analysis of the simulation time shows that time series aggregation and
emulation, considered individually, only bring minor improvements in the runtime but can, however,
be combined effectively. This can significantly speed up both the simulation itself and the training of
the emulation model and allows for flexible use, depending on the capabilities of the models and the
practitioners. The results of the peer-to-peer pricing for approximately 12,000 German municipalities
show great potential for energy communities. The mechanisms offer good incentives for the addition
of necessary flexibility.
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1. Introduction

Simulation and optimization are vital components of science and economics. Models
serve the purpose of digitally simulating real systems and subsequently investigating the
behavior and sensitivity of different scenarios and design choices of “what-if-analysis” by
changing input parameters for the models. The energy system relies heavily on simulation
and optimization. They are used to adequately dimension grid systems, to coordinate
supply and demand, to optimize welfare for the marketing of energy and flexibility, and to
predict the behavior of the grid system in future scenarios.

Such simulation models are knowledge-driven and hence require a profound under-
standing of input data and its functional relationship to the desired output. In many cases
the functional relationships are very complex and involve optimization problems or the
solution of complex (partial differential) equations. The simulation time often becomes
a challenge with increasing levels of detail and knowledge, larger numbers of scenarios,
or additional systems to be simulated. The runtime of these models can be improved
with better (e.g., cloud-based) scaling, optimization of the model, or simplification (e.g., of
the input data or functional relationship). While scaling comes with additional costs and
simplification decreases the models” accuracy, optimization can include the use of machine
learning (ML (a list of abbreviations used in this paper can be found in Abbreviations)).

In contrast to knowledge-based models, supervised machine learning algorithms do
not necessarily require prior knowledge of the functional relationship. Instead, they need
sufficient amounts of data to “learn” the functional relationship of input and output. While
the training process is often time consuming, their application is quicker and computa-
tionally less expensive. In some cases, predictions of trained ML models, e.g., for fluid
dynamics, can be conducted in almost real-time, while simulation models employing the
Navier-Stokes equation are computationally complex and much slower.

A current field of science deals with the combination of knowledge-based simulations
and data-based ML. This field is often called emulation, surrogate-modeling, or meta-
modeling. The goal is to substitute (parts of) a model with ML to speed it up. In Section 0,
we shed light on the current state of research, show examples of how much faster classical
simulation models can be made using this approach, and highlight our contributions in this
field. The methodology of this paper is described in Section 0. A challenge of this approach
is the limitation of available data for training and testing. Due to their high computational
and time complexity, simulation models often cannot be used to generate abundant training
data. Sampling methods to determine the best training data, even for small sample sizes,
are compared, and different approaches for energy-economic use cases are introduced in
Section 0. This paper introduces the combination of ML-based emulation and time series
aggregation. In Section 0, time series aggregation is described, applied, and evaluated
on energy economic data. These principles and results are then applied in Section 0. The
emulation of simulation models with ML models and time series aggregation is shown
and evaluated on an energy-economic case study in the context of pricing mechanisms
in peer-to-peer (P2P) energy communities. The goal of this section is to use both TSA
and emulation, show their impact on model accuracy and performance, and evaluate
the synergy of these methods. In Section 0.5, we show energy-economic results of the
pricing methods in approximately 12,000 German municipalities. The method, as well as
the paper’s results, are discussed in Section 0, and a summary and outlook are given in
Section 0.

2. Literature Review

Many engineering tasks in the energy sector require simulations. Often these sim-
ulations must be repeated many times, e.g., for a large population, different scenarios,
sensitivity analysis, uncertainty quantification, or multiple design choices. The time-
consuming nature of individual simulations combined with the necessary repetitions make
such simulations a limiting factor in projects. An option to decrease simulation time is the
use of supervised ML models. Once trained, they are capable of significantly decreasing



Energies 2022, 15, 1239

3o0f42

simulation times, but often at the cost of accuracy. In the following subsections we intro-
duce the current state of the literature, define relevant terms, give insight into practical
applications, and show the importance of sampling methods in this field.

2.1. Introduction of Emulation, Surrogate, and Meta-Models

ML models can be used instead of a knowledge-based simulation model to mimic its
behavior entirely, or to substitute parts of the simulation to reduce time-consuming bottle-
necks within the simulation framework. The process of substituting a simulation model by
ML is called emulation, meta- or surrogate modeling. In current scientific works, the terms
“emulator”, “meta-model” or “surrogate model” are often used interchangeably [1].

In [2], Kohnen et al. further define “hybrid meta models” as meta-models that are
trained based on a simulation or optimization model, rather than on real data.

McGregor in [3] refers to an emulator as a model where “some functional part of the
model is carried out by a part of the real system”. The authors also consider the definition
valid when reversed: “an emulation-model is one where a part of the real system is replaced
by a model.” In the case of this work, the “real system” is a model itself. In this context,
“emulation” (lat. aemulator) is considered the reproduction of the behavior of a simulation
model as close as possible to the original, while still retaining parts of the simulation model.

Meta-models (“a model of models”) or surrogate models substitute the entire sim-
ulation model, e.g., by ML-based regression or classical polynomial functions [2]. The
schematic difference of simulation, emulation, and surrogate/meta-models is shown in

Figure 1.
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Figure 1. Schematic illustration of (hybrid) simulation, emulation, and surrogate/meta-models.

An advantage of emulation over surrogate- or meta-models is the reduced functional
relationship, because only a fraction of the complexity is covered by an ML algorithm.
Additionally, the results are easier to interpret, since many parts of the original model
components, and hence the knowledge about the functional relationship, are retained.
The combination of white- (simulation) and black-box models (ML) can improve the
transparency of ML models [2]. This combination of simulation and emulation reduces
the necessary data for training and allows the use of simpler and more robust ML models
(e.g., random forest or linear regression). If, however, not a single model component but
many of the model components slow down the simulation process, surrogate or meta-
models are more advantageous, since they substitute the entire simulation model. Terms
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are used interchangeably for the literature review in this section. In Section 0, we define
our own model as a hybrid emulator based on this distinction, since parts of the simulation
framework are retained.

In this paper, emulation is performed with regression. Regression, similar to classi-
fication, is a technique of supervised ML. One advantage of these models is to be able
to perform calculations many times faster than classical, knowledge-based simulation
models [4]. To determine the functional relationships between predictor variables (input,
X1,...,XnN) and one or more corresponding dependent variables (output, 1, ..., yn), ML
models are applied to sufficient amounts of data [5]. The functional relationship f(X) — y
can be approximated with a regression model y = (X1, Xp, ..., Xy) + ¢ [5], with € being
the error between a predicted label § and a true (known) label y [6].

Jiang et al. give a detailed introduction to surrogate-models as well as multiple
sampling methods [7]. The authors introduce multiple types of models (e.g., classical,
ensemble, and multi-fidelity surrogate-models). While classical surrogate-models include,
for example, a single ML model, such as an artificial neural network, an ensemble of
surrogate-models “is a surrogate-model composed of a series of surrogate-models combined
through a weighted sum”. This increases the robustness of the prediction. The idea of
multi-fidelity surrogate models is the combination of high-fidelity (HF) simulation models
with high accuracy but high computational complexity with low-fidelity (LF) models with
low computational cost but low accuracy.

In the following, we give a comprehensive overview of the current scientific state
and applications of machine-learning-based emulation, meta-, and surrogate models. We
present the current scientific works as well as the current works about ML with small
datasets and the importance of sampling methods.

2.2. Modeling Process

In the literature (e.g., see [7-11]), the process of developing a surrogate-model generally
includes the steps shown in Figure 2.

Simulation Hyperparameter
Framework Optimisation
A

y
Input Model Optimum
Parar?]eters Simulation Training and Surrogate
Sampling Evaluation Model

Adaptive

Sampling

Figure 2. Basic emulation or surrogate/meta-model workflow based on the literature review.

Figure 2 depicts the workflow for surrogate-modeling as found in current scientific
literature. The input parameters depend on the simulation framework [12]. The input
values of the simulation model are referred to as “input parameters”, whereas the input
values of the machine learning models are referred to as “input features”. Hyperparameters
are additional presets that control the learning process of a machine learning model and are
set prior to the learning process itself. In most cases (e.g., for partial differential equations),
the input parameters are continuous, often uniformly distributed and without known
boundaries. Sampling methods are applied to these input parameters and then used in
the simulation framework. The results are utilized for training and evaluation of the
ML models. The models” hyperparameters are optimized, using e.g., a grid search [13].
Depending on the sampling method (for details see Section 0), the sampling is performed
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in a one-shot approach or iteratively, using adaptive sampling. The surrogate modeling
process is completed when the accuracy requirements are met.

This paper deviates from the usual surrogate-modeling task in the literature since
the population, i.e., the input data, is limited and known. In contrast, most reviewed
papers of surrogate modeling focus on infinite populations, since arbitrary combinations of
continuous input parameters are valid input data. Common sampling approaches (e.g.,
Latin Hypercube Sampling LHS) aim for a uniform distribution of input parameters to
create a diverse sample. In the case of this paper, the population consists of a predefined and
limited set, where each datapoint is specified by a unique combination of input parameters.
These parameters represent properties of the known population and given scenarios. In
general, these data are not distributed uniformly in the parameter space. Hence, sampling
methods such as LHS are not applicable for our case, but we need other methods that lead
to informative samples well suited for a ML model. Additionally, the goal of our approach
is to speed up the initial calculation of the population as well as the reapplication of the
model, e.g., for different use cases. In most cases, the literature only refers to the speed
increases when the already-trained ML model is reapplied to unknown data, as shown in
the following.

2.3. Applications of Emulation, Surrogate, and Meta-Models

In [14], Peterson et al. use petabytes of fusion simulation data to train supervised ML
models. This made it possible to identify a new class of implosions that allows for higher
energy yields.

The prediction of heat demands in buildings is simplified in [15] by emulating phys-
ical models. The goal was to combine robustness and accuracy in the case of detailed
calculations with high speed and simple development. For this purpose, an artificial neural
network was trained with simulation data from 900-11,700 buildings (equal distribution of
office buildings, apartments, and single-family houses). The results were compared with
the nRMSE as in [16], and very accurate results were obtained (on average, 0.026 to 0.052).

By means of neural networks, an emulation for an urban energy simulator could
also be achieved in [17]. For this purpose, 7860 buildings with 2620 geometries were
simulated in different climate zones of the USA. The resulting 68 million datapoints in
hourly resolution were the basis for the supervised ML model. The computation time could
be reduced by a factor of 2500, with an R? of 0.85.

In [18], Thiagarajan et al. highlight the merits of an emulation by ML. The focus of the
study is on various validation metrics that deviate from common statistical metrics such as
the RMSE, MSE, and MAE. The proposed “interval calibration” is able to appropriately
represent the behavior of outliers. The authors demonstrate the merits of their method
on several use cases with different dimensions of input and output, and different sample
sizes. The use cases range from superconductivity to the simulation of concrete to Parkin-
son’s disease. One model concerns consumer behavior as a function of price fluctuations
(Decentralized Smart Grid Control).

Balduin proposed a surrogate model to aggregate multiple simulation (and co-simulation)
models for smart grid applications [19]. It is based on correlations and interdependencies
of the simulation models and aims to increase performance by enabling larger simulation
setups. In a subsequent publication, Balduin et al. highlighted the usage of surrogate
models e.g., in the field of calculation and optimization of energy savings, the substitution
of simulation models, uncertainty assessment, as well as micro-grids [20].

Monterrubio-Velasco et al. highlight that conventional earthquake simulations do not
provide sufficiently reliable and fast results for hazard assessment, especially in disaster sit-
uations with lower data quality and possibly missing information [21]. High-performance
physical models can provide fast results but are susceptible to input values that are often
not available in sufficient quality in real time during an earthquake. Therefore, they use
empirical measurements and earthquake models to generate data from tens of thousands
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of synthetic earthquakes. Supervised ML models are trained with these data to provide
rapid hazard assessments and sensitivity analyses in the event of a disaster.

Deist et al. use the similarity as well as the results of different simulation models
(here, for the classification of the success of cancer therapy) as input values for their ML
model [22]. Different supervised ML models are compared with each other. To overcome
the class imbalance problem, the authors use a stratification with classes in “training,
validation, and test data” to ensure stability in the classification [22]. Ref. [23] uses virtual
driving simulations to provide ML models with sufficient data and scenarios so that they
can be used for autonomous driving. The automotive company Tesla uses even more
complex driving simulations that are capable of recreating failures of the autopilot to train
certain driving situations [24].

In [4], Kasim et al. use simulated datasets as a basis for neural networks in the fields of
astrophysics, climate science, biogeochemistry, and seismology, among others. It is possible
to accelerate the simulations by a factor of 2 billion using this emulation. The authors
demonstrate this using ten different examples. An “efficient neural architecture search” is
also used to determine the best architectures and hyperparameters of neural networks for
this task.

In [25], Rupp et al. rely on a nonlinear statistical regression model to predict at-
omization energies of diverse organic molecules based on nuclear charges and atomic
positions. The necessary input values were calculated based on a model using “hybrid
density functional theory”. The results with high energy yields could be validated with
additional simulations to compensate for the error in the ML model and ensure that the
results are correct.

In [26], Kim et al. present a “novel generative model to synthesize fluid simulations”.
The input for the training of a convolutional neural network is comprised a of fluid
simulation velocity field. The model is capable of approximating the simulation results and
generating “plausible interpolated in-betweens”. The emulation archives a 700-fold speed
increase compared to the simulation.

Testolina et al. compare different supervised ML models in a case study for parameter
optimization of antenna designs [16]. The slow conventional model is used only as far
as necessary to generate good results with the ML model. Results are compared using a
normalized RMSE. Here, the RMSE is normalized using the number of datapoints N of
the test set. The authors use this metric to compare different supervised ML models, such
as linear regression, Gaussian processes, random forest, and support vector regression
(with Gaussian kernel). Neural networks were excluded. The authors remark that the latter
do not converge reliably when the dataset is too small. The sampling of the simulation
parameters is conducted randomly. The authors achieve twelve times the speed with this
approach compared to their optimization [16].

2.4. Importance of Sampling Method and Sample Size

A vital part of supervised ML is the training phase. Supervised ML models learn the
functional relationship of input features and the corresponding known outputs. The more
complex the input features and the more complex the functional relationship, the more data
are needed. In the given case, due to the computational complexity of the simulation model,
the minimum input data with the highest model quality should be determined ex ante. An
important step to achieve this are the sampling methods. Simple random sampling aims to
generate an unbiased representative sample. Due to the law of large numbers [27], this is
only the case for adequately large sample sizes. Moreover, a representative sample is not
ideally suited to train a ML model. With a representative sample, the goal is to adequately
represent the relative occurrence of features in the sample, as found in the population.
However, this does not necessarily cover all cases that are necessary for the ML model to
generalize on the entire population, since outliers are generally underrepresented. A large
enough sample size usually counteracts these challenges. Yet this is not an option with
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the goal of reducing sample sizes to a minimum. More robust and deterministic sampling
methods need to be used to improve model accuracy with small sample sizes.

The importance of sample size and sampling methods is considered in the following
publications.

The process of selecting sample units for the simulation to generate input data for
a surrogate model is also called the “design of experiment”, according to Jiang et al. [7].
The authors divide sampling methods into “one-shot methods” and “adaptive sampling
methods”. While with the former all samples are selected or generated at once, the latter is
a “sequential optimal sampling process” to generate an initial sample set and “sequentially
add new sample units based on the information obtained from the existing samples”. “One-
shot methods” are much simpler to implement, but come at a cost. If the accuracy of the
surrogate-model is lacking, the “experimental design scheme must be rearranged”, which
increases computational cost. Adaptive sampling methods are harder to implement, but
overcome this problem since they can be used iteratively until a certain desired accuracy is
met. The authors introduce multiple sampling methods such as (stratified) Monte Carlo
Sampling and Latin Hypercube Sampling for one-shot methods. For adaptive sampling
methods, they show the entropy, (integrated) mean square error, and cross-validation
approach for single surrogate models [7].

Vehicle energy consumptions and costs for different powertrain technologies are eval-
uated in [28]. The framework for full-vehicle simulation requires excessive time to conduct
large quantities of simulations and only yields discrete outputs. Supervised ML is used to
tackle these challenges. The authors develop a “large-scale learning and prediction pro-
cess” (LSLPP) including “preprocessing, outlier detection, training, evaluation, prediction
and analysis”. Additionally, the paper compares different sampling strategies (random
and stratified) to suggest a “numerosity reduction algorithm via random sampling”. The
authors state that datasets usually contain redundancy, which makes only a subset of
datapoints necessary to train the ML model. “By sampling a fraction of representative
datapoints we expect to efficiently procure a training set, while effectively generalizing
simulation outputs by means of ML approaches” [28]. They compare the MSE of different
sample sizes with 50 repetitions per sample size to reduce effects of randomness, especially
due to the use of random sampling. They obtain almost as good results for a sample size of
30% as compared to 90%. The sampling method relies on stratified random sampling using
different powertrain types. These types were identified using k-medoids. A method is
introduced to determine the sample size for the different clusters, building on “the probabil-
ity of missing any one of the clusters”. The methodology is proven viable for small sample
sizes and small clusters. Alternative sampling methods are not applied. In comparison to
simple random sampling, the paper shows much better results with the applied stratified
random sampling with reduced cluster sizes. This leads to a 64% reduction in necessary
training data and hence in simulations. Sample sizes of 3% of the entire dataset obtain a
better prediction accuracy and lower variance in MSE.

In [29], Balki et al. conducted a literature analysis of 167 articles on ML in medical
imaging research and found that only four of these discussed sample-size determination
methodologies while eighteen tested the effect of sample sizes on model performance.

In [30], Davis et al. used multiple approaches for surrogate-modeling, including,
among others, Artificial Neural Networks (ANNs), Gaussian Progress Regression (GPR),
Random Forests (RF), and Support Vector Regression (SVR) for thirty-four test functions.
The authors used Latin Hypercube Sampling (LHS), Halton, and Sobol sampling methods
and studied their impact on accuracy depending on the sample size. The results for Sobol
provided the best estimation for small sample sizes. The authors concluded that the effect
of sampling methods diminished with increasing sample size.

In [30], “Monte Carlo with pseudo-random samples as well as Latin hypercube sam-
ples and quasi-Monte Carlo samples with Hammersley Sequence Sampling” are used by
Davis et al. in combination with neural networks. All methods show better results with
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small sample sizes than with simple random sampling. The feature space is continuous,
and the goal of the paper is to “cover the entire domain of the process variables uniformly”.

2.5. Time Series Aggregation with Emulation-, Surrogate-, and Meta-Models

A novelty of this paper is the combination of time series aggregation and emulation
methods. This combination not only helps to decrease simulation time to generate training
data, but it also increases training time of the ML-based emulation process.

To our knowledge, clustering-based time series aggregation has not yet been applied
in the context of emulation or surrogate modelling. Although aggregation is a common
preprocessing step in ML, in most approaches aggregation is performed by down-sampling
time series input features or not at all for time series features.

For example, in [31], 15 min rainfall data are aggregated to create four features in an
hourly resolution (hourly rainfall, maximum 15 min rainfall, cumulative rainfall during
previous 2 and 72 h) for flood predictions in urban coastal communities. Another work [32]
uses aggregation of spectral information from time series Landsat data to train a classifi-
cation system of field-level crop types. In [33], energy consumption data are aggregated
to train ML models that forecast medium- and long-term energy demand at the district
level. Apart from temporal aggregation, input data for ML models is often aggregated to
preserve the privacy of the users providing the data [34]. This has led to a new field of
research in ML, called federated learning, where training data are held decentralized [35].

The difference of the previously mentioned scientific works to our approach is that
we apply ML-based regression as an emulation model, which not only uses (aggregated,
lower level) time series features as the input, but also produces high-resolution outputs.
Hence, down-sampling in time is not an option to generate predictions in high temporal
resolutions. However, clustering-based TSA offers the possibility to reduce training (and
therefore simulation) data without reducing temporal resolution.

2.6. Conclusion and Paper Contribution

This literature review shows that the emulation of simulation software (also called
surrogate modeling or meta-modeling) with ML models is currently an area of interest in
many research fields. The terms are often used interchangeably. However, we distinguished
emulation from surrogate and meta-models because emulation models must still retain
parts of the original model.

Reviewed papers make use of this approach, e.g., in chemistry and medicine [4,18,22,25],
the automotive industry [23,24], geoscience [4,21], astrophysics [4], fluid dynamics [26],
or various engineering challenges [16,18]. Use cases in the energy sector include fusion
simulation [14], the heat demand of buildings [15], an urban energy simulator [17], vehicle
energy consumption [28], and smart grids [18-20]. A simulation and emulation of large
quantities of P2P communities, as performed in Section 6, has not been performed so far.

The goals of the reviewed papers include the reduction of computational complexity
and speed increases by machine learning [14-19,21,26] as well as the calculation of in-
between states that are hard or impossible to calculate by the simulation model [14,23-26].
The advantages in saving time through the reapplication of the trained ML models are
especially emphasized but vary considerably. The increase in model performance, com-
pared to their respective simulation model, range from increases by a factor of 12 [16],
700 [26], 2500 [17], up to 2 billion [4]. Our challenge deviates from the literature since
the performance increases are not considered solely for the reapplication of the emulation
model, but also for the initial combined process of simulation and emulation in order to
generate results for a known population only once.

The importance of sampling methods in conjunction with small amounts of training
data is highlighted and applied only in [19,28,30]. The main challenge is the generation of
sufficient and high-quality training data for the ML by simulation in order to achieve the
desired accuracy. Other papers, e.g., [16,18] still rely on simple random sampling to choose
the appropriate training data if only a limited number of simulations are feasible. Most
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papers have sufficient training data available [4,14,15,17,21,24-26] and hence the effects of
sampling methods are diminished [30].

The literature review shows emulation as an emerging field of science in many areas of
research, including the energy sector. In the reviewed works [7,19,30], samples are drawn
from multidimensional distributions, i.e., arbitrary datapoints from the feature set can
serve as input data. Hence, sampling methods such as Monte Carlo Sampling [19], Latin
Hypercube Sampling [7], and Halton/Sobol [30] are used in these works. However, this
does not apply to our problem, where the input data consist of a finite number of existing
municipalities in Germany.

The process for setting up an emulation model is already provided in many papers as
state-of-the-art [7,11]. We extended the state-of-the-art workflow in Section 2.2 with the
integration of TSA and sampling methods. Section 2.5 shows a missing link of TSA and
emulation. Since the goal of our paper is to improve the initial calculation of the known and
finite population by utilizing the simulation and emulation, both can be optimized using
TSA. TSA, or aggregation in general, is mainly used in ML to reduce feature complexity for
both input and output data of ML [31-33], or as a means of privacy protection [34]. The
combined use of emulation and TSA as well as their synergies has not yet been investigated.

Based on these findings, the contribution of our paper in this field can be summarized
as follows:

e To our knowledge, the use of sampling methods to select viable training data and
the application of TSA to reduce simulation time for generating training data have
not been evaluated in conjunction with each other. We contribute by combining
three concepts (sampling, TSA, emulation) and showing their synergies both on the
simulation and training time as well as in terms of accuracy.

e  Sampling methods on probability spaces—as commonly used in the literature—do not
apply to our problem. Hence, we introduce sampling methods for finite populations
and compare them to simple random sampling in terms of their impact on ML accuracy.

e TSA, as used in the literature, is applied to reduce both input and output complexity.
In our contribution, we apply TSA as a means of sampling of time series to train our
ML, but still predict the entire time series with the emulation (ML) model.

e In the examined literature the focus is set on the improvements in the reapplication of
the emulation model, however optimizations of the simulation model are neglected.
In an integrated approach, we show how TSA can help to both reduce the computation
time of the simulation model to a minimum and to improve the training time of
the emulation. This helps to speed up the overall process. The improvements are
compared in Section 6.4.

e  We apply the methodology, including an intelligent sampling method, TSA, and
emulation, on a practical use case to calculate prices in approximately 12,000 German
municipalities.

3. Methodology

In this paper, we present a hybrid (using simulated data as the input, as described in [2]
and Section 2.1) emulation approach for bottom-up energy-economic models in Section 0.
The goal of the emulation is to accelerate the simulation model for the initial simulation of a
known population of parameters as well as the reapplication of the model, while achieving
high levels of accuracy. Emulation revolves around the intelligent sampling of simulation
parameters to generate the input data for the ML model. According to the current literature,
intelligent sampling with certain methods can achieve better emulation-model performance,
even with smaller amounts of data. Since we identified a lack of scientific studies that
include TSA in the process of emulation, we use a novel approach of combining TSA and
emulation models to reduce simulation and training time alike and to evaluate the synergy
of these two methods. Additionally, aggregated and hence lower-level time series data are
used as the input to train the emulation model. However, the prediction and evaluation of
the model is conducted on non-aggregated, higher-level time series data.
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Deviating from many known publications, the methodology in this paper is viable
when parts of a known population p; (here, municipalities) are simulated with a high level
of detail (including high-resolution time series) and the simulation is too computationally
expensive for all members of a population p; € P (e.g., all German municipalities). The
objective is to make the best possible use of the available simulation runs to be able to
emulate (parts of) the simulation with supervised ML (here, regression). In contrast to the
current literature, the population of input parameters for the simulation is known, discrete,
and not uniformly distributed.

The method from Section 2.2 (Figure 2, “emulation workflow”) is used twice in this
paper. To show the impact of sampling methods on surrogate-modeling, we apply multiple
sampling methods on three datasets with varying sample sizes and evaluate the results
(details see Section 4.1) using this workflow. As shown in Section 0, this is rarely performed
in publications within the context of emulation. The results provide implications in regard
to which sampling methods are to be preferred to emulate our simulation model in Section 6.
The methodology of this paper is depicted in Figure 3.

Sampling Machine Learning-based Emulation Time Series Aggregation

Literature Review

Literature Review Literature Review

Sample Sizes

Definition Application

»

|
i

) Practical Applications Model Evaluation
Model Evaluation
c * Advantages-/Disadvantages
omparison and Impact of L N > Optimal amount of typical hours
+  Emulation Workflow

Emulation of the Simulation Framework

Model Description and
Input Data

Sampling Methods on ML

¥

Time Series Aggregation Performance Evaluation

Use Case: P2P Energy

Simulation Framework Sampling

Sharing Communitites

Energy-Economic Result
Interpretation
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‘III ‘

Summary

Critical Review Conclusion & Outlook

Figure 3. Methodology applied in this paper.

Based on the results of the sampling methods, we apply the method on a case study
involving our simulation model by emulating parts of it. To train the model, we apply
the best previously identified sampling method. To further improve the runtime of the
model, we apply cluster-based time series aggregation (TSA) to reduce the complexity of
the input data for our simulation framework and reduce the time series used for train-
ing of the emulation model. We compare the runtime and model performance for our
simulation and emulation model with and without TSA in Sections 0 and 0. This deter-
mines whether this novel approach is capable of increasing model performance while still
retaining high accuracy.

In Section 0, we show the importance of sampling methods for emulation modeling on
three different ML tasks with varying sample sizes. We also introduce a clustering-based
time series aggregation model to further decrease the models’ time complexity. In Section
0, we apply both methods on a case study on “Peer-to-Peer-Prices in Energy Communities”
for approximately 12,000 German municipalities. In Section 0, we also evaluate the results
of the emulation from an energy-economics perspective. The methodology is discussed in
Section 0.
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4. Sampling

Simulations can be computationally expensive and time consuming. To emulate parts
of them using supervised ML, as many data as possible need to be generated (mandatory
steps, such as feature selection, scaling, and other necessary preprocessing steps or methods
of model selection to improve model performance are not discussed in this paper). The
challenge with emulation is to perform only as many time-consuming simulations as
necessary to train the model to generalize for the given population. Since we know the
features of the population in advance, we need to (a) find the optimal number of sampling
units and (b) sample those that are needed by the ML model to predict the remaining
datapoints.

The following section introduces multiple sampling methods and compares their
impact on ML. We do this using three different regression datasets.

4.1. Method of Comparison

Sampling methods have an important impact on ML algorithms, especially with small
sample sizes (see Section 2). To show this, we introduce and compare multiple sampling
methods according to the procedure shown in Figure 4.

Simple
Random
Sampling

Adaptive
Sampling

Comparison
Sagiglsng Dataset 2 Rel\%lﬁéilon Ol]:A Sezirr?opdh Sn_g
K-means and Sizes

cluster

sampling

Tipton

Figure 4. Comparison of sampling methods with multiple datasets and machine learning models.

In this comparison, five sampling methods with different sample sizes are analyzed
on multiple datasets to predict their results with supervised ML algorithms. The results
will show the impact of a respective sampling method on the quality of regression models.

For reasons of comparison, we will apply the sampling methods with increasing
sample sizes for three different datasets. To show the impact of randomness, we repeat the
sampling process ten times. The models will be trained with sampled datapoints and tested
with the remaining datapoints of the dataset. To compare the sampling methods, we split
all datasets into training (sample) and testing sets by the same sample ratios, namely 0.5%,
1%, 5%, 10%, 25%, 50%, and 75%. Since the resulting sample varies for every sampling
method, the test sets consisting of the remaining datapoints also depend on the sample,
e.g., if a sampling method prefers representative sampling units, the test set contains many
outliers. This may lead to poor model performance on the test set. If the sampling method
contains too many outliers, however, it may not generalize well to all other datapoints.

We chose the frequently used Mean Absolute Error (MAE) as a performance metric.
We computed the MAE on the remaining data that were not sampled by the sampling
method (=test set). The MAE is described as:

1 N
MAE = =Y |yi — 1l )
Nz':l
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where y; is the true target value for an input datapoint X; and §; is the corresponding
prediction of the regression model. Since we are interested in determining the model
performance relative to the utilized sampling method and sample ratio, we normalized
the results for each dataset. We refer to it as relative performance, which is calculated by
setting the best and the worst regression results (of all models and sampling methods per
dataset) as the upper (100%) and lower (0%) limit. It can be summarized in the following
formula (indices m and r specify the sampling method and the sample ratio):

MAE,,; —min (MAEy, )

rel Per formancey, , = 100 — 100 (2

n]}e;x (MAEk,q) — n];uqn (MAEk,q)

To evaluate the impact of the presented sampling methods, we apply the same re-
gression model for each sample. In prior tests with different ML algorithms, the random
forest regressor [36] performed best overall. We compared linear, lasso, elastic net, and
ridge-regression models, Support Vector Machines, and multi-layer perceptrons (MLP).

4.2. Sampling Methods

In this section we give a short overview of the sampling methods utilized to select
input data for the simulation and ML models. While the sample size plays a significant role
in terms of representing the population and training our model, we focus on the procedure
of drawing sampling units from the population, assuming fixed and predefined sample
sizes for all methods. The sampling methods used are introduced in the following section.

4.2.1. Simple Random Sampling (SRS)

The most basic approach of drawing a sample is by randomly selecting sampling
units [37] from the population, with each point having the same probability of being
selected [38]. Typically, the consecutive selection is carried out without replacement to
prevent duplicates in the sample. Although this method is very simple, it is still commonly
used. The major advantage is that it minimizes subjectivity, therefore preventing over- or
underrepresentation of specific features, leading to good representations of the population
for adequate sample sizes.

A challenge of SRS is the law of large numbers [27] and the corresponding risk of
a sampling bias towards small sample sizes. This implies that a small sample does not
necessarily reflect the population characteristics. This is often overcome by significantly
increasing the sample sizes or by repeating the sampling process multiple times. Both
options are not viable in our approach, since the minimization of simulation runs is the
primary focus of this paper. SRS still serves as a benchmark for the other sampling methods,
since it is the state of the art for big sample sizes and simple to apply.

4.2.2. Stratified Sampling

Another popular method of drawing samples is by first dividing the population into
smaller subgroups, called strata, and then drawing (random) samples from these strata in-
dependently [39]. Thereby, more homogeneous groups (strata) can be achieved, facilitating
a collection of sampling units that are highly representative [40]. While stratification can
be achieved through unsupervised clustering, this method should not be confused with
cluster sampling [41], which describes another typical method in survey research.

In [28], the authors use a stratified sampling approach in the context of emulation. The
stratification is performed using a k-medoids clustering and the silhouette method. They
divide their population in strata and apply an SRS on each stratum, proportional to the
sample size. A drawback of this method is the more time-consuming and complex process
of cluster validation, as already shown in [42].
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4.2.3. Balanced Sampling According to Tipton (2014)

A variation of stratified sampling was presented by Tipton (2014), which applies cluster
analysis for stratification and for selecting points from the strata (clusters) in the context
of education surveys [43]. In particular, the sampling units are selected proportionally
to the cluster size for each stratum (cluster). Furthermore, the selection process is not
random, but is determined by a distance ranking, thus the closest points to the cluster
centroids are drawn first. The goal is to create a sample that is compositionally similar in
terms of covariates (features) to the population. A sample is thus considered balanced if
the covariates (features) in the sample have a similar distribution to the population. For
only continuous features k, can the distance ranking be computed by (weighted) Euclidean
distance measures to cluster centroids (Yj)

dij = \/Z,I:_l W (Xz'k - ij)z ®3)

The number of strata can be determined by computing multiple clusters and compar-
ing the ratio of total variability within clusters to variability between clusters, which is
commonly known as the elbow-curve method [44].

The author argues that while random sampling also leads to a balanced sample on
average, it is not always the case for smaller sample sizes and therefore not ideal for creating
balanced samples in general.

4.2.4. k-Means Cluster Sampling

Another implementation for stratified sampling is to apply unsupervised clustering.
In this work, we consider a special case of k-Means cluster sampling. First, the sample
is created by specifying the number of clusters k as the desired sample size and then the
closest points to the respective centroids (i.e., the medoids) are drawn as sampling units. In
spatial sampling, the approach of drawing centroids as sampling units has been presented
by [45]. However, in our case, we sample from a discrete and finite population (i.e., German
municipalities) and the centroid does not represent a valid existing point, thus we select the
nearest existing neighbor. The input features are standardized by feature-wise centering
and scaling to unit variance. Alternatively, the clustering can also be conducted with
different clustering algorithms e.g., k-medoids clustering.

The goal of this sampling strategy is to obtain as much variety as possible in terms of
the feature composition in the training set. Hence, if the model has been trained on specific
datapoints, it should be able to predict datapoints that have similar characteristics. In
particular, for regression models that have limited extrapolation capacities, it is important
to include as much variety as possible in the sample. The key difference to the previously
presented method of Tipton is that no balanced sample is pursued. By drawing only one
point from each cluster, outliers forming small clusters are overrepresented in the sample,
while typical datapoints forming large clusters are underrepresented.

4.2.5. Adaptive Sampling

Another kind of sampling, often applied in (geo)statistics, is the so-called adaptive
sampling. A recent literature review in [46] presents state-of-the-art concepts of adaptive
sampling methods for Kriging, a regression technique based on Gaussian processes. In the
context of machine learning, there is a very similar concept to adaptive sampling called
active learning. While the term adaptive sampling is mainly used in (geo)statistics, active
learning represents a separate field of research in machine learning that has gained much
attention in recent years. However, especially in pool-based active learning, the underlying
principle is the same as in adaptive sampling. For reasons of consistency, we stick to the
term adaptive sampling in this work.

An adaptive sampling technique, or active learning, is characterized by an iterative
sampling scheme, which aims for datapoints that provide the most valuable information



Energies 2022, 15, 1239

14 of 42

for the metamodel at each iteration. The goal is to reduce the amount of required training
instances to obtain high accuracy. A key principle to achieve this is to let the model choose
data to learn from [47]. The typical workflow in adaptive sampling is as follows. First, an
initial small sample is created using an arbitrary sampling method (e.g., SRS) to fit (train)
an initial model. Afterwards, new sampling units are selected based on exploration and
exploitation strategies that should maximize the training effect. In the case of a known
and limited population, the most common strategy is to select datapoints based on an
informativeness measure that is computed on all the remaining data. One possible approach
is to determine the model’s confidence in its predictions. Ensemble models are suitable
candidates to measure uncertainty, since the predictions of the individual estimators can be
compared. In [48], the predictions of multiple ANNSs are used to estimate uncertainty, and
those datapoints where the predictions deviate the most are added to the sample.

In this work, we present a new approach of adaptive sampling using a Random
Forest (workflow see Appendix A, Figure A1). For all datapoints of the test set (remaining
data), the random forest, which was initially trained with an initial sample, predicts an
output. However, instead of computing the mean of all decision trees that constitute
the random forest, we compute their standard deviation. Hence, for datapoints with
large standard deviations, the individual estimators (decision trees) generated diverging
predictions, indicating uncertainty for these datapoints. By sampling datapoints with the
largest standard deviation, the sample thus includes increased-difficulty cases that should
help the ML model to improve its accuracy.

4.3. Input Data

In the following, we introduce three datasets to compare the impact of sampling
methods on the model quality. The focus of this section is to use these datasets to show the
impact of different sample sizes and sampling methods on ML-based regression models.
The datasets are therefore not described in detail from an energy-economics perspective,
since they are only used as examples. For validation purposes, the datasets include a
ground truth for all datapoints.

4.3.1. Dataset 1: Regional Direct Marketing

According to German law, electricity that is generated and immediately consumed
within 4.5 km is exempt from an electricity tax of 2.05 ct/kWh. This is called regional direct
marketing (RDM). The relatively simple dataset includes the theoretical potential in euros
for regional direct marketing in all German municipalities. The potential is limited, since
only renewable generation by units with an installed capacity up to 2 MW is eligible.

The input features include the time series of energy production of all locally available
renewables per type, population density, settlement/total area, number of buildings, num-
ber of electric vehicles, installed capacity of renewables, and proportion of total surplus of
renewable energy. The data were taken from the FfE database FREM [49] and is based on
the German “core energy market data register” (Marktstammdatenregister, MaStR, [50]) as
well as [51-57].

4.3.2. Dataset 2: Flexibility Potential

In [58], the authors developed and applied a method to determine regionalized flexi-
bility potentials for distributed energy resources (DER), specifically the types of flexibility
of Power-to-Heat (PtH; i.e., heat pumps and electrical storage heating) and home storage
systems (HSS), at the municipality level in Germany. The authors define flexibility potential
as the potential to alter the power of a certain flexibility type at a certain point in time
for a pre-defined duration (shift duration). The steps for deriving regionalized flexibility
potentials include regionalization of the included DERs, modeling of reference load pro-
files for each flexibility type, and modeling of the flexibility potential considering certain
simplifications and restrictions. When deriving the potentials, the authors distinguish
between positive (shifting the operating point towards higher feed-in or lower load) and
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negative flexibility potential (shifting the operating point towards lower feed-in or higher
load). As recommended by the authors, we use the 90% quantile, indicating potential
available 10% of the time (i.e., 900 h per year). We quantified the target value as the total
negative potential for flexibility at the municipality level for the types HSS, heat pumps,
and electrical storage heating, assuming a shift duration of half an hour.

4.3.3. Dataset 3: Electricity Price Prediction

The third dataset contains a time series of four years of Spanish electrical consumption,
generation (per generation type, i.e., all types of fossil and renewable plants), pricing, and
weather data found on Kaggle [59]. The dataset contains ~35,000 datapoints and was used
for training regression models to predict electricity prices (EUR/MWh). Among the tested
algorithms were ridge and linear regression models, an XGB Regressor, and a random
forest regressor. With an MAE of 0.18 on the training set and 3.14 on the validation set
(R2-Score = 0.90), the XGBoost regressor performed best, after tuning the hyperparameters
with a random search. Detailed data exploration and regression analysis can be found

in [59].

4.4. Interpretation of Results

We used the scit-kit learn framework to implement the aforementioned random
forest regressor and initialized it with the following hyperparameters (n_estimators = 40,
max_depth = 50, max_features = 0.8, min_samples_leaf = 2, min_samples_split = 5).

Furthermore, we repeated the regression 10 times for each sample with varying
random states, to account for random factors. Especially for lower sample sizes, randomly
chosen sampling units might lead to better or worse results that are not deterministic.

In Figures 5-7, the rel Per formance, » of each sampling method based is shown.
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Figure 5. Impact of sampling methods on dataset 1.
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Figure 7. Impact of sampling methods on dataset 3.

The results show an increase in model accuracy with increasing sample size (sample
ratio) for almost all sampling methods and datasets. The exception is Tipton’s sampling
method for dataset 2, where the accuracy starts decreasing at a 10% sample ratio. The
general increase in model accuracy is expected behavior since the regression models receive
more training data with an increased sample size. The decline in accuracy for Tipton can
be explained through its sampling methodology. By prioritizing datapoints that are close
to the cluster centroids, which are hence relatively similar, datapoints further from the
centroid and outliers will be sampled last and remain in the test set. The regression model
only learned from relatively similar input features with low variance. In the case of dataset
1, the spread of the target value is greatest, and in particular, those outliers with high RDM

potential remain in the test set, resulting in relatively high prediction errors.
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The results of the sampling methods do not converge for increasing sample ratios,
as one would expect. The remaining data in the test sets are different for every sampling
method and decrease with the amount of training data. As already shown with Tipton, this
can result in a relatively high share of outliers in the test set, leading to a stagnation or loss
in model accuracy.

K-Means cluster sampling and adaptive sampling yield the overall best model accuracy
for large and medium sample ratios for all datasets on their respective test sets.

However, while k-Means cluster sampling also performs best for lower ratios (1-10%),
adaptive sampling sometimes requires higher ratios to reach the same (or better) accuracy
than k-Means cluster sampling. Adaptive sampling focuses on data with high uncertainty
in a model’s prediction (here RF) on unseen data. Therefore, only average data remain in
the test set for large samples, which are easier to predict. For lower sample ratios, it seems
that these samples often contain too many outliers for the model to generalize well on the
test set. K-Means cluster sampling also integrates outliers into the sample, e.g., when they
are regarded as a separate cluster (particularly with an increasing number of clusters, i.e.,
sample size), but in general, more distributed samples are generated at lower sample ratios,
which leads to a better training effect.

Allin all, the sampling methods have a significant impact on model accuracy, especially
in cases of small sample sizes, extending the results in [28] that compared a stratified
sampling technique and SRS. However, our results on multiple datasets show that there
is no “one-size-fits-all” approach. The choice of the best sampling approach is highly
dependent upon sample sizes and model complexity. The results also show that model
accuracy does not always increase with increasing sample size, and adaptive and k-Means
cluster sampling in particular yield better results, since only “average” points remain in
the test set.

An advantage of k-Means cluster sampling is its simple implementation. Even though
k-Means clustering is relatively inexpensive and well optimized, compared to other cluster-
ing algorithms (for details, see [60,61]), its time complexity of O(knd) [62] still leads to high
computation times for large datasets (1), high-dimensional data (4), and high numbers of
clusters (k). If the samples are not sufficient to achieve good model accuracy, re-sampling
cannot be performed again using k-Means. Resampling is therefore only possible using
e.g., a simple random sampling (as done in [28]) or an adaptive sampling approach. This is
a big disadvantage of its “one-shot” character. [7] While k-Means cluster sampling leads
to challenges when increasing the sample sizes, it is the simplest to implement; adaptive
sampling provides very good results for increasing sample sizes, but is more difficult to
implement. K-Means sampling is hence the best option if a maximum number of sim-
ulations is determined prior to the sampling and cannot realistically be increased after
the simulation. Adaptive sampling provides good results with low sample sizes and,
due to its iterative approach, offers the advantage of stopping the sampling process once
a desired model accuracy is achieved. Additionally, random forest regression provides
relatively good scalability with a training time complexity of O(n * log(n) * d * k) with k as
the number of decision trees [63].

The three datasets show very different results considering minimum viable sample
sizes. While in the simplest, dataset 1, ~5% of the data are already sufficient for the model to
achieve most of its accuracy, the number of data needed increases with increasing difficulty
of the functional relationship. In dataset 2, ~25% already yields good results, while in
dataset 3 a steady increase in model accuracy can be observed, depending on the sample
size. This shows that determining the sample size prior to the simulation is challenging
and depends on many factors.

Experience shows that a combination of methods is also viable. Since k-Means cluster
sampling is very easy to implement, the sampling units can be generated relatively quickly.
However, if the model accuracy with the initially estimated k is not sufficient, further
sampling units can be generated using adaptive or simple random sampling.
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In this section we have introduced well-established and new sampling methods and
compared them on three datasets. Especially the newly presented sampling approaches
of k-Means cluster sampling and adaptive sampling using Random Forests have shown
good results. For smaller sample sizes (<10%), however, k-Means cluster sampling led to
the best results, which is why we chose this sampling method for the case study presented
in Section 6.

5. Clustering-Based Time Series Aggregation

In addition to emulating parts of a simulation with supervised ML, unsupervised ML
can also be utilized to reduce the runtime of a simulation model. This can be performed by
identifying typical periods (e.g., hours, days, weeks). However, it can only be applied in
cases without dependencies of the time steps to each other (e.g., due to battery storages),
since in these cases the sequence is essential and skipping time steps or ignoring their order
distorts the result. A previous study [64] provides a comprehensive review of multiple
time series aggregation methods. Time series aggregation can be performed in a time- or
feature-based nature and via resolution variation or typical periods. Clustering provides a
feature-based approach with typical periods that exploits repeating time series patterns and
automatically identifies similar patterns, while not merging similar adjacent time steps [64].

Our energy-economic model (for details see [65]) is capable of simulating all ~12,000
German municipalities individually with a temporal resolution of up to one minute. In
this paper time steps are independent and represent one hour. Overall, this results in
around 105,120,000 time steps. Since this is computationally infeasible, typical periods
for every municipality need to be identified to reduce the computational complexity of
the model. We utilized the python framework TSAM (Time Series Aggregation Module)
(https:/ /pypi.org/project/tsam/, accessed on 1 December 2021) developed by the authors
in [64] to identify typical periods using feature-based merging with a clustering approach.

We therefore identify typical hours of the year using k-Means clustering, as described
in [64]. Instead of the resulting centroids (=cluster mean), we need real time steps, since the
features used in the clustering only represent selected features in our simulation framework
(see [65]). Hence, instead of using the cluster centroids, we use cluster medoids, which are
defined as those datapoints with the minimal sum of dissimilarities to all other datapoints
in their respective cluster.

5.1. Model Evaluation

Instead of a purely index-based internal or relative cluster validation (see [42]), we
utilize an energy-economic validation approach. The goal of the time series aggregation
is the representation of a year by typical periods for any municipality j individually. The
features f to define typical periods within a municipality j include the time series of local
rooftop-pv generation and electricity consumption (including electric vehicles and house-
hold load profiles). Since municipalities are very different in terms of total solar radiation,
wind, and consumption, typical periods are defined for each municipality individually.

Hence, the prediction P; for any municipality j is defined as the weighted sum of
typical hours tH;;, with weights wy defined by the cluster size for any cluster k. The
ground truth (A;) is defined as the sum of the feature over the entire year (8760 h).

K
P]‘,K = Z Wjk * tHj,k 4)
k=1
8760
A]' = 2 Hj (5)
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The resulting error E jis calculated with [66]
E.., = 1 6
iK (6)

For reasons of comparison, we use the absolute percentage error as an error metric to
compare the results for multiple municipalities with different amounts of typical hours.

|Ejk|
|Aj |

APEjx =Y | )

j=0

Since the APE; i is calculated for multiple features separately, the resulting APE;  for
different features is averaged to create a single error metric for any municipality.

5.2. Cluster Validation

To avoid the clustering process for ~12,000 municipalities, we identified representative
municipalities in [42]. For a growing number of typical hours, we derived the feature values
(sum of the year) from the typical hours and compared them to the actual values using
the APE. The process of selecting typical hours is performed using the implementation of
k-Means in the TSAM package [64], while random sampling is used as a benchmark. We
then calculated the MAPE across all features and compared the results in Figure 8.

—— random sampling
—— k-means

102

101

100 i

mean absolute percentage error in %

10—1 i

T T T T T
0 50 100 150 200 250 300
number of timesteps

Figure 8. Comparison of the accuracy in time series aggregation using k-Means and random sampling.

Figure 8 shows that the MAPE drops below 1.3% in all representative municipalities
for >50 typical hours with the clustering and thus outperforms random sampling by a
factor of about 10. An error of 1.3% for the model is acceptable. Hence, this methodology
will be applied in further simulations (see Section 0) and is capable of reducing the model’s
input time steps by 99.4% and, thus, the simulation time significantly.

5.3. Energy-Economic Result Interpretation

As already shown, the MAPE of 50 typical hours is already less than one percent for
representative/type regions. We applied this method with 50 typical hours to the time
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series of all German municipalities and distinguished the input time series in the following
parameters:

e Load/consumption is defined as the sum of all consumption within a municipality,
regardless of own consumption within households.

e  Generation is defined as the sum of all generated energy within a municipality, regard-
less of own consumption within households.

e Demand is defined as the sum of the remaining load after own consumption of all
prosumers.

e  Supply is defined as sum of the remaining feed-in of electricity of all prosumers after
own consumption.

Both demand and supply are important factors for the use case described and modeled
in Section 0.

The distribution in Figure 9 shows very low overall errors for all depicted features.
Supply and demand, which were directly included in the time series aggregation (cluster-
ing), yield results with errors below 1% for demand and a distribution around 1.3% for
supply. The features not included in the clustering process have a slightly higher error,
which is still less than 5% for 98.2% (load) and 95.5% (generation) of all municipalities. The
model therefore provides very good representation of 8760 h with only 50 typical hours.
This leads to a theoretical reduction in the necessary simulation time per municipality of
99.4%, if the model scales linearly.
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Figure 9. Distribution of prediction errors per described feature of all German municipalities
(n =11,977) with 50 typical hours neglecting values outside the range between the 1st and 99th
percentiles.

If a use case does not have a sequential dependency of the input time-series, this
method provides good results. In other cases, typical days or weeks need to be sampled,
instead of typical hours, to provide valuable results.

6. Case Study: Peer-to-Peer-Prices in German Energy-Sharing Communities

The goal of this paper is to show the advantages of the combination of emulation and
time series aggregation in a selected energy-economic case study. For this purpose, we
chose a relatively simple use case initially introduced in [65]. In the following, we introduce
peer-to-peer (P2P) energy-sharing communities, possible pricing mechanisms, and our
simulation model. We use the simulation framework of this model to emulate certain parts
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of it and validate the result. In Section 6.5, we conduct an energy-economic assessment of
the model results.

6.1. Pricing Mechanisms in Energy Communities

The need for new ways to integrate small and medium distributed energy resources
(DER) into the energy system is rising due to the energy transition, electrification, and
sector coupling. Increasing digitization allows new ways of peer-to-peer (P2P) interaction.
P2P energy-sharing communities are one way to bring the four trends of decarbonization,
digitalization, democratization, and decentralization together. In 2018, the EU adopted the
“DIRECTIVE (EU) 2018/2001” to strengthen “renewable energy communities”. Currently,
this directive must be implemented in state laws of any member state. In the project
InDEED (FKZ: 03EI6026A), we focus on energy communities and especially the digital
infrastructure needed to record the origin of electricity and CO, emissions [67].

In contrast to P2P energy trading, sharing pursues broader goals than just maximiza-
tion of the individual economic benefit. In [65], we showed that the term “energy sharing
community” is not precisely defined. We defined the term “as peers sharing their surplus
energy with other energy customers to improve economic, environmental benefits and
add technical, institutional values to the entire community” [65]. We also pointed out
that despite this diversity of goals, a price mechanism still plays a central role in these
communities.

In [65], we also introduced our simulation framework and compared different pricing
mechanisms in five case studies for different municipalities. Building on this foundation,
we briefly introduce the simulation framework and necessary input data in Section 6.2.
In the following, we describe two pricing mechanisms integrated in the simulation and
discussed in detail in [65].

6.1.1. Supply and Demand Ratio (SDR)

The SDR was proposed in Liu et al. [68] and calculates the “relation between price and
SDR” as the “inverse-proportional”. With rising supply, the SDR increases and hence the
product price decreases. With high demand and low supply, the SDR decreases and hence
the product price increases. This mechanism can be applied to P2P energy communities
and be simplified to the following formula according to [69]:

prp sell _ f(SDR)

export _pretail
i etx ort : export 0<SDR <1 (8)
_ (pzetazl — p ).SDRt +p; b
prerert SDR; > 1
2p bu
pio
[ pPSDR; + pietail (1 — SDR;) 0<SDR; <1 ©9)
prerert SDR; >1
Pt 275 is the selling price for electricity that is to be sold by prosumers in the com-
munity after their own consumption has been subtracted. prp P9 is the resulting buying
price, paid for consumed electricity within the community. p‘;xlg " is the exchange price for

selling oversupply. p¢**! is the retail price, paid by consumers for electricity that is not

supplied by the community.

Key findings in [65] included that the SDR mechanism offers high price volatility and
hence good incentives for the construction of additional renewables or flexible assets, such
as batteries, electric vehicles, or heat pumps. Since the price fluctuates between retail price
and the electricity exchange price, a high SDR leads to buying prices at exchange rates

pfxport. In these cases, the advantages of participating in a community are low for suppliers
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but high for consumers. For low SDR, this is reversed. Due to its mathematical formulation,
the SDR mechanism is not robust against outliers, e.g., negative prices or outliers of the
export prices.

6.1.2. Mid-Market Rate Pricing (MMR)

In the MMR pricing mechanism, as proposed in [70], a P2P price is set mid-way
between selling and buying prices, when the energy supply and demand within the
community are balanced. In this mechanism, three different cases are distinguished, based
on the SDR. The mathematical formulations according to [69] are as follows:

retail export
- -
SDR =1 : prp buy _ prp sell _ pznld — % (10)
p2p sell id
Pt = pi"
. id eers Hsuppl shortage tail
SDR > 1: p2p buy pitm _Zf:l Pt pprty + Pt g .p;'e ai (11)
pt - Zpee‘lrs Ptdem‘md
1=
i eers surplus _export
ppap sl _ PRI B+ B i
SDR<1:{ ypeers peupely (12)
1=
p2p buy _ mid
Pi = pi"

As analyzed in [65], this leads to a lower price volatility, as is the case with the SDR-
mechanism. For both sides (supply and demand), the revenues are more evenly distributed.
While this leads to more price stability and better long-term security, it offers less incentives
for additional supply or flexibility.

While the calculation of the pricing mechanisms is computationally inexpensive,
their input values (i.e., demand and supply) are computationally expensive and require a
complex simulation framework. This framework is described in the following.

6.2. Simulation Model Description and Input Data

To simulate multiple-use cases, including the introduced pricing mechanisms, we built
a python-based simulation model on energy-economic data from multiple sources. The
following section provides an overview of the simulation framework, which is currently
being developed at the FfE. The remarks in this section do not aspire to completeness, as the
model has already been presented in more detail in [65]. Instead, we focus on aspects with
relevance to this study by providing a general description of the framework in Section 6.2.1
and insight into the data sources used in Section 6.2.2.

6.2.1. Model Description

The framework consists of multiple modules, where the central and most important
part is the preprocessing module, which prepares data for subsequent simulation tasks
based on input parameters provided by the user. The remaining modules are used for
conducting analyses and simulations based on the output of the preprocessing module.
Hence, the preprocessing module delivers a “digital version of a municipality” in the form
of python objects that in turn can be used for various analyses and simulations (Figure 10).
For a list and hierarchy of the objects returned by the preprocessing module, refer to
Figure A2 in Appendix C. The preprocessing module takes an identifier that corresponds
to the municipality of interest. Based on this identifier, queries are dynamically built
that are used to only collect data specific for this municipality from the FfE regionalized
energy system modeling tool (FREM [71]). Details on which data are used to represent a
municipality are provided in Section 6.2.2 and more precisely in [65]. Besides the identifier,
three temporal parameters need to be provided, which define the timeframe and temporal
resolution of the time series (e.g., load and generation profiles) associated with assets
such as buildings or wind power plants. Furthermore, other optional parameters may
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be provided, which control the types of assets to be included or define the penetration of
certain technologies (see Section 6.2.2). After data for the municipality have been loaded, it
may be used directly or stored on a disk for later use in one of the use-case modules. This
is especially useful for larger municipalities that take more time to be processed by the
preprocessing module.

In the context of this case study, all municipalities of the population are generated
using the preprocessing module. The calculation of supply and demand (i.e., inputs for
the P2P price mechanisms) is implemented as an independent use-case module that reads
and processes necessary information from the output of the preprocessing module (see
Figure 10). The main task of this use-case module is to derive the residual load (e.g., subtract
self-consumed energy) per building in order to obtain the actual supply and demand, which
is in turn essential for the determination of P2P prices. However, this use-case module
is only used for a subset of the population, while for the remaining municipalities it is
replaced by an emulation model (see Section 6.3).

simulation & analysis

' python madule for

use case A

municipality generation

input parameters:

*  municipality ID
municipality as
python objects

»  timeframe
*  temporal
resolution

preprocessing module

python module for

use case B
relevant data:

+ census data (e. g. population)

= power plant data
apply data filter: SOﬁ;ValrE
* logical (by municipality 1D) HOCES

« spatial (by municipality border)

data

python module for

use case ...

INDEED
simulation
environment

EREM

Figure 10. High-level structure of the simulation framework.

6.2.2. Data Sources

The preprocessing module generates a series of digital objects (python objects) rep-
resenting the “assets” of a municipality. These include buildings and households, which
represent the demand side. In addition to the geolocation (on a grid of 100 m x 100 m),
the number of households including the household size and the age group of the build-
ing [57,72-74], pre-calculated electrical and thermal load profiles, and driving profiles of
the inhabitants are provided on the building level [75]. Moreover, home storage systems
(HSS) as well as residential PV systems and their core data are associated with the modelled
buildings [50]. The process of allocating households, HSS, and residential PV systems to
buildings is described in detail in [65].

The generation side is focused on decentral renewable generators including wind-,
hydro-, biomass-, and solar power plants [50,51,53]. Regionalized load profiles for power
plants are used to model their volatile power generation. These are synthesized based on
local weather data and other sources listed in detail in [65].

Due to the relevance in various research questions related to energy-economics, the
preprocessing module provides time series data on greenhouse gas emissions calculated
based on data provided by [76,77] using a method by [78]. Furthermore, electricity exchange
prices according to [79] are also included. To provide more flexibility when approaching
energy-economic research questions and to enable tackling future scenarios via simulation,
the preprocessing module can apply user-defined values for the penetration of different
technologies, including battery electric vehicles (BEV), residential PV systems, and HSS.
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The preprocessing module makes use of assumptions and simplifications that are
partly rooted in the original motivation to build a simulation framework with a strong
focus on DER, as well as to avoid pseudo-accuracies due to an occasional unnecessarily
high level of detail [65].

6.2.3. Simulated Scenario

For this study, we apply the ML-based sampling methods and time series aggregation
described in Sections 0 and 0 in the context of peer-to-peer energy communities (Section 6.1).
Therefore, we utilize the simulation framework to generate all German municipalities and
calculate the resulting P2P prices. When generating the municipalities using the preprocess-
ing module (described in Section 6.2.1), we excluded all generators other than residential
pV systems for this paper and hence focus on private consumers and prosumers forming
P2P energy communities. Thus, we distinguish this study from our previous publication
on pricing mechanisms in P2P energy communities [65], which included multiple types of
renewable power plants. Furthermore, we set the installed capacity of residential pv sys-
tems, the quantity of HSS, as well as the number of BEV per municipality to map scenario
B2035 contained in the German grid development plan in [80,81]. This scenario projects
nationwide growth of rooftop-pv systems of 90.1% from 37.2 GW in 2019 to 70.7 GW in
2035, as well as enforcing sector coupling expressed, among other things, by an increase in
the BEV fleet by a factor of 37.

The projected value for the installed capacity of residential pv systems at the munici-
pality level is calculated based on the model in [52]. The data are also used as an indicator
for the regionalization of the total projected amounts of HSS in Germany according to
scenario B2035 (~2 million HSS). The number of BEVs per municipality is also derived from
the total quantity of 11.2 million using a top-down approach. We disaggregated the number
of BEV at the district level according to [54] at the municipality level by population [57].
Subsequently, to obtain the projected stock of BEV at the municipality level, these data
are scaled accordingly to map the growth indicated by the projected number of BEVs
(11.2 million) and the current number of BEVs (~300,000).

Instead of current electricity exchange prices (also referred to as export price in the
P2P energy community context), we assume a constant export price at 4.58 ct/kWh. This
corresponds to the annual average electricity exchange price for 2035 according to the
solidEU scenario developed in the context of the eXtremOS Project [82]. The retail price
(see Section 6.1) is assumed constant at 7.06 ct/kWh according to [83].

6.2.4. Time Complexity

While the simulation is already conducted on specialized hardware (details see
Appendix B, Tables A1 and A2), the (repeated) simulation of ~12,000 municipalities in
an hourly resolution or less in Germany is computationally infeasible. In simulated cases,
the mean simulation time for a single municipality is ~1.7 min. This increases with more
assets e.g., electric vehicles, battery storages. The generation of ~12,000 municipalities, as
described in Section 0, took a total of 13.78 days. Other more complex scenarios or use
cases, as described in [67], based on optimization models are considerably slower.

For example, increasing the penetration of electric vehicles as well as the number of
agents (consumers and producers) increases the simulation time considerably, as shown in
Figure 11.

In the introduced use case, the time to generate the municipalities’ supply and demand
is the bottleneck, since the P2P price calculation only takes a few seconds, regardless of the
community size. As shown in Section 0, the speed of simulation models can be significantly
accelerated if parts of them are emulated using ML models. This is introduced in the next
section.
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Figure 11. Simulation time of municipalities by number of buildings for all generated municipalities
excluding 1% of outliers (n = 11,838).

6.3. Emulation Model

The emulation of the simulation model focuses on the generation of the supply and
demand in each municipality. Since this step is the most time consuming, we introduce
the emulation model to speed it up. Figure 12 shows a more detailed workflow of the
simulation framework and shows the parts (gray) that are substituted by our emulation
model.

Additional
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Figure 12. Detailed structure of the simulation model and the parts substituted by our emulation-
model (gray).

The simulation framework applies features at the municipality level to create data for
individual households. These data include household size, number of inhabitants, installed
rooftop-pv, number of electric vehicles, and home storage systems. Individual load and
driving profiles are generated based on a Markov chain and additional information (e.g.,
employment status), according to [75]. Driving data are used to generate a load profile for
every electric vehicle. Pv generation profiles are generated for every building depending
on local solar radiation. An individual household residual load and a battery storage
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load profile are generated for every building based on this time series data. The resulting
residual load is divided into surplus and shortage for every household in every time step
and the results are summed for the entire community. This leads to the necessary inputs
required for the pricing mechanisms, described in Section 6.1. Household consumption
and rooftop-pv generation, as well as the number of electric vehicles and battery storages,
are known for any municipality without simulation and therefore can be used as input for
the emulation.

The process of calculating own consumption at the building level and calculating the
resulting supply and demand is substituted by our emulation model. Since training data
are generated by the simulation model and parts of the simulation framework still persist
(e.g., the pricing module), according to Section 0, this is a hybrid emulation model utilizing
ML-based regression.

6.3.1. Regression Model

We chose a random forest regressor as a regression model for the hybrid emulation.
It provided the best overall accuracy in Section 0, is prone to overfitting, and is not sensi-
tive to outliers [84]. We used the scikit-learn standard implementation [36] and applied
GridSearchCV [36] for grid searching of the optimal hyperparameters.

Additionally, we tested a multi-layer perceptron ANN (MLP) (see Table A3 in Appendix E)
and AdaBoost on the TSA-data and yielded significantly less-accurate results.

6.3.2. Training Data and Sampling Method

As training data, we used the inputs depicted in Figure 12. The inputs include static
features, such as the number of inhabitants, electric vehicles, buildings per building type,
number of households, and battery storage systems (for details see Section 6.2.2). Installed
pV capacity is additionally provided. Time series data for each municipality include the
total pv-generation and total household consumption. The model needs to learn the impact
of own consumption within all prosumer households in each municipality. Supply and
demand must be considered separately, because at each time step there can be pv surplus
due to (some) prosumer households, while other households (especially pure consumers)
demand electricity. In cases with very few to no prosumers, the supply is (almost) zero
and demand equals the total consumption. With increasing amounts of prosumers present,
the effect of own consumption, and hence the impact of the simulation/emulation-model
within a community, increases.

Due to the results in Section 0, we applied the k-Means cluster sampling method. It
provided optimal results for 10% of the dataset (1200 municipalities), which is a reasonable
amount of simulation runs that can be conducted.

6.4. Model Validation

In this section, we introduce the effects of a k-Means cluster sampling approach for the
testing data, as well as the effects of time series aggregation on the model performance. Ad-
ditionally, we show the emulation results, improvements of simulation time, and introduce
energy-economic implications of P2P prices in Germany.

6.4.1. Model Validation Method

Sampling methods have a significant impact on the model performance as shown in
Section 0. This not only accounts for the training of the ML models, but also for the testing.
If testing requires an additional 5-10% of the dataset, this leads to additional simulation
time. To validate the accuracy of the emulator on the remaining data, we cannot, in practice,
refer to the ground truth. Instead, a representative subset of the dataset needs to be specified
and simulated to evaluate an ML model’s accuracy. We call this a benchmark set.

For this purpose, we applied the results from a cluster analysis, introduced in [42].
In [42], we introduced a “practical approach to cluster validation in the energy sector”,
applied the method to German municipalities, and performed multiple clusterings on the
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input features of the P2P-pricing dataset. For this purpose, we used so-called “cluster-
validation-indices” to obtain the clustering that best fulfills the predefined characteristics.
We use these resulting clusters to develop a representative benchmarking dataset to test
the ML model results. Similar to [28], we applied a stratified random sampling using the
clusters from [42] as strata. A sample of roughly 1%, or 123 of all municipalities, was taken
proportionally to the size of the clusters. This dataset was simulated for 8760 h and used
for the evaluation of the model results in Table 1.

Table 1. Error metrics for supply and demand models based on test and benchmark-data.

Error Metric Supply Supply Demand Demand
no TSA TSA no TSA TSA
. MAE 15.196 19.787 19.904 19.979
est R2 0.993 0.991 0.990 0.989
Benchmark MAE 16.695 22.230 25.470 26.735
enchmar R2 0.990 0.988 0.996 0.994

6.4.2. Emulation Results and Impact of Time Series Aggregation on Model Performance

The model quality and the methods presented in Sections 0-5 are to be validated
using our simulation framework. For this purpose, we simulated all ~12,000 municipalities
despite the simulation time of 13.78 days, to obtain a ground truth for the validation of the
results for one use case and a single scenario.

In addition, we evaluated the emulation-model accuracy, not only with the remaining
data but also with the benchmark set (about 1% of all municipalities).

Since our model predicts univariate outputs, we trained a random forest regressor on
a sample created by the k-Means cluster sampling method for the two target/dependent
variables, supply and demand, respectively. Also, on model with a multivariate output
could have been trained instead. According to [2], this leads to the need for more training
data. For this reason these models were disregarded. To show the impact of time series
aggregation, we further distinguished training with TSA and without, resulting in a total
of four different regression models. Each model was then evaluated on the remaining data
and the benchmark set.

As evaluation metrics we utilized the MAE and the coefficient of determination
(R?) [66]. In Table 1, we summarized these two metrics for the described cases on the
benchmark and test set.

The resulting error metrics show relatively low overall errors. The errors of the
supply model are lower than the ones of the demand model. This can be explained by the
significantly higher impact of own consumption on demand than on supply, due to the
high installed capacities of rooftop-pv. Additionally, supply is only available in about half
of the time steps (due to the availability of solar radiation), which reduces the possibility
for errors.

The model is capable of predicting the resulting supply and demand relatively well.

Figures 13 and 14 show the results for both the supply and demand models for nine
municipalities of different sizes from the benchmark set.

Figure 13 shows the impact of own consumption within different communities on
the local supply in the energy communities. Since the generation is solely provided by
rooftop-pv, the generation is limited to approx. 4500 h because there is no generation at
night. In communities with only a few consumers (and resulting low loads), the accuracy
is relatively lower than in big communities. This can be explained due to the randomness
of consumption. In small municipalities, only a few consumers (including batteries and
electric vehicles) are simulated. Since the consumption of a single household is hard to
predict, the (relative) error (analogous to standard load profiles) decreases with a higher
number of consumers (details see Figures A3 and A4 in Appendix D).
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Figure 13. Supply duration curves for nine municipalities of different sizes, including the ground
truth, the model prediction, own consumption, and the total consumption within the community.
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Figure 14. Supply duration curves for nine municipalities of different sizes, including the ground
truth, the model prediction, and the total generation within the community.

The simulated scenario NEP B2035, according to the German grid development
plan [80,81], projects nationwide growth of rooftop-pv systems of 90.1% from 37.2 GW in
2019 to 70.7 GW in 2035. The impact of own consumption (red line) is hence relatively
low, due to a mean of 2624 h of oversupply within the communities. The integration of
community battery storage systems or specific measures to increase the own consumption,
such as the intelligent control of battery storage systems or (bidirectional) electric vehicles,
are still excluded.

Figure 14 shows a higher overall impact of the generation on the resulting energy
demand in the energy-sharing communities compared to the impact of the supply. This
leads to an overall higher margin of error for demand compared to supply. In small
communities the impact of the model is very low and oversupply dominates.

While a time series aggregation (TSA) decreases simulation and training time alike
(details see next subsection), it affects the resulting accuracy of the model. In the given cases
it affects the result of the supply by an MAE of 4.59 kW for demand by 0.07 kW. While for
supply this is a relative increase of 30%, it is still a relatively low absolute loss in accuracy
compared with the average consumption or generation in most German municipalities.

Upon calculating the error metric on the benchmark set, the results show a slightly
higher MAE (22.23 kW for supply and 26.74 kW for demand) and R? (>0.988) for the two
models. While this does not exactly match the values obtained with the evaluation of the
ground truth for the remaining data, the results are still very good. A very small test sample
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therefore leads, in our case, to only minor underestimations of model accuracy compared
to the entire remaining dataset. This, however, further increases the simulation time.

6.4.3. Improvements of Simulation Time

A goal of this paper was to reduce the simulation time of the model by emulating it
with ML. Figure 15 depicts the necessary time for simulation, TSA, sampling, training, and
prediction.
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Figure 15. Simulation sampling, training, testing, and benchmarking time of the supply and demand
model with and without time series aggregation.

Figure 15 shows the runtime improvements for the entire process. This includes the
necessary computation time for sampling, TSA, simulation, testing, and prediction. The
results show an initial improvement of 42.6% with an emulation workflow (sampling
without TSA) compared to the full simulation of all ~12,000 municipalities. Even though
only 11% of the municipalities were simulated, the 11% sampling units included many
relatively large municipalities. As a result, the simulation time was not reduced linearly by
89% but only by 47%, since large municipalities are more computationally expensive to
simulate. This approach decreases the initial overall time to calculate supply and demand
(11% simulated, 89% emulated) by 42.6% (see sampling without TSA in Figure 15) compared
to a full simulation. In the given case, the main restriction for emulation is the simulation
time for the necessary sampling units.

Time series aggregation can accelerate the training time of the ML models significantly
with only small additional losses in accuracy. With time series aggregation down to 50 typi-
cal hours, the simulation time can be reduced up to 99.4% if the simulation environment is
adapted accordingly and scaled linearly (see sampling with TSA (optimal)). Including the
necessary time for the TSA, this leads to a potential decrease in the initial runtime of 88.9%
compared to the full simulation.

The introduced simulation framework is not yet designed for this, which is why it is not
yet possible to achieve this full potential. Currently, a reduction of simulation time by 79%
was achieved with TSA (sampling TSA (real)), compared to the full simulation of 8760 h for
every municipality. This approach is 61% less time consuming compared to the simulation
of 1323 municipalities for training and testing (sampling without TSA). Adopting TSA on
the simulation of ~12,000 municipalities offers the possibility to include more municipalities
in the sampling and training process. This inclusion of more municipalities, but fewer time
steps per municipality, improves model accuracy. When all municipalities were simulated
with a TSA and the simulation framework, the runtime was improved by only 22.4% due
to the computational expense of the TSA process (full simulation with TSA).
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The effect of increased sampling sizes with TSA can be seen in Figure 16.
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Figure 16. Model accuracy as a function of sampling size using TSA for training. The testing was
conducted on the benchmark dataset.

Figure 16 shows an increase in model accuracy with an increasing sample size. The
function shows an “elbow” in the model accuracy at 10%. From this point on, the model
accuracy only increases slightly with an increasing sample size. This is comparable to the
results in Section 0.

The main improvement can be seen by reapplying the emulation model, e.g., for
different use cases. The time of 330.6 h for the simulation of ~12,000 municipalities could
be decreased to 2.4 h without the TSA with the random forest. The random forest with TSA
performs better and predicts all 8760 h for all ~12,000 municipalities in 0.34 h. This is an
increase by factors of 156 and 1100 (with TSA). The difference in temporal performance can
be explained by the different size of the random forest. In particular, default hyperparame-
ters of the scikit-learn RF do not restrict the depth of the trees, which can lead to arbitrary
complex models. Furthermore, larger training sets lead to more input data variance, which
might also increase complexity of the RE.

Allin all, the paper shows three main parameters for emulation: sample-size, sampling
method, and time series aggregation. The more samples used, the better the model. Lower
numbers of samples can be compensated for with more intelligent sampling methods (see
Section 0). The more detailed the time series of the samples used, the better the result (see
Section 0). All these increases in complexity and detail come at the cost of simulation time.
However, the results also show a non-linear increase in model accuracy with the increase in
sample size and time series (see Figure 16). By intelligently selecting the number of typical
hours for the TSA, sample size, and sampling methods for the respective application and
capacities of the simulation, the result can still retain a high quality. TSA and emulation
were able to speed up the initial modelling process in our case study by up to 88.9%
compared to the simulation of all ~12,000 municipalities. Reapplying the model increases
the time required to calculate all municipalities by a factor of 1100 (including TSA). In
cases with optimal improvements in the simulation framework (e.g., linear dependency of
simulation time and simulated time steps), TSA as an input of simulation can significantly
decrease runtimes and increase the number of sampling units for the emulation. For
non-linear dependency of the simulation time and time steps, fewer samples with a more
detailed time series may provide equally good results.

6.5. Energy-Economic Result Interpretation

In Figure 17, we depict the average price for all municipalities (11% simulated, 89%
emulated) for MMR and SDR. The average prices refer to annual averages, since the
timeframe is defined as one whole year with the temporal resolution of one hour.
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Figure 17. Distribution of annual average P2P prices of all German municipalities (1 = 11,977). Actual
prices are shown in (a) while weighted prices are displayed in (b). The prices in (b) have been
weighted per hour according to the current demand (buy prices) or supply (sell prices).

Figure 17a shows a relatively low spread among the municipalities. This is due to
the exclusion of any renewable generation except rooftop-pv. As described in Section
0.2.3, the applied scenario heavily increases the installed rooftop-pv capacity. Accordingly,
the volatility of generation (e.g., caused by day and night) is relatively comparable in all
municipalities. Figure 17b shows the weighted average prices for the municipalities. It
becomes obvious that the overall advantages of these pricing mechanisms decrease in reality.
Due to the high simultaneity of generation, the selling prices during generation peak-hours
often drop as low as the export price. At night, without any available generation, selling
prices increase to the upper bound (i.e., retail price). Since no energy is available for sale
inside the community, these high prices cannot be realized. However, these price spreads
pose high incentives for the installation of additional (off-peak) generation or flexibility,
e.g., by bidirectional electric vehicles [85] or batteries.

In Figure 18, the average prices across the whole population for MMR and SDR are
depicted as a price duration curve to show the average prices during a year.
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Figure 18. Price duration curve of average P2P prices (per hour) of all municipalities in the population
(n =11,977).

Since export prices were assumed constant in this paper (contrary to [65]), the buy
and sell prices within the communities are only affected by supply and demand. Since
only rooftop-pv generation was considered in this evaluation, all prices (except MMR sell)



Energies 2022, 15, 1239

32 of 42

are equal or close to the retail price during times of low or no supply (night). Only with
an increasing supply (during daytime) does the price decrease with different trajectories.
While the MMR buy value cannot be higher/lower than the mid-market rate for buy and
sell, the SDR can fluctuate between the entire range of export and retail prices.

Considering the weighted prices in Figure 17, both mechanisms are still advantageous
for demand and supply compared to the status quo. Since SDR sell prices reach the export
price more often and more quickly than MMR, due to high simultaneity and high installed
capacities of rooftop-pv, SDR is less advantageous for suppliers. Consumers, on the other
hand, profit during these hours, since they only pay the export price as opposed to the
regular retail price.

In the following maps (Figures 19 and 20), we depict the resulting regional dispar-
ities of the pricing mechanisms (averaged) for all German municipalities. We applied a
standardized load profile of a typical household (HO-profile, see [86]) as a benchmark for
consumers. The resulting costs for electricity were compared to the status quo of a constant
retail price of 7.06 ct/kWh (see Section 6.2.3). Since the retail as well as export price are
assumed constant and the retail price is higher than the export price, the retail price is,
per definition, the upper bound for all resulting P2P prices and hence, P2P buy prices will
always be equal or lower than this benchmark.

The possible savings on consumed electricity show higher overall potentials in rural
regions with less consumption. In these regions, prices decrease faster during the daytime,
due to a general oversupply in these areas. The average rooftop-pv capacity per capita and
hence per consumed electricity is much lower in urban regions, since apartment blocks or
high-rise buildings are more common. Additionally, the savings are higher for southern
municipalities, due to higher available direct solar radiation and thus higher full load
hours, which leads to higher supply per installed capacity. SDR provides more benefits for
consumers due to the aforementioned effects of overall lower buy prices.

The additional revenues are depicted in Figure 20. For reasons of comparison, we
applied a mean pv load profile of all German municipalities as a reference rooftop-pv
system. The resulting revenues were compared to the export price defined in the scenario
(see Section 6.2.3).

savings in percent
045-75

75-10
10-125

Il 25-15

Il 15-1867

no data

SDR MMR

Figure 19. Regional disparities in savings from leveraging P2P buy prices versus normal retail
pricing.
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Figure 20. Regional disparities in added value from leveraging P2P sell prices versus selling at the
market.

The profits are calculated using a normalized average PV load profile for Germany
and combining it with either P2P sell prices (hourly resolution) or an export price assumed
to be constant at 4.58 ct/kWh (see Section 6.2.3). Since the retail and the export price are
assumed constant and the retail price is higher than the export price, the export price is,
per definition, the lower bound for all resulting P2P prices and hence, P2P sell prices will
always be equal to or higher than this benchmark.

As expected, the revenues show an opposite trend to the savings. Due to the higher
supply compared to demand in rural areas, the sell prices, and hence the overall revenues,
decrease. In urban areas, due to the low supply with higher demand, the prices and
revenues increase. Even though the MMR has a selling price cap (mid-market rate), it
is more advantageous for suppliers. Due to its lower volatility and lower gradient (see
Figure 18), it leads to higher overall revenues than the SDR. The latter has a higher gradient
of changing prices, depending on the supply and demand. This leads to lower revenues
due to the high simultaneity imposed by the rooftop-pv.

All in all, both mechanisms provide advantages over static pricing. The resulting price
spread is a strong incentive for additional (off-peak) generation or flexibility providers. The
SDR provides more of these incentives, but offers less revenues for suppliers. The MMR
shares revenues and costs in a fairer way between the supply and demand and is therefore
more beneficial for both sides. Incentives for additional flexibility are still provided. The
effects of price volatility of both mechanisms as motivation for additional generation and
flexibility will be assessed in future research.

7. Discussion

The paper focuses on the emulation of energy-economic simulation frameworks to
achieve significant runtime improvements. In this context, the paper shows the impact
of intelligent sampling methods on model performance over simple random samplings,
especially in cases with low amounts of training data. The different sampling methods
are introduced and their results are compared on multiple use cases with different ML
algorithms. The methodology is applied to an energy-economic model and shows the
impact for both model results and model runtimes. The shortcomings of this paper are
outlined in the following:

e  The importance of sampling methods was shown in three energy-economic use cases
in Section 0. The results showed better results for cluster and adaptive sampling than
for simple random sampling. Other possible sampling methods might achieve equal
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or better results. Further research on other datasets and additional sampling methods
should be conducted in the future to further confirm these results.

e  The analysis should be conducted not only on other datasets, but also with more
and different ML algorithms to show possible advantages or disadvantages of the
combinations of certain ML algorithms and sampling methods.

e In Sections 0 and 0, we applied cluster-based time series aggregation to our models
and achieved an acceleration of simulation and training while still retaining good
overall accuracy. This should be further investigated on other datasets and use cases.
Additionally, we intend to investigate the optimal combination of typical hours (TSA)
and sample size for training in future research.

e In Section 0, we used TSA to find typical hours, since there were no dependencies of
the time steps to each other. In future cases with e.g., battery storage optimization,
this is not viable. Instead, typical weeks or days need to be identified that still retain
dependencies of the time steps to each other for a certain, representative period.

e  Since the available processing speed was limited (and no GPUs were available), the ML
algorithm used in Section 0 to emulate our simulation model was the random forest
regressor. The results were generated using a grid search. However, other algorithms
(e.g., deep learning) might yield better results. The impact of other algorithms (on
dedicated ML hardware) on the emulation performance (runtime and accuracy) will
be tested in the future.

e The energy-economic result interpretation in Section 0 was reduced to a necessary
minimum for reasons of the scope of this paper. In further publications, we will
provide deeper insight into the effect of different pricing mechanisms on P2P energy-
sharing communities.

e In[7], multi-fidelity surrogate models are proposed to improve the modeling result
by adding low-fidelity model results with low computational cost into the training
process. In further research, we will examine the impact of this approach on other use
cases for emulation modeling.

e  For reasons of scope, only pv communities with constant export prices were considered
in this paper. Other renewables, as well as possible flexibilities, were not considered.
The effects of different scenarios, flexibility (i.e., community battery storages, bidirec-
tional electric vehicles, smart battery, and thermal storage, etc.), volatile export prices,
and other renewable generators (as done in [65]) on prices will also be evaluated in
future publications. Additionally, costs for e.g., a community operator were excluded.
Business models, etc., will be evaluated in the INDEED project.

e  The simulation framework was not built to achieve optimal runtime improvements
if only certain time steps are generated. This will be optimized to achieve the full
potential, as identified in Section 0.

8. Summary and Outlook

In this paper we showed that the relatively new field of emulation shows promising
results for the runtime improvement of simulation models ranging from hundreds to
billions of times, depending on the field of application. Sampling methods are a key factor
to reduce necessary simulation runs, while still retaining a high level of accuracy.

The main contribution of this paper is the comprehensive literature review in Section 0,
summarizing and evaluating the current state of the art. Based on this, we identified a lack
of applications of emulation models in the energy sector as well as a “missing link” between
time series aggregation and emulation. In addition, we showed that many publications
insufficiently consider the effects of sampling methods. In Section 0, we introduced a
methodology building on exiting emulation workflows. We introduced a novel approach,
adding a time series aggregation step into the process that reduces both simulation and
training time alike.

In Section 0, we introduced multiple sampling methods and compared them using
three different energy-economic datasets. The results show significant improvements
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compared to a simple random sampling, especially for small sample sizes. Cluster and
adaptive sampling yield the most promising results for cases with a known, finite, and
discrete number of possible input parameters for the simulation. While k-Means cluster
sampling is easy to implement, it does not allow the user to re-sample if the emulation
model does not reach the desired model accuracy. Adaptive sampling is more complex to
implement but allows for an iterative approach. This can be stopped once a desired model
accuracy is obtained and is hence more versatile.

In addition to the emulation approach, we also utilized clustering-based time series
aggregation in Section 0 to further reduce the runtime of the simulation model. In the
given case, we show an accuracy of almost 99% in all representative municipalities for >50
typical hours. In Section 0, we introduced our energy-economic simulation framework.
We aimed to simulate P2P pricing mechanisms as a necessary part of P2P energy-sharing
communities. Simulating 11,977 German municipalities took approx. 13.78 days. With our
emulation and TSA approach, we can reduce the necessary time to generate results for all
municipalities once by up to 88.9% compared to a full simulation. Since the simulation
framework is not yet optimized towards this, we realistically achieved an increase of 68.7%.
If the trained model (including TSA) is reapplied, a runtime improvement by a factor of
1100 was achieved. Using aggregated time series for training instead of the entirety of 8760
h per municipality still yielded an MSE of 19.79 kW for the supply and 19.98 kW for the
demand, with an overall R > 0.989.

The generation of samples is not only challenging for the training of the ML models,
but it is also a challenge for the benchmarking of the model accuracy. We therefore applied
a benchmarking approach, building on the clustering introduced in [42] as well as a cluster-
based stratification and sampling method introduced in [28]. In [42], we conducted a cluster
analysis using cluster validation indices on German municipalities. These identified clusters
were used to generate a benchmark sample of 1% of the ~12,000 German municipalities.
Evaluating the model accuracy led to a slight underestimation, but still yielded quite
accurate results. This implies that a methodically conducted cluster analysis can help
reduce the necessary number of simulations and improve the evaluation of the emulation
model. Additionally, clusters that are of no interest due to their properties regarding the
simulated use case can be excluded, and hence the number of municipalities be reduced.

The energy-economic result interpretation of SDR and MMR pricing for P2P energy-
sharing communities showed more price volatility with the SDR mechanism. The weighted
prices show only lower benefits due to high amounts of installed rooftop-pv capacities. At
night, selling prices are high, due to a lack of generation. During the day, pv generation rises
steeply, which leads to high oversupply and hence low selling prices. While this incentivizes
investments in additional flexibility, it still shows promising results for both suppliers and
demand. The evaluation of the regional disparities in advantages and disadvantages show
that both the SDR and the MMR bring great advantages for consumers, especially in rural
areas. For producers, the opposite is true. Here, the advantages are mainly seen in urban
areas, since the increased demand leads to higher prices.

All in all, our novel approach of combining TSA and emulation showed promising
results in terms of improving simulation times. Both methods show great synergies and
allow one to both reduce simulation and training time. The addition of TSA in the emulation
process can help scientists, researchers, and practitioners alike to speed up simulations up
to real time and therefore still conduct highly detailed analysis without losing too much
time or accuracy.
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Appendix A
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Figure A1. Flow chart of our adaptive sampling scheme as implemented in this work.

Appendix B

Table Al. System information for sampling and machine learning.

Hard- & Software Used Specifications
Operating System Windows Server 2016 Standard
CPU Intel Xenon CPU E5-2680
Number of (utilized) cores 10
Total RAM 496 GB
GPU NA

Table A2. System information of the simulation framework.

Hard- & Software Used Specifications
Operating System Linux openSUSE Leap 42.3
CPU Intel Xenon CPU E5-2698 v4 2.2 GHz
Number of (utilized) cores 40
Total RAM 792 GB

GPU NA
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Appendix C
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Figure A2. Simplified visualization of the hierarchy and attributes of classes used for generating
a digital representation of the assets inside a municipality using the preprocessing module of the
simulation framework. Each class inherits all attributes of its parent class.
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Figure A3. MAE of the trained ML model (supply) depending on mean generation and consumption
within each municipality in the test set.
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Figure A4. MAE of the trained ML model (demand) depending on mean generation and consumption
within each municipality in the test set.
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Appendix E

Table A3. Results of training an MLP on the same sample of the P2P-pricing dataset using the
sklearn.neural_network.MLPRegressor class. The MLP consists of three hidden layers of 100, 200,
and 50 neurons each and uses an adaptive learning rate starting with an initial value of 0.001. All
other parameters are the default parameters of sklearn.

Error Metric MLP Supply Demand
TSA TSA
Test MAE 48.351 84.57
* R? 0.987 0.915
Benchmark MAE 51.042 97.10
enchmar R2 o o0
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