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Abstract: Battery management is the key technical link for electric vehicles. A good battery man-
agement system can realize the balanced charge and discharge of batteries, reducing the capacity
degradation and the loss of health caused by battery overcharge and discharge, which all depend on
the real-time and accurate estimation of the battery’s state of charge (SOC). However, the battery’s
SOC has highly complex nonlinear time-varying characteristics related to the complex chemical and
physical state and dynamic environmental conditions, which are difficult to measure directly, and this
has become a difficulty in design and research. According to the characteristics of ternary lithium-ion
batteries of electric vehicles, a battery SOC dual estimation algorithm based on the Variable Forgetting
Factor Recursive Least Square (VFFRLS) and Multi-Innovation Unscented Kalman Filter (MIUKF) is
proposed in this paper. The VFFRLS algorithm is used to estimate battery model parameters, and the
MIUKF algorithm is used to estimate the battery’s SOC in real time. The two algorithms are coupled
to update battery model parameters and estimate the SOC. The experiment results show that the
algorithm has high accuracy and stability.

Keywords: equivalent circuit model; multi-innovation; Unscented Kalman Filter; variable forgetting
factor recursive least square; SOC online estimation; battery management system

1. Introduction

With the reduction in fossil energy reserves and the intensification of environmental
pollution, in order to achieve the goal of “carbon neutralization” and optimize the industrial
structure and energy structure, countries all over the world have increased their investment
in the new energy industry. Among these new technologies, research on electric vehicles is
one of the main directions of study. In many aspects of electric vehicles’ battery technology,
battery management technology is extremely important. A good battery management
system can prevent the battery from overcharging and discharging and realize balanced
management. Accurate battery SOC estimation is the basis of battery management system
design, but a battery’s SOC comprises highly complex nonlinear time-varying characteris-
tics, which are difficult to measure directly. Therefore, it has become the focus of design
and research.

At present, SOC estimation methods mainly include the ampere hour integration
method, the open circuit voltage method, and machine learning-based algorithms such as
the neural network algorithm [1], Kalman filter (KF) and its extension based on parameter
estimation model and system identification.
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The estimation accuracy of the ampere hour integration method mainly depends on
the initial SOC value and sensor error accumulation—the initial SOC value is difficult to
determine, and the errors will accumulate when the online estimation time is long, resulting
in low accuracy. The open circuit voltage method uses the functional mapping relationship
between the battery open circuit voltage (OCV) and the SOC to estimate the SOC. The error
of this method is large when it is used for real-time estimation, because the determined
functional relationship requires the battery to be at rest for a long time. The algorithm
based on machine learning needs a large number of labeled sample data. Benchmark SOC,
which is necessary for use as labeling data, is difficult to obtain through online metrics [2,3],
while the cost of obtaining a large number of labeled data in the experimental environment
is high, meaning that the research and applications are limited at present. KF uses the
recursive method of “prediction-actual measurement-correction”, which is more suitable
for the dynamic system state estimation such as battery SOC estimation. By establishing
the battery models and estimating the parameters, the prior state probability determined
by the system model parameters is updated according to the measured a posteriori state
probability. Therefore, it has been widely used and has become the mainstream research
direction in the field of SOC estimation in recent years.

The KF algorithm assumes that the system is a linear system, but the SOC estimation
of the battery is the state estimation of a typical nonlinear time-varying system, so the KF
algorithm will introduce linear errors. To solve this problem, many improved methods
have been proposed, mainly extending and expanding within the framework of the KF
algorithm. Among them, the extended Kalman filter (EKF) and Unscented Kalman Filter
(UKF) are widely used. The EKF linearizes the nonlinear system through Taylor series
expansion. After ignoring the second-order and higher-order terms, it is transformed into
the KF algorithm. The EKF algorithm involves the heavy calculation workload of the
Jacobian matrix and ignores the high-order terms. It is suitable for systems with weak
nonlinearity because it is easy to cause filter divergence to systems with strong nonlinear
systems in addition to introducing linear errors [4–6]. For a strong nonlinear system, based
on the idea that the probability density function distribution of the approximate nonlinear
function is easier to obtain than the approximate nonlinear function, the UKF algorithm is
proposed. This algorithm analyzes the probability density of the functional relationship
in the battery model and obtains the set of sampling points around the estimated value
through unscented transformation. The statistical characteristics of the variables to be
estimated are approximated by a series of sampling points, which avoids the complex
operation of Jacobian matrix and considers the influence of higher-order terms on the
matrix [7–9]. Related research shows that the accuracy of the UKF reaches the second-order
Taylor series at least and is higher than the approximate linearization of EKF.

At the same time, the KF algorithm framework assumes that the system is a Markov
process, and the process has no memory—that is, the state at the current time is only
affected by the state at the previous time—and has nothing to do with the state before
the previous time—that is, the system is a complete information system at any time—but
the battery’s nonlinear time-varying characteristics, dynamic environments and working
conditions determine that the SOC estimation cannot strictly meet this assumption. In
order to further improve the performance of the estimation algorithm and break through
the boundary assumptions of the KF framework, the multi-innovation (MI) identification
theory is proposed. When the algorithm updates the parameters, the errors of multiple
historical moments are introduced, and the performance is further improved [10].

The KF algorithm framework and its extension are based on the battery model to
estimate the a priori probability of SOC. The a priori probability determined by the system
model parameters is then updated by the measured a posteriori probability. The variation
of the battery model’s parameters is one of the main characteristics of the nonlinear time-
varying characteristics of battery SOC estimation. Therefore, the accurate and real-time
identification of model parameters is the key to the success of the algorithm. Most of the
early research used the offline parameter identification method. Offline parameter identifi-
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cation refers to identifying the parameters of the battery model in advance in the laboratory.
During the operation of the battery, the corresponding model parameters are transferred for
SOC estimation according to the dynamic working state or working environment [11,12].
Offline parameter identification struggles to cover all of the dynamic characteristics in
different environments and working conditions, such as the changes in temperature, the
health condition of the battery and other factors. In order to solve this problem, an online
parameter identification method is proposed. This method identifies the parameters of the
battery model in real time and synchronously with the SOC online estimation through the
online parameter identification algorithm according to the characteristic parameters such
as current, voltage and temperature collected by the sensor during the working process of
the battery system. Online parameter identification needs to adapt to the changing envi-
ronment and operating state and has high requirements for real-time performance [13,14].
Generally, the amount of data used is smaller than offline parameter identification, which
may result in lower accuracy. However, due to its ability to better adapt to the characteris-
tics of a nonlinear time-varying battery, it has become the mainstream research direction in
recent years. Among various online identification algorithms for battery model parameters,
recursive least square (RLS) and its extended algorithm have become the mainstream
online identification algorithms due to their advantages of small storage space, a small
amount of computation and being suitable for real-time control [15]. There is an important
forgetting factor parameter in the RLS algorithm, which is used to determine the influence
weight of the previous time on the identification result of the current time. The selection of
this parameter has a great impact on the convergence speed and accuracy of the battery’s
parameters. In the early stage, the trial-and-error method was mainly used to obtain a
fixed value. Later, the Variable Forgetting Factor RLS (VFFRLS) algorithm was proposed,
which associated the forgetting factor with the algorithm estimation error in the current
time window and realized the design of the dynamic forgetting factor [16].

At present, extensive and in-depth research on the SOC estimation algorithm and
the battery model parameter identification algorithm has been conducted based on KF
framework and its extension, but most of the research is focused on one aspect, and there
is less research on dual or joint estimation algorithms integrating SOC estimation and
parameter identification. Recently, a multi-scale EKF joint estimation SOC algorithm [17]
and a UKF and VFFRLS joint estimation algorithm [18] were proposed, but there is no
dual or joint estimation method that further integrates MI, UKF and VFFRLS. This paper
attempts to integrate advantageous algorithms of MI, UKF and VFFRLS and creatively
realize the dual estimation experiment of MIUKF + VFFRLS. The experiment results show
that the algorithm has obvious advantages in accuracy and stability compared with offline
parameter + EKF, offline parameter + UKF and offline parameter + MIUKF. Compared with
UKF + VFFRLS, it has advantages in convergence speed, accuracy and stability. The overall
performance of the fused algorithm is outstanding.

2. Battery Model Establishment and Parameter Identification
2.1. Battery Model Establishment

There are two kinds of battery models: the electrochemical model and equivalent
circuit model. The electrochemical model abstracts the complex physical and chemical
reaction process inside the battery to describe the dynamic characteristics of the battery.
Due to the fundamental process experiment, the accuracy of the model is high, but the
model is complex, and the amount of calculation is large, which is difficult to meet the
requirements of real-time tasks. The equivalent circuit model uses circuit elements such as
resistance, capacitance and power supply to form a circuit network to describe the dynamic
characteristics of the battery. It can clearly reflect the electrical characteristics of the battery,
and the model is relatively simple, meaning that it is suitable and widely used for tasks
requiring real-time calculation such as SOC.

A common equivalent circuit model is the n*RC circuit model. The dynamic char-
acteristics of the battery are simulated by N groups of circuits connected in parallel and
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then connected in series. It can be divided into zero-order, first-order, second-order and
multi-order models according to the number of resistance and capacitor groups. The
zero-order equivalent circuit network model is also called the Rint model, which is only
composed of a voltage source and a resistor in series. The Rint model can only represent the
static process of the battery and cannot describe the dynamic characteristics of the battery.
The first-order equivalent circuit network model is also called the Thevenin model [19].
This model consists of a group of capacitors and resistors in a parallel circuit, a voltage
source and a resistor which are connected in series. The resistance in series simulates ohmic
internal resistance, and the combination of capacitors and resistors in parallel simulates
polarization internal resistance. The second-order equivalent circuit network, also known
as the DP model [20], is composed of two sets of capacitor resistance parallel circuits, one
voltage source and one resistance which are connected in series. The series resistance
simulates ohmic internal resistance. The two sets of capacitor resistance parallel circuits
are used to describe the short-term electrochemical polarization effect and long-term con-
centration polarization effect of the battery, respectively, which can describe the dynamic
characteristics more accurately.

With the increase in model order, the accuracy of the model will increase, but the
complexity of the model will also increase. Considering the balance of accuracy and
calculation, the DP model is adopted in this paper, and its circuit structure is shown in
Figure 1.
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It can be seen from the figure that the DP model is composed of a voltage source,
ohmic internal resistance and RC networks. Uocv is the battery open circuit voltage. R0
is the battery ohmic internal resistance. Ut is the battery terminal voltage. The parallel
network constructed by R1 and C1 is used to reflect the gradual change in the battery
terminal voltage, and its time constant is relatively large, which is used to describe the
long-term concentration polarization effect. The parallel network constructed by R2 and C2
is used to reflect the sudden change in the battery terminal voltage, and its time constant is
small, which is used to describe the short-term electrochemical polarization effect.

According to Kirchhoff’s law, the output voltage relation of the DP model is as follows:
Ut = Uocv − IR0 −U1 −U2.
U1 = − 1

C1R1
U1 +

1
C1

I
.

U2 = − 1
C2R2

U2 +
1

C2
I

(1)

where
.

U1 and
.

U2 are the derivatives of U1 and U2 with respect to time, respectively.

2.2. Open Circuit Voltage Parameter Identification of Battery Model

The open circuit voltage Uocv is an ideal power supply in the battery model. It is not
affected by the resistance capacitance parameters of the battery. It can be measured by
the terminal voltage when the battery discharge current is close to zero, and the internal
chemical reaction is stable because when the chemical reaction is stable, the dynamic
characteristics of the reaction are close to zero. According to Formula (1), Uocv is equal
to Ut.
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There is a relatively stable functional relationship between the open circuit voltage Uocv
and SOC. The functional relationship between SOC and Uocv can be obtained by function
fitting (generally polynomial fitting) of SOC and Uocv measured at different SOC value
points after sufficiently long relaxation.

This functional relationship can be used in battery resistance capacitance parameter
identification and SOC estimation.

2.3. Resistance Capacitance Parameter Identification of Battery Mode

Offline parameter identification and online parameter identification can be adopted
in the resistance capacitance parameter identification of the battery model. The principles
are to use the resistance capacitance parameters of the battery to fit the terminal voltage
curve measured in the dynamic charge and discharge process and to optimize the error
between the fitting curve and the measured curve through the adjustment of the resistance
capacitance parameters. Offline parameter identification is limited by the experimental
conditions and cannot cover all situations such as different temperatures, different charge
and discharge currents, etc. A large amount of data can be collected for fitting because the
real-time performance is not required in the experimental environment, which generally
brings high accuracy under the corresponding experimental conditions but may bring
sharply dropping accuracy under different conditions. On the contrary, online parameter
identification can be dynamically identified according to the real-time operating conditions,
but the real-time requirements limit the data amount for fitting, which generally causes
lower accuracy, meaning that proper algorithm design is critical. The online parameter
identification method is generally modified and innovated based on the RLS method.

2.3.1. Recursive Least Squares Parameter Identification

The RLS algorithm is developed from the least square (LS) algorithm, and the basic
principle is as follows [15].

For discrete linear systems

yk+1 = θkΦθ
k+1 + eθ

k+1 (2)

where yk+1 is the output vector of the system, and θk is the model parameter vector to be
identified; Φθ

k+1 is the input data matrix of the system, and eθ
k+1 is the error vector.

The optimal value estimated by minimizing the sum of squares of eθ
k errors is the

LS algorithm. The resource consumption of the algorithm will continue to rise until the
resources are exhausted if all data sequences are used for the estimation of the length of
Φθ

k+1. RLS is proposed to solve this problem, in which the identification results of the
current time and the system input of the next time are used to recursively obtain the system
parameter value of the next time. The specific methods are as follows:

Kθ
k+1 =

Pθ
k Φθ

k+1

λ+(Φθ
k+1)

T Pθ
k Φθ

k+1

θk+1 = θk + Kθ
k+1eθ

k+1

Pθ
k+1 = λ−1Pθ

k − λ−1Kθ
k+1(Φ

θ
k+1)

T Pθ
k

(3)

where K is the algorithm gain, and P is the error covariance matrix of the identification
parameters. The λ is the forgetting factor, which represents the forgetting degree to the
previous identification result and determines the confidence comparison between the old
and new sampling data. Its value range is between 0 and 1. When the forgetting factor is
1, it means that the algorithm has no forgetting function, and all data points are used in
parameter identification; then, the RLS algorithm degenerates to the LS algorithm. When
the forgetting factor is 0, it means that the algorithm will forget all the previous identification
results and only use the data of the current time for parameter identification. The selection
of forgetting factor has a great impact on the accuracy of parameter identification results.
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In the RLS method, the parameter needs to be preset as a fixed value, which has a poor
effect in the battery parameter identification with complex working conditions.

2.3.2. Parameter Identification of Variable Forgetting Factor Recursive Least
Square Method

The VFFRLS method is an improved algorithm based on the recursive least square
method (RLS) used to find the optimal value of the forgetting factor adaptively according
to the estimation error in the process of parameter identification [16].

The calculation formula of the variable forgetting factor is as follows.
ek+1 = yk+1 − ŷk+1

L(k + 1) = −ρ

k+1
∑

i=k−S+2
eieT

i

S
λ = λmin + (λmax − λmin)2L(k+1)

(4)

where ek+1 is the estimation error at k + 1 time, λ is the forgetting factor, and λmin and
λmax are the minimum and maximum forgetting factors, respectively. The larger the λ
is, the smaller the influence of the system fluctuation on the estimation accuracy of the
algorithm; the smaller the λ is, the stronger the tracking ability and convergence ability of
the algorithm. ρ is the sensitivity factor, and S is the window size. In this paper, we set the
value of λmin as 0.9, the value of λmax as 0.995 [18], the value of ρ as 200, and the value of S
as 22.

3. Battery State of Charge Estimation based on Multi-Innovation and Kalman Filter
Framework Algorithm
3.1. Definition and Characteristics of a Battery’s State of Charge

SOC refers to the ratio of the remaining charge margin in the battery to the rated
charge capacity of the battery. The calculation formula is as follows.

SOC = SOC0 −
1

QN

∫ τ=t

τ=t0

µIdτ (5)

where SOC0 is the initial SOC value, QN is the maximum discharge capacity, µ represents
coulomb efficiency and generally is set to 1, and I is the load current, and its discharge is
specified as positive.

SOC can only be estimated through indirect methods with, e.g., voltage and current as
inputs, which is related to resistance capacitance parameters and working conditions, and
so the estimation is related to the ohmic internal resistance, polarization internal resistance,
the temperature and health state of the battery, etc. The system has highly complex
nonlinear characteristics, and so the estimation error is large if only using the measurement
method. If the data of the two dimensions—system state estimation and measurement
results—can be used at the same time, the state of the system model over time can be
used as an a priori estimation value, the measured value is updated as an a posteriori
estimate, and the algorithm should have a very efficient performance improvement in
theory. A Bayesian filter has such characteristics. A Bayesian filter can be derived from the
Bayesian full probability formula without any omission of the nonlinear characteristics of
the system, but it is difficult to obtain the prior probability distribution of the system in
practical use, and the calculation is also too complex. In order to facilitate calculation, in
practical application, it is generally assumed that the probability distribution is normally
distributed, and the system is a complete information system—that is, the state of the next
time is only related to the current time. In this case, the algorithm is simplified to the
KF algorithm.

KF and its extended algorithm adopt the recursive filtering algorithm, which has the
characteristics of simple calculation. At the same time, the algorithm uses the data of
two relatively independent dimensions—state equation and measurement equation—for
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verification and updating, which can effectively improve the accuracy of the algorithm.
Therefore, it is widely used in SOC estimation.

3.2. Kalman Filter

The basic formula of KF is as follows:

xk+1 = Ak+1xk + Bk+1uk+1 + ωk+1 (6)

yk+1 = Hk+1xk+1 + υk+1 (7)

where Equation (6) is called the state equation, and Equation (7) is called the measurement
equation. xk is the state vector at time k, xk+1 is the state vector at time k + 1, yk+1 is the
observation vector at time k + 1, uk+1 is the system input vector at time k + 1, A is the state
transition parameter matrix, B is the input control parameter matrix, H is the observation
parameter matrix, ωk+1 ∼ N(0, Qk+1) is the system noise vector, and υk+1 ∼ N(0, Rk+1) is
the measurement noise vector. ωk+1 and υk+1 are independent of each other.

The recursive process of the algorithm is as follows.

(1) Predict the system state at the next time.

x̂(−)k+1 = Ak+1 x̂(+)
k + Bk+1uk+1 (8)

(2) Predict the system covariance at the next time.

P(−)
k+1 = Ak+1P(+)

k Ak+1
T + Qk+1 (9)

(3) Calculate the Kalman gain of the measurement update.

Kk+1 =
P(−)

k+1 Hk+1
T

Hk+1P(−)
k+1 Hk+1

T + Rk+1

(10)

(4) Update the system status by the measured values.

x̂(+)
k+1 = x̂(−)k+1 + Kk+1(yk+1 − Hk+1 x̂(−)k+1) (11)

(5) Update system covariance by the measured values.

P(+)
k+1 = (I − Kk+1Hk+1)P(+)

k+1 (12)

where x̂(−)k+1 represents an a priori estimate of x at time k + 1, x̂(+)
k+1 represents an a

posteriori estimate of x at time k + 1, x̂(+)
k represents an a posteriori estimate of x at time

k, P(−)
k+1 represents an a priori estimate of P at time k + 1, P(+)

k+1 represents an a posteriori

estimate of P at time k + 1, and P(+)
k represents an a posteriori estimate of P at time k. Kk+1

represents the Kalman gain at time k + 1.
KF requires that the state equation and measurement equation of the system are linear,

which is difficult to apply to nonlinear tasks such as the battery state of charge. Instead, the
EKF and UKF algorithms are generally used in such tasks.

3.3. Extended Kalman Filter Algorithm

The EKF algorithm is transformed into the KF algorithm by expanding the Taylor
series of state and measurement functions and ignoring the second-order and higher-order
terms. The basic formula is as follows:

xk+1 = f (xk, uk, k, ωk) (13)
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yk+1 = h(xk+1 , k) + υk+1 (14)

where uk is the system input vector at time k, ωk ∼ N(0, Qk) is the system noise vector, and
υk ∼ N(0, Rk) is the measurement noise vector. ωk and υk are independent of each other.

The recursive process of the algorithm is as follows.

(1) Predict the system state at the next time.

x̂(−)k+1 = f (x̂k, uk, k) (15)

(2) Predict the system covariance at the next time.

Let

Fk =
∂ f
∂x

∣∣∣∣xk=x̂(+)
k

(16)

Get
P(−)

k+1 = FkP(+)
k Fk

T + Qk (17)

(3) Calculate the Kalman gain of the measurement update.

Let

Hk+1 =
∂h
∂x

∣∣∣∣xk+1=x̂(−)k+1
(18)

Get

Kk+1 =
P(−)

k+1 Hk+1
T

Hk+1P(−)
k+1 Hk+1

T + Rk+1

(19)

(4) Update the system status by the measured values.

x̂(+)
k+1 = x̂(−)k+1 + Kk+1

{
yk+1 − h

[
x̂(−)k+1, k + 1

]}
(20)

(5) Update system covariance by the measured values.

P(+)
k+1 = P(−)

k+1 − Kk+1

[
Hk+1P(−)

k+1 HT
k+1 + Rk+1

]
(21)

where x̂(−)k+1 represents an a priori estimate, and x̂(+)
k+1 represents an a posteriori estimate

of x at time k + 1; x̂(+)
k represents an a posteriori estimate of x at time k; P(−)

k+1 represents

an a priori estimate of P at time k + 1; P(+)
k+1 represents an a posteriori estimate of P at

time k + 1, and P(+)
k represents an a posteriori estimate of P at time k. Kk+1 represents

the Kalman gain at time k + 1.

The EKF algorithm omits the influence of second-order and higher-order terms and
is only applicable to the case of weak nonlinearity. For the case of heavy nonlinearity, the
error is large, and more complex nonlinear filtering algorithms are often required, such as
the UKF.

3.4. Unscented Kalman Filter Algorithm

The UKF takes the KF as the basic framework—the basic formula is consistent with
that of the EKF, and unscented transformation is applied to realize nonlinear application
scenarios. The recursive algorithm flow is as follows.

(1) Let the a posteriori state estimation and covariance at time k be x(+)
k and P(+)

k , respectively.
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(2) Calculate sampling points.
χ0

k = x(+)
k

χi
k = x(+)

k +
√
(L + η)Pxx, i = 1, 2 . . . L

χi
k = x(+)

k −
√
(L + η)Pxx, i = L + 1, L + 2, . . . 2L

(22)

where L is the length of the state vector, and the weight value is calculated as follows:
η = α2(L + ki)− L

W0
m = η

L+η , Wi
m = 1

2(L+η)
, i = 1, 2 . . . 2L

W0
c = η

L+η + 1− α2 + β, Wi
c =

1
2(L+η)

, i = 1, 2 . . . 2L
(23)

where subscript c represents the weight of covariance; subscript m represents the
weight of mean square deviation; η represents the scaling ratio, and α represents the
distribution state of sampling points—when α is large, it indicates a greater weight
of sigma points at the average value. β is a weight, which is used to combine the
dynamic differences of higher-order terms in the equation. In this paper, we set L = 3,
α = 0.01, ki = 0, β = 2.

(1) Update the a priori state value x(−)k+1 and a priori variance value P(−)
k+1.

χi
k+1

= f (χi
k
, uk, k) (24)

x(−)k+1 =
2L

∑
i=0

Wi
mχi

k+1 (25)

P(−)
k+1 =

2L

∑
i=0

(Wi
c(χ

i
k − x(−)k+1)(χ

i
k − x(−)k+1)

T
) + Qk+1 (26)

where Qk is the system noise covariance matrix; in this paper, we set Qk= 0.00000001 ∗ 1 0 0
0 1 0
0 0 1

.

(2) Calculate the observation estimation value ŷk+1, observation variance prediction
value Pyy

k+1 and estimated covariance difference Pxy
k+1.

yi
k+1 = h(χi

k+1, k + 1) (27)

ŷk+1 =
2L

∑
i=0

Wi
myi

k+1 (28)

Pyy
k+1 =

2L

∑
i=0

(Wi
c(y

i
k+1 − ŷk+1)(yi

k+1 − ŷk+1)
T
+ Rk+1 (29)

Pxy
k+1 =

2L

∑
i=0

Wi
c(χ

i
k+1 − x̂(−)k+1)(y

i
k+1 − ŷk+1)

T
(30)

where Rk is the measurement noise covariance matrix; in this paper, we set Rk = 1.
(3) Update the a posteriori state value x(+)

k+1 and a posteriori state error covariance P(+)
k

using the measured value yk+1.

Kk+1 =
Pxy

k+1

Pyy
k+1

(31)

x(+)
k+1 = x(−)k+1 + Kk+1(yk+1 − ŷk+1) (32)
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P(+)
k+1 = P(−)

k+1 − Kk+1Pyy
k+1Kk+1 (33)

where Kk+1 represents Kalman gain at time k + 1.
Compared with the EKF algorithm, the UKF can adapt to systems with stronger

nonlinearity and can achieve third-order approximation accuracy in the case of Gaussian
distribution and second-order approximation accuracy in the case of non-Gaussian distri-
bution; the UKF does not need to calculate the Jacobian matrix, but the number of sampling
points is 2n + 1, and the overall amount of calculation is larger than the EKF algorithm.

3.5. Application of Multi-Innovation in Kalman Filter Framework Algorithm

In the traditional KF framework algorithm, only the error of the current time is used
to update the state of the next time. The model is simple and easy to calculate, but it also
brings problems. For highly complex nonlinear time-varying battery operating conditions,
the state of the next time is likely to be related not only to the current time but also to
several times before the current time, resulting in a decline in accuracy. In order to solve the
problem and further improve the estimation progress, the multi-innovation identification
theory is introduced into the measurement equation. The calculation formula of multi-
innovation identification is as follows.

Expand a single innovation ek into an innovation matrix ep,k.

ep,k =


ek
ek−1
ek−2
...
ek−p+1

 (34)

At the same time, the gain kk is extended to the gain matrix kp,k

kp,k =
[
kk, kk−1, · · · , kk−p+1

]
(35)

Therefore, the status measurement update needs to be modified as follows:

yk = ŷk +
[
kk, kk−1, · · · kk−p+1

]
ep,k (36)

Namely,

yk = ŷk +
p

∑
i=0

γiki,kek−i (37)

where {
γ1 = 1
γ2 = γ3 = · · · γp = a

M−1 , 0 ≤ a ≤ 1, M ≥ 2
(38)

where M is the innovation length and a is the adjustable coefficient. This paper takes M as
22and takes a as 0.5. A detailed discussion about the selection of the two parameters will
be conducted in Section 5.3.1.

4. Dual Estimation of VFFRLS Battery Model Parameters and MIUKF Battery SOC
4.1. Union of Basic Equations

It can be obtained from Equations (2) and (14) that

θkΦθ
k+1 + ep,k+1 = h(x(−)k+1, k + 1) + υk+1 (39)

Then, it can be obtained from Equation (13) that

θkΦθ
k+1 + ep,k+1 = h( f (x(+)

k , uk, ωk, k)) + υk+1 (40)
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Finding partial derivatives on both sides of the equation,

Φθ
k+1 +

∂

∂θk
ep,k+1 =

∂

∂θk

(
h( f (x(+)

k , uk, ωk, k)
)
+

∂

∂θk
υk+1 (41)

where ep,k,ωk−1, and υk are defined as being independent of θk. Equation (42) can be
simplified to

Φθ
k+1 =

∂

∂θk

(
h( f (x(+)

k , uk, k)
)

(42)

Thus, the basic equations of VFFRLS battery model parameter estimation and MIUKF
SOC estimation are combined.

4.2. Setting of Estimation Period

Compared with the time-varying characteristics of SOC, the time-varying charac-
teristics of battery parameters are relatively flat, and the time interval for updating the
estimation can be relatively long. In the dual estimation, the SOC estimation is carried
out for each sampling period while the estimation of battery parameters adopts multiple
sampling intervals as Tθ , which is taken as 60 in this paper.

4.3. Battery Parameters Transmission

Every time the battery parameters are updated, the VFFRLS part of the algorithm
passes the current battery parameters to the SOC estimation and starts the timer. Before
reaching the sampling interval set by the timer, the battery parameters remain unchanged—
that is, if the update time parameter is θk, the subsequent parameters θk+1, θk+2 . . . θk+Tθ−1
are equal to θk.

4.4. Forgetting factor Transmission

The timer starts after the battery parameter is updated. When the sampling interval
set by the timer is reached, the battery parameter will be updated again. At this time, the
SOC estimation part of the algorithm transmits the error in the previous M sampling cycle
time window to the VFFRLS part of the algorithm to calculate the forgetting factor λ, which
can then be substituted into the parameter in the equation.

4.5. Algorithm Flow

The algorithm flow is shown in Figures 2–4.
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5. Analysis of Experiment Results 
5.1. Data Sources and Tools 

The battery used in this paper is a 32 Ah/3.7 V square ternary material lithium power 
battery produced by Ningde Times. The test platform consists of a battery cell, a power 
battery test system and a high- and low-temperature damp heat alternating test chamber. 
In this paper, the effectiveness of the algorithm is verified by using the Urban Dynamom-
eter Driving Schedule (UDDS) [21] cycle test data. The test conditions are set to 25 °C. 
After the battery is fully charged and left to stand for half an hour, it is discharged for 13 
UDDS cycle cycles, the SOC is reduced from 100% to 1.2%, the voltage is reduced from 
4.18 V to 3.21 V, the experimental data acquisition interval is set as 1 s, and a total of 20,000 
data samples are collected. The algorithm is simulated by MATLAB R2019b based on the 
collected data.  
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5. Analysis of Experiment Results
5.1. Data Sources and Tools

The battery used in this paper is a 32 Ah/3.7 V square ternary material lithium power
battery produced by Ningde Times. The test platform consists of a battery cell, a power
battery test system and a high- and low-temperature damp heat alternating test chamber. In
this paper, the effectiveness of the algorithm is verified by using the Urban Dynamometer
Driving Schedule (UDDS) [21] cycle test data. The test conditions are set to 25 ◦C. After the
battery is fully charged and left to stand for half an hour, it is discharged for 13 UDDS cycle
cycles, the SOC is reduced from 100% to 1.2%, the voltage is reduced from 4.18 V to 3.21 V,
the experimental data acquisition interval is set as 1 s, and a total of 20,000 data samples
are collected. The algorithm is simulated by MATLAB R2019b based on the collected data.
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5.2. Model Substitution

Let
[
Uk

1 , Uk
2 , SOCk

]T
be the basic form of the state vector xk and the observation

vector yk at time k, and the battery parameter matrix θk = [Rk
0, Rk

1, Ck
1, Rk

2, Ck
2]

T
is em-

bedded into the state equation as an intermediate variable through the functional rela-

tionship with Uk
1 , Uk

2 , SOCk and Ik. The initial setting value of xk =
[
Uk

1 , Uk
2 , SOCk

]T

is [0, 0, 0.8]T , and the initial value of θk is obtained from offline identified parameters,
that is [0.002, 0.0012, 7.23e + 04, 0.0011, 4.49e + 04]T , while the initial variance of θk is set as
P0 = [0.0001, 0.0001, 10000, 0.0001, 10000]T .

The measured data are a matrix composed of vectors
[
k, Ik, Uk

t , Sock
r

]T
. Ik is substituted

into the measurement equation as the input vector at time k. Uk
t is substituted into the

measurement equation through the functional relationship with Uk
1 , Uk

2 and Uk
ocv, and the

functional relationship between Uk
ocv and Sock. The data provided by the original factory

for fitting the functional relationship between SOC and OCV are shown in Table 1.

Table 1. Relationship data between SOC and OCV.

Uocv 3.423 3.521 3.596 3.644 3.696 3.784 3.88 3.948 4.02 4.075 4.181

SOC 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Under the experimental condition, one discharge cycle is tested, so there are no long-
term cumulative error problems. Then, Sock

r , which is obtained from the ampere hour
integral method, has high accuracy and can be used as the benchmark for the comparison
of the algorithm results.

The data are then substituted into the Kalman filter framework algorithm. The essence
of the error is the difference between the a priori state terminal voltage determined by
the battery resistance capacitance parameter and the measured terminal voltage, which is
characterized by the difference between the a priori state value and the measured value.
The task of this paper is to update the resistance capacitance parameters and Kalman filter
parameters through the iterative process of the VFFRLS + MIUKF algorithm to minimize
the terminal voltage error.

5.3. Experiment Result
5.3.1. Experiment Results of Different Parameters of MI

According to Formula (38), the parameters M and a are the key parameters affecting
the multi-innovation model, and their value and influence need to be analyzed. In the
following, nine parameters are selected for an interval 20 of M ∈ [2162], and eleven
parameters are selected for an interval 0.1 of a ∈ [0,1] for combined analysis. When a = 0,
the multi-innovation model does not work. At this time, MIUKF + VFFRLS degenerates
into the UKF + VFFRLS algorithm. Therefore, the comparison of the two algorithms can be
transformed into the comparison of algorithms when a is non-zero and a is zero.

The nine values of M are classified, and different values of a are taken in each clas-
sification, substituted into the model, and the final SOC error is calculated to draw a
three-dimensional diagram (in order to ensure the image display effect, the data at 41 to
20,000 time points are intercepted in t dimension). The results are shown in Figure 5.

At the same time, the average and standard deviation of the absolute value of SOC
error under different parameter values are calculated. Among them, the average value of
the absolute value of SOC error under different parameter values is shown in Table 2.



Energies 2022, 15, 1529 15 of 22Energies 2022, 15, 1529 17 of 24 
 

 

 
Figure 5. Variation of SOC error with time under different value combinations of M and a. 

At the same time, the average and standard deviation of the absolute value of SOC 
error under different parameter values are calculated. Among them, the average value of 
the absolute value of SOC error under different parameter values is shown in Table 2. 

Table 2. Average value of the absolute value of SOC error under different parameter values. 

 M = 2 M = 22 M = 42 M = 62 M = 82 M = 102 M = 122 M = 142 M = 162 
a = 0 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 

a = 0.1 0.230% 0.229% 0.228% 0.227% 0.226% 0.224% 0.223% 0.221% 0.220% 
a = 0.2 0.224% 0.223% 0.222% 0.220% 0.218% 0.216% 0.214% 0.212% 0.210% 
a = 0.3 0.223% 0.221% 0.220% 0.218% 0.216% 0.214% 0.211% 0.209% 0.207% 
a = 0.4 0.223% 0.222% 0.221% 0.219% 0.217% 0.215% 0.213% 0.211% 0.209% 
a = 0.5 0.226% 0.225% 0.224% 0.223% 0.221% 0.219% 0.217% 0.215% 0.213% 
a = 0.6 0.231% 0.230% 0.229% 0.227% 0.225% 0.223% 0.221% 0.220% 0.218% 
a = 0.7 0.235% 0.234% 0.234% 0.232% 0.230% 0.228% 0.226% 0.225% 0.223% 
a = 0.8 0.240% 0.239% 0.239% 0.237% 0.235% 0.233% 0.231% 0.230% 0.229% 
a = 0.9 0.245% 0.244% 0.244% 0.242% 0.240% 0.238% 0.236% 0.235% 0.234% 
a = 1 0.250% 0.249% 0.248% 0.248% 0.246% 0.243% 0.242% 0.240% 0.240% 

The standard deviation of absolute value of SOC error under different parameter val-
ues is shown in Table 3. 

Table 3. Standard deviation of the absolute value of SOC error under different parameter. 

 M = 2 M = 22 M = 42 M = 62 M = 82 M = 102 M = 122 M = 142 M = 162 
a = 0 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 

a = 0.1 0.716% 0.716% 0.715% 0.714% 0.712% 0.711% 0.710% 0.710% 0.710% 
a = 0.2 0.700% 0.700% 0.699% 0.696% 0.693% 0.691% 0.690% 0.690% 0.690% 
a = 0.3 0.686% 0.687% 0.685% 0.682% 0.678% 0.675% 0.674% 0.674% 0.674% 
a = 0.4 0.674% 0.676% 0.675% 0.671% 0.665% 0.662% 0.660% 0.660% 0.661% 
a = 0.5 0.664% 0.667% 0.666% 0.662% 0.655% 0.651% 0.649% 0.650% 0.651% 
a = 0.6 0.655% 0.659% 0.659% 0.655% 0.647% 0.642% 0.640% 0.641% 0.642% 
a = 0.7 0.648% 0.653% 0.653% 0.649% 0.641% 0.634% 0.632% 0.633% 0.635% 
a = 0.8 0.641% 0.647% 0.649% 0.645% 0.635% 0.628% 0.625% 0.626% 0.629% 
a = 0.9 0.636% 0.643% 0.645% 0.642% 0.631% 0.623% 0.620% 0.621% 0.624% 
a = 1 0.631% 0.639% 0.642% 0.640% 0.629% 0.619% 0.615% 0.616% 0.619% 

Figure 5. Variation of SOC error with time under different value combinations of M and a.

Table 2. Average value of the absolute value of SOC error under different parameter values.

M = 2 M = 22 M = 42 M = 62 M = 82 M = 102 M = 122 M = 142 M = 162

a = 0 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247% 0.247%

a = 0.1 0.230% 0.229% 0.228% 0.227% 0.226% 0.224% 0.223% 0.221% 0.220%

a = 0.2 0.224% 0.223% 0.222% 0.220% 0.218% 0.216% 0.214% 0.212% 0.210%

a = 0.3 0.223% 0.221% 0.220% 0.218% 0.216% 0.214% 0.211% 0.209% 0.207%

a = 0.4 0.223% 0.222% 0.221% 0.219% 0.217% 0.215% 0.213% 0.211% 0.209%

a = 0.5 0.226% 0.225% 0.224% 0.223% 0.221% 0.219% 0.217% 0.215% 0.213%

a = 0.6 0.231% 0.230% 0.229% 0.227% 0.225% 0.223% 0.221% 0.220% 0.218%

a = 0.7 0.235% 0.234% 0.234% 0.232% 0.230% 0.228% 0.226% 0.225% 0.223%

a = 0.8 0.240% 0.239% 0.239% 0.237% 0.235% 0.233% 0.231% 0.230% 0.229%

a = 0.9 0.245% 0.244% 0.244% 0.242% 0.240% 0.238% 0.236% 0.235% 0.234%

a = 1 0.250% 0.249% 0.248% 0.248% 0.246% 0.243% 0.242% 0.240% 0.240%

The standard deviation of absolute value of SOC error under different parameter
values is shown in Table 3.

Table 3. Standard deviation of the absolute value of SOC error under different parameter.

M = 2 M = 22 M = 42 M = 62 M = 82 M = 102 M = 122 M = 142 M = 162

a = 0 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735% 0.735%

a = 0.1 0.716% 0.716% 0.715% 0.714% 0.712% 0.711% 0.710% 0.710% 0.710%

a = 0.2 0.700% 0.700% 0.699% 0.696% 0.693% 0.691% 0.690% 0.690% 0.690%

a = 0.3 0.686% 0.687% 0.685% 0.682% 0.678% 0.675% 0.674% 0.674% 0.674%

a = 0.4 0.674% 0.676% 0.675% 0.671% 0.665% 0.662% 0.660% 0.660% 0.661%

a = 0.5 0.664% 0.667% 0.666% 0.662% 0.655% 0.651% 0.649% 0.650% 0.651%

a = 0.6 0.655% 0.659% 0.659% 0.655% 0.647% 0.642% 0.640% 0.641% 0.642%

a = 0.7 0.648% 0.653% 0.653% 0.649% 0.641% 0.634% 0.632% 0.633% 0.635%

a = 0.8 0.641% 0.647% 0.649% 0.645% 0.635% 0.628% 0.625% 0.626% 0.629%

a = 0.9 0.636% 0.643% 0.645% 0.642% 0.631% 0.623% 0.620% 0.621% 0.624%

a = 1 0.631% 0.639% 0.642% 0.640% 0.629% 0.619% 0.615% 0.616% 0.619%
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It can be seen from Tables 2 and 3 that MIUKF + VFFRLS has advantages over the
UKF + VFFRLS algorithm in a wide range of parameters. Nevertheless, it is still necessary
to consider setting reasonable parameters to make the algorithm reach the state-of-the-art.

It also can be seen from Figure 5, Tables 2 and 3 that, as the value of a increases, the
standard deviation of the absolute value of SOC error decreases, but the average value of the
absolute value of SOC error fluctuates from large to small and then to large. The fluctuation
from large to small in the first part is characterized by the curve becoming more smooth in
the figure, while the fluctuation from small to large in the second partis characterized by
the curve becoming less smooth in the figure. Comparing the three-dimensional diagrams
with different pitch angles when M = 162, as shown in Figure 6, it can be seen that the curve
is less smooth when a = 1 than when a = 0, and there is obvious jitter at the time point close
to convergence.
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The selection of MI model parameters is needed to improve the accuracy and stability
of the algorithm as much as possible in order to reduce the mean and standard deviation of
the estimated absolute error value. At the same time, it also needs to consider reducing the
consumption of algorithm resources in order to reduce the value of M, which represents
the time sliding window length. Considering the data comprehensively, a = 0.5 and M = 22
are selected in this paper.

5.3.2. Experiment Results of VFFRLS + MIUKF

(1) Current condition

The dynamic characteristics of the UUDS cycle are very strong, and the current changes
almost every second. In the experimental process, the discharge is set at a positive number,
the maximum discharge current is 62 A, and the maximum charging current is 41 A. The
curve of the current over time is shown in Figure 7.

(2) Comparison between measured and estimated terminal voltage

The estimated terminal voltage of battery parameters is close to the measured terminal
voltage, and the gap at the end of battery discharge is slightly enlarged, which is also
consistent with the intuitive feeling that the internal polarization reaction of the battery
tends to be intense at the end of battery discharge, resulting in the enhancement of nonlinear
characteristics. The maximum error of terminal voltage is 20.3%, the minimum value is
−7.87%, and the average value of the absolute error is 0.57%. The time-varying terminal
voltage curve of the measured value and estimated value and the time-varying curve of
the terminal voltage error are shown in Figures 8 and 9, respectively.
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(3) Identification results of battery resistance and capacitance parameters

The parameters related to the resistance and capacitance of the battery identified by
the algorithm are shown in the Figure 10.



Energies 2022, 15, 1529 18 of 22

Energies 2022, 15, 1529 20 of 24 
 

 

(3) Identification results of battery resistance and capacitance parameters 
The parameters related to the resistance and capacitance of the battery identified by 

the algorithm are shown in the Figure 10. 
R0 represents ohmic internal resistance, and its size depends on the activation degree 

of the electrode and active material which decreases with the decrease in SOC. Therefore, 
generally speaking, R0 shows a gradual increase trend with the passage of discharge 
time—that is, it gradually increases with the decrease in SOC. The identified R0 parame-
ters conform to this physical characteristic. 

R1 and C1 are represented as slow reaction polarization phenomena in the model, 
and R2 and C2 are represented as fast reaction polarization phenomena in the model. 
Their respective products are called time constants, which should conform to R1 * C1 > R2 
* C2, and the identified parameters also conform to this physical feature. 

 
Figure 10. Identification results of battery resistance and capacitance parameters.: (a) R0 result, (b) 
R1 result, (c) C1 result, (d) R2 result, (e) C2 result, (f) T1 and T2 results. 

It is worth noting that, similarly to R0, R1 and R2 generally increase gradually with 
the decrease in SOC. The parameters identified in this paper are inconsistent with this. 
Considering that this goal is not present in the model, and the inconsistency here does not 
cause significant deviation from the preset objectives of the model, the identification re-
sults are still successful. 
(4) SOC estimate vs. baseline 

The maximum value of SOC error is 19%, the minimum value is −0.44%, and the av-
erage value of absolute value is 0.225%. The SOC estimation value of the algorithm can 
quickly adjust the gap with the reference value. After 114 sampling cycles—that is, 114 
s—the error of the algorithm decreases from 19% to less than 5%, and after 416 s, it de-
creases to less than 1%, after which it remains below 1%. 

The time-varying curves of SOC estimated value and reference value and the time-
varying curves of error are shown in Figure 11 and Figure 12, respectively. 

Figure 10. Identification results of battery resistance and capacitance parameters.: (a) R0 result, (b) R1
result, (c) C1 result, (d) R2 result, (e) C2 result, (f) T1 and T2 results.

R0 represents ohmic internal resistance, and its size depends on the activation degree
of the electrode and active material which decreases with the decrease in SOC. Therefore,
generally speaking, R0 shows a gradual increase trend with the passage of discharge
time—that is, it gradually increases with the decrease in SOC. The identified R0 parameters
conform to this physical characteristic.

R1 and C1 are represented as slow reaction polarization phenomena in the model, and
R2 and C2 are represented as fast reaction polarization phenomena in the model. Their
respective products are called time constants, which should conform to R1 * C1 > R2 * C2,
and the identified parameters also conform to this physical feature.

It is worth noting that, similarly to R0, R1 and R2 generally increase gradually with
the decrease in SOC. The parameters identified in this paper are inconsistent with this.
Considering that this goal is not present in the model, and the inconsistency here does not
cause significant deviation from the preset objectives of the model, the identification results
are still successful.

(4) SOC estimate vs. baseline

The maximum value of SOC error is 19%, the minimum value is −0.44%, and the
average value of absolute value is 0.225%. The SOC estimation value of the algorithm
can quickly adjust the gap with the reference value. After 114 sampling cycles—that is,
114 s—the error of the algorithm decreases from 19% to less than 5%, and after 416 s, it
decreases to less than 1%, after which it remains below 1%.

The time-varying curves of SOC estimated value and reference value and the time-
varying curves of error are shown in Figures 11 and 12, respectively.

5.3.3. Comparison of Algorithm Experiment Results

Based on the same data, the online parameter estimation algorithm VFFRLS + UKF
and the offline parameter estimation algorithm MIUKF, the UKF and EKF, are used for
the experiment. The comparison between the online and offline algorithms is based on
similar cost baselines, as it is difficult to compare them in other aspects, so the same offline
resistance and capacitance parameters are used as initial value for online parameters,
and the same system and measurement noise covariance matrix are used as well. The
comparison results show that the online parameter estimation has obvious advantages in
accuracy and stability—the average value of the absolute value of the error is small, and
the error curve is stable and close to zero over time. Compared with the VFFRLS + UKF
algorithm of the estimation of the same online parameter, VFFRLS + MIUKF is superior in
convergence speed, accuracy and stability, which shows that the error converges to zero
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faster, and the average absolute value of the error and the standard deviation of the error
are small.
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The index statistics related to the stability, accuracy and convergence speed of the SOC
prediction error results of each algorithm are shown in Table 4.

Table 4. The index statistics related to the stability, accuracy and convergence speed of the SOC
prediction error results of each algorithm.

Algorithm Maximum
Error Value

Minimum
Error Value

Average
Absolute

Values of Error

Standard
Deviation of
Error Value

The First Time
When the

Absolute Value of
the Error Starts to
Be Less than the
Average Value

The Second Time
When the

Absolute Value of
the Error Begins to

Be Greater than
the Average Value

VFFRLS +
MIUKF 19.00% −0.44% 0.23% 0.67% 1138 s 6012 s

VFFRLS + UKF 19.00% −0.34% 0.25% 0.74% 1835 s 6014 s

MIUKF 19.00% −1.14% 0.78% 1.22% 408 s 3331 s

UKF 19.00% −1.92% 1.02% 0.88% 25 s 3310 s

EKF 19.00% −2.65% 1.20% 0.49% 7 s 158 s
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The curve of the SOC predicted value and reference value of each algorithm over time
is shown in Figure 13.
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6. Conclusions

Accurate and real-time SOC estimation is the basis and key to realizing balanced
battery management, which can reduce battery internal resistance loss and the possibility
of battery overcharge and discharge. Due to the complex internal chemical and physical re-
actions and dynamic environmental conditions, the SOC of a battery has obvious nonlinear
and time-varying characteristics, which has always been the focus of and main difficulty in
battery management system research.

In this paper, a joint SOC estimation algorithm based on online parameter identification
and a second-order RC equivalent circuit model is proposed, which innovatively realizes
the dual estimation of MIUKF + VFFRLS. The experimental results based on UDDS test
data show that the algorithm has obvious advantages in stability and accuracy compared
with offline parameter + EKF, offline parameter + UKF and offline parameter +MIUKF;
compared with UKF + VFFRLS, it has advantages in convergence speed, accuracy and
stability. The overall performance of the fused algorithm is outstanding.
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Through the above research work, the SOC estimation accuracy can be effectively
improved, the battery consistency management ability can be improved, and the theoretical
value and practical value can be reflected, but there are still limitations and deficiencies.

The tuning of the KF is critical to the SOC estimation results, and optimization methods
can be further discussed. The accuracy of RLS algorithm is very sensitive to measurement
noise, and the associated noise-compensation methods can be further studied. The model-
based SOC estimation also depends on accurate estimation of the battery capacity, and
data-based capacity estimation can be further studied.

The applicability of the algorithm is also related to the efficiency of the algorithm.
The calculation time of the algorithm is not compared in this experiment because the
calculation time is strongly related to factors such as the type of program language and the
method of coding. The battery type used in the algorithm is a ternary lithium battery with
a relatively strong linear relationship between the Uocv and the SOC curve. The duration
of experimental data is short. The factors of battery capacity attenuation and temperature
change are not considered.

The follow-up research can work in the following directions: making noise-compensated
methods research [22,23], optimizing the tuning of the KF [24], considering the factors of
battery capacity attenuation [25] and temperature change, designing an analogous algo-
rithm efficiency model to compare the calculation time of different types of SOC estimation
algorithms, performing experiments to collect data for a longer time or to seek a larger
public dataset, further verifying the effectiveness of the algorithm based on larger datasets
with different batteries, further studying the effectiveness of intelligent algorithms such as
neural networks and the algorithm proposed by this paper in large data sets and exploring
more efficient SOC estimation methods suitable for more scenarios.
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