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Abstract

:

This paper presents a scalable IoT architecture based on the edge–fog–cloud paradigm for monitoring the Indoor Environmental Quality (IEQ) parameters in public buildings. Nowadays, IEQ monitoring systems are becoming important for several reasons: (1) to ensure that temperature and humidity conditions are adequate, improving the comfort and productivity of the occupants; (2) to introduce actions to reduce energy consumption, contributing to achieving the Sustainable Development Goals (SDG); and (3) to guarantee the quality of the air—a key concern due to the COVID-19 worldwide pandemic. Two kinds of nodes compose the proposed architecture; these are the so-called: (1) smart IEQ sensor nodes, responsible for acquiring indoor environmental measures locally, and (2) the IEQ concentrators, responsible for collecting the data from smart sensor nodes distributed along the facilities. The IEQ concentrators are also responsible for configuring the acquisition system locally, logging the acquired local data, analyzing the information, and connecting to cloud applications. The presented architecture has been designed using low-cost open-source hardware and software—specifically, single board computers and microcontrollers such as Raspberry Pis and Arduino boards. WiFi and TCP/IP communication technologies were selected, since they are typically available in corporative buildings, benefiting from already available communication infrastructures. The application layer was implemented with MQTT. A prototype was built and deployed at the Faculty of Engineering of Vitoria-Gasteiz, University of the Basque Country (UPV/EHU), using the existing network infrastructure. This prototype allowed for collecting data within different academic scenarios. Finally, a smart sensor node was designed including low-cost sensors to measure temperature, humidity, eCO2, and VOC.
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1. Introduction


Industry 4.0 brings shifts based on the introduction of modern technologies for increasing interconnectivity and smart automation [1]. Decentralized communication infrastructures, mainly those that are wireless, are increasingly adopted in these applications [2]. In this scenario, the Internet of Things (IoT) makes it possible to connect objects or things to the Internet, with the purpose of collecting data and controlling processes or machines remotely, by means of mesh structures that allow ubiquitous communications [3]. Indeed, the number of connected objects is increasing exponentially, reaching 20 billion connected “things” by 2020 [4]. These objects interact with each other, cooperating to achieve a goal. They are capable of generating large amounts of data, and it is necessary to create software that is capable of collecting the information from different locations to analyze them. The data rate grows about 40% each year [4], and it is not only the volume of data that increases, but also the speed and variety. Consequently, modern applications must deal with large amounts of data, which brings computational challenges for data storage, analysis, and visualization.



IoT systems are widely spread in very different fields. However, they have to meet various requirements: (1) dealing with heterogeneity, since different platforms are involved; (2) using resource-constrained devices, such as smart sensors; (3) applications that require spontaneous interaction; (4) ultra-large-scale networks and a large number of events; (5) dynamic network behavior requirements; (6) context-aware and location-aware applications; and (7) the need for distributed intelligence [5].



Currently, sustainability is gaining increasing importance and, consequently, society is becoming concerned about it. Sustainable development is based on three pillars: economic sustainability, environmental sustainability, and social sustainability. In September 2015, the 2030 UN Agenda for Sustainable Development was proposed, defining 17 Sustainable Development Goals (SDGs) that interlink the three aspects of sustainable development that were mentioned before [6].



The University of the Basque Country (UPV/EHU) launched an internal program, the Campus Bizia Lab (CBL), aimed at introducing the SDGs in the university. The present work, which is part of this initiative, addresses three specific SDGs: sustainable cities and communities, responsible consumption and production, and good health and well-being.



More specifically, this work aims at monitoring the environmental conditions at the university facilities to improve the sustainability of the buildings and well-being of the occupants. The problem that triggered this work was the detection of several thermal discomfort situations at the university facilities: On the one hand, some places were cold although the central heating system was on, requiring auxiliary electric radiators, which are less efficient. On the other hand, other locations were over-heated, so there was a consequent waste of energy as it was necessary to open the windows, which obviously has a bad effect on sustainability.



This is a common issue as nowadays, buildings utilize around 40% of global energy consumption and, consequently, there is a need for making these buildings more energy-efficient [7]. A combination of several approaches may help to detect and solve this problem, including better isolating materials, use of low-power appliances, and deployment of energy management systems. In this scenario, Indoor Environment Quality (IEQ) monitoring systems are necessary to detect energy-waste situations and contribute to developing solutions. Since this is a worldwide problem, it is important to achieve versatile and low-cost IEQ monitoring systems that are easy to implant in different buildings.



The problem of energy waste, typically found in offices and public buildings, was presented to the students of the B.Sc. Degree in Industrial Electronics and Automation Engineering for raising awareness about the SDGs, encouraging them to consider how they could contribute as future engineers to creating a more sustainable world by means of concrete activities. In particular, students developed a preliminary IEQ monitoring system based on IoT, which the instructors had simplified to just measure temperature values. This project was proposed as a Project Based Learning activity to the students [8]. These kinds of initiatives involve students from a perspective of learning through practice, making the entire scientific process more inclusive. For example, Andreotti et al. [9] present a metering hot box for analyzing insulation technologies at historic buildings, which was initially developed as an educational activity.



This work goes beyond, since it describes a full IoT scalable architecture aimed at monitoring indoor environmental quality inside public buildings, such as university faculties, which runs over existing communication infrastructures. The proposed system allows: (1) ensuring that temperature and humidity conditions are adequate, improving the comfort and productivity of the occupants; (2) introducing actions to avoid energy wasting, contributing to achieve the SDG; and (3) guaranteeing the quality of the air, a key concern with the COVID-19 worldwide pandemic. The proposed IEQ monitoring system, which may be adapted to monitor different environmental magnitudes, uses low-cost open-source hardware and software. A prototype for the proposed system was deployed at the Faculty of Engineering of Vitoria-Gasteiz to monitor the Indoor Air Quality (IAQ) by means of different low-cost sensors.



The presented system takes temperature and relative humidity measurements. These magnitudes allow detecting uncomfortable situations or locations in which energy is wasted. Later, it may be used to implement corrective actions aimed at guaranteeing the comfort of the University community while regulating the energy consumption, contributing to the sustainability of the buildings.



In addition, the quality of the air inside the facilities was monitored, as IAQ is directly related to human health. Actually, it has been found that exposure to high concentrations of air pollutants causes negative consequences in humans, from mild health issues such as a decrease in cognitive abilities and productivity [10], to more serious issues, including respiratory and cardiovascular illness, allergic symptoms, cancers, and premature mortality [11]. Moreover, due to the COVID-19 pandemic, air quality and constant ventilation are gaining importance in relation to preventing the spread of the virus in closed areas. For this aim, eCO2 and VOC were monitored. These measurements could help to decide when to take actions such as opening or closing the windows to increase ventilation [12].



The proposed monitoring system is based on the edge–fog–cloud paradigm [13]. This approach produces scalable and easily configurable architectures. This kind of architectures distribute the intelligence, computation, and storage in locations close to the source of data, but also provides connectivity to cloud services. This approach eases its deployment at university facilities or buildings with similar characteristics, such as office buildings or industrial facilities. These are places where people spend a great amount of their time, so it is very important to have good environmental conditions to improve their life quality.



The proposed system was deployed using the available communications infrastructure of the institution (UPV/EHU), avoiding the installation of ad hoc devices. Namely, the corporative WiFi is already deployed all over the facilities, covering almost every corner of the buildings. In order to separate the traffic originated by the IEQ monitoring system from the mainstream network traffic, caused by academic activity, a VLAN (Virtual Local Area Network) was used. At the application layer, the MQTT protocol was used due to its simplicity and the fact that this is one of the most popular protocols used at IoT systems. Low-cost open-source hardware was used; Arduino MKR WIFI 1010 boards powered with batteries were used as smart IEQ sensor nodes and a Raspberry Pi 3B+ was used as an IEQ Concentrator for collecting the data from all nodes. A PCB (Printed Circuit Board) was designed specifically to hold the selected low-cost sensors and Arduino boards. The achieved system is scalable, making it possible to have different amounts of nodes, with each node holding several sensors for measuring a broad number of variables. It is also remote-configurable since it is possible to change the configuration of the whole system directly from the central node.



The layout of the article is as follows. Section 2 summarizes related work. Section 3 describes in detail the design of the proposed architecture. Section 4 presents the validation of the prototype deployed at the Faculty of Engineering of Vitoria-Gasteiz and some measurements taken while in the validation process. Finally, some conclusions are drawn.




2. Related work


2.1. IEQ Monitoring Systems


During the last years, several works have presented different approaches aimed at evaluating the comfort in both residential and commercial buildings. The work in [14] presents a critical review of studies and investigated occupant comfort by means of environmental and non-environmental variables. Some studies collect subjective data related to how occupants perceive indoor environments, which is typically acquired via occupant satisfaction surveys [15]. However, most studies are based on IEQ parameters requiring IEQ monitoring systems, which measure physical environmental changes that can be quantified using diverse equipment.



Typically, IEQ consists of four major variables: air quality, thermal comfort, visual comfort, and acoustic comfort, and many different parameters have effects on each of them [10]. For air quality, the most measured parameters through the published studies are CO2, CO, PM10, PM2.5, and VOC [16]. The most common parameters for thermal comfort are temperature, relative humidity, and air currents, but clothing and physical activity also have great impact. Frequently, visual comfort is monitored by luminosity or light intensity, whereas acoustic comfort is evaluated by checking the noise level [10].



Some standards such as ASHRAE 55 [17], RESET Air [18], and ISO 7730 [19] define the appropriate range of values for these parameters. Table 1 summarizes those that apply to this work.



The monitoring of these parameters, especially CO2 and temperature, allows for adequately ventilating buildings, for example, by means of automatic ventilation systems that exchange low-quality air with fresh air, and this is key to reducing the spread of COVID-19 [12]. This problem is especially relevant in public buildings in winter since it is necessary to achieve a compromise between the indoors temperature and the quality of the air.



In this scenario, IEQ monitoring systems are essential for maintaining these parameters inside the accepted ranges. Moreover, this kind of system leads the way for implementing control actions such as controlling the heating system, ventilating the room, or purifying the air when necessary.



Much recent research about indoor environmental monitoring systems can be found in the literature. However, to date, all wireless gas sensor networks face a trade-off between sensor node cost and data quality because no suitable, low-cost technology for specific, quantitative chemical analysis is currently available [20]. Actually, the main obstacle is the current lack in suitable chemical analysis technologies to determine the concentration of gaseous air pollutants specifically and sensitively at low-cost, offering long-term, stable detection [21]. Some works explore the potential of electronic noses that make use of commodity gas sensors based on MOS and MEMS technologies. For example, TheOdor consists of two closed measuring boxes with sensors, each connected to and controlled by a Raspberry Pi [22].



The work in [23] discusses the possibilities of IoT systems for measuring some gases, as well as the major technologies available. This article summarizes different types of gas-sensors and communication technologies. For example, [24] presents a system that informs room occupants about bad air quality with ambient lights so that they take corrective actions. In this system, IEQ measures are taken with sensors attached to a Raspberry Pi. The work in [25] presents an indoor environmental system architecture with cloud connectivity that takes environmental measurements in public buildings by means of sensors directly attached to ZigBee nodes. Another IEQ monitoring system is presented in [21]. Their approach uses PSoC microcontrollers and Z-Wave communication technology. This system was tested in five rooms of a school. Similarly, a wireless sensor network, based on XBee technology, is proposed in [26] for monitoring air quality in a library. In [27], a wireless sensor network is used for measuring environmental data in open areas by positioning the nodes in different points of the city. Some works recommend the introduction of low-cost sensors for reducing the accumulation of CO2 in indoor environments in selected locations [28]. The actual worldwide COVID-19 pandemic has also led to indoor air quality monitoring studies like the one proposed in [11].



However, IEQ monitoring is not only useful for augmenting the comfort and health of the building occupants, but also for energy saving. By monitoring the environmental parameters of each room, it is possible to move from a centralized control of the heating system to individualized control of a room. This way, situations in which windows are open while the heating system is on can be avoided, saving huge quantities of energy while maintaining good environmental conditions and improving the sustainability objectives by taking concrete actions. In this direction, a wireless sensor network for controlling the air conditioning system is proposed in [29]. The energy performance along with the indoor environmental conditions of a university campus dormitory are analyzed in [30] by means of indoor environmental quality measurements. Also, Martin-Garín et al. [31] present a low-cost building monitoring system for different IEQ variables based on open-source platforms. In this case, data are stored on a flash memory card, but the authors do not provide much information about the communication technologies used; they only mention the use of WiFi technology to connect with the cloud.



Arduino-like boards have proven to be capable of being used as smart sensors. For example, [31,32,33] describe two setups for IEQ monitoring based on Arduino and XBee technology. Also, in [34], an Arduino-based system is presented for the measurement of several parameters involved in water quality. Some works use alternatives, for example the design presented in [31] is based on the ESP-8266 board, whereas an ad hoc PCB based on an Microchip ATmega328P is presented in [35].



The monitoring system presented in this paper is aimed at solving several of these issues, namely, reducing energy consumption, improving the comfort of the building occupants, and ensuring a healthy quality of air that can prevent students and staff from becoming infected with COVID-19.




2.2. Communication Technologies for IoT Applications


The number of connected devices is exponentially increasing within Industry 4.0 and Internet of Things (IoT) paradigms. These devices generate huge quantities of data that must be efficiently integrated by means of software applications. Moreover, these software applications must allow for the distributed collection of the measurements and be interoperable and scalable to introduce flexibility and reusability, in order to be used in different scenarios.



Some emerging technologies have been targeted for implementing cloud and fog computing IoT applications [36]. Recently, the introduction of these technologies and low-cost open-source hardware and software has allowed for the creation of affordable wireless monitoring systems. Since a distributed monitoring system requires a large amount of nodes, it is important that the cost of each node, as well as the energy consumption, is reduced. Many works based on low-cost devices can be found in the literature. Typically, they include single-board computers (SBC), such as Raspberry Pi, or low-cost smart sensors [22,24,37]. Some works, such as [38,39], are aimed at building low-cost systems for monitoring and eventually controlling microgrid systems. Other systems allow measuring relevant meteorological variables and acquiring photovoltaic data directly from the plants [40]. Similar approaches can be found for assessing hygrothermal conditions in historic buildings by means of different communication technologies [9,41].



Regarding communication technologies for Wireless Sensor Networks (WSN), the most typical technologies are Bluetooth, ZigBee, and WiFi. Bluetooth Low Energy (BLE) was created for expanding the use of Bluetooth to IoT applications, as it consumes less energy and is able to work with battery-powered elements. Many monitoring systems use this technology [42,43,44]. However, BLE requires the use of gateways for the transmission of the data in large networks, since it has a limited coverage. ZigBee also consumes very little energy and, consequently, it is a technology frequently used in monitoring systems [25,26,45,46], but it requires additional gateways for recollecting the data and sending it to the Internet. In addition, they require forming a mesh network with router nodes to cover large areas. Other works use Z-Wave technology, for example, [21] presents a smart node for sensing temperature, humidity, and CO2 concentration. Some approaches use a combination of several technologies, as in [47], which combines ZigBee, WiFi, and MQTT for building IoT applications.



Since WiFi infrastructure is already deployed in most corporative buildings, it is an interesting alternative for these kinds of systems. Even though it consumes more energy than other options, it does not require any extra inversion and is therefore a low-cost infrastructure. For this reason, many studies use this technology [48,49,50].



Several messaging application protocols aimed at IoT applications exist, and a comprehensive review is presented in [51]. The most common are MQTT (Message Queuing Telemetry Transport), CoAP (Constrained Application Protocol), AMQP (Advanced Message Queuing Protocol), HTTP (Hyper Text Transfer Protocol), XMPP (Extensible Messaging and Presence Protocol), and DDS (Data Distribution Service). MQTT and CoAP were specifically created for data recollecting applications. AMQP was created for quick and secure commercial transactions and HTTP for web applications that communicate through the Internet [52]. XMPP was created for solving heterogeneity problems on IoT applications and DDS for real-time messages [53]. XMPP and DDS are used for high performance applications that require with very strict QoS requirements, such as smart grids [54] or factory automation [55], and they are more complex to use than other alternatives. Finally, AMQP and HTTP were not created for IoT applications, and they use bigger message sizes, requiring more energy consumption and bigger latency than MQTT and CoAP [52].



MQTT and CoAP have similar characteristics in terms of message size and overhead, energy consumption and resource requirements, and bandwidth and latency. In these respects, CoAP is somewhat lighter than MQTT due to the fact that it uses UDP instead of TCP. However, MQTT is more reliable than CoAP, and this fact makes it more adequate. Finally, MQTT is also one of the simplest protocols available for creating this kind of application. For these reasons, MQTT has become the most popular and widespread IoT protocol for Machine-to-Machine (M2M) applications [56]. Actually, most IEQ monitoring systems found in the literature tend to use MQTT [37,49,57,58,59].



Several remote IEQ monitoring commercial systems can be found on the market [60,61,62]. However, the proposed solution is an open solution based on free open-source hardware and software. Thus, the source code may be easily adapted to alternative scenarios involving different measured values [63]. The selection of the technologies ensures high interoperability and scalability. Actually, new magnitudes could be easily added using different types of sensors: analogue, digital (by means of the SPI or I2C sensor buses). Besides, the existing university WiFi infrastructure was used through a private VLAN and MQTT communications.





3. Scalable IoT Architecture for IEQ Systems


This section describes in detail an IoT architecture for monitoring IEQ conditions. Namely, it describes an architecture that follows the edge–fog–cloud computing paradigm [3]. The hierarchical and collaborative edge–fog–cloud architectures provide tremendous benefits as they enable the distribution of intelligence and computation to achieve an optimal solution while satisfying the given constraints, e.g., delay energy tradeoff [13]. In edge and fog paradigms, computing and storage resources are located near the source of data, but these devices may also connect with cloud services. This approach produces diverse benefits such as scalability, ubiquity, reliability, and high-performance, among others.



The proposed architecture adapts the edge–fog–cloud paradigm to be used for monitoring IEQ conditions in wide buildings where there is WiFi infrastructure already deployed, which is quite common in public or private buildings.



3.1. Architecture Overview


This architecture has two types of nodes, the so-called smart IEQ sensor nodes, which are responsible for monitoring the measured variables next to their location, and the so-called IEQ concentrators, which are responsible for logging and analyzing the data acquired by a group of smart IEQ sensor nodes. The IEQ concentrator also provides connectivity to different cloud services such as data storage and analytics, visualization, or even usage predictions based on weather forecast.



Nowadays, these nodes may be implemented by means of low-cost open-source hardware such as single board computers as IEQ concentrators, e.g., Raspberry Pi, and single board microcontrollers as smart IEQ sensor nodes, e.g., Arduino or ESP8266 boards.



Figure 1 depicts the implementation of the proposed three-tier architecture. At the bottom, the edge layer, are the Smart IEQ sensors nodes, which are responsible for acquiring local values of the IEQ monitored variables such as temperature, humidity, concentration of diverse components such as CO2 or VOC components. In the middle, at the fog layer, are the IEQ Concentrators, which are responsible for collecting the values from a group of smart IEQ sensor nodes located in an area. These components are also responsible for configuring the smart sensors in one area, as well as providing local storage and basic data visualization. IEQ Concentrators are connected to cloud services located at the top layer for different tasks, including global time, data storage and analytics, visualization, weather forecast predictions aimed at reducing energy consumption, and so on.



Wireless technologies were used to implement the communication between the smart IEQ sensors and the IEQ Concentrator. This approach allows reaching almost every corner of buildings with WiFi coverage, which commonly reaches everywhere in public and private buildings. The MQTT protocol was used on top of TCP/IP since this is a versatile and easy-to-use alternative typically used for creating non-critical IoT applications. In addition, the use of the MQTT protocol allows us to adequately scale the IEQ monitoring system to different layouts and sizes.



This proposed architecture allows for implementing a set of functionalities, which are described below:




	
Centralized configuration: The configuration of the whole IEQ monitoring system is centralized at the cloud. However, IEQ Concentrators hold the local configuration of a set of smart IEQ sensor nodes. This approach introduces higher flexibility for changing the configuration of the smart IEQ sensor nodes since it is not necessary to reprogram them. In addition, it is possible to check the integrity of the IEQ monitoring system before its operation. At powering-up time, smart IEQ sensor nodes send a message that includes their identifier to the closest IEQ Concentrator, requesting configuration. Upon reception of the configuration, smart IEQ sensor nodes self-configure accordingly. The configuration of every smart sensor includes several parameters including location, quantity of attached sensors, and the characteristics of all specific sensors connected.



	
Variable sampling times: IEQ Concentrators use a local clock to interrogate IEQ sensor nodes accordingly. This clock is synchronized for all devices in the IEQ monitoring system (cloud and fog layers) by means of the NTP protocol, executed at the cloud. The proposed approach is adequate for sampling times in the range of minutes, which the authors consider adequate for IEQ monitoring systems since IEQ variables do not change abruptly. The IEQ Concentrators are responsible for sending MQTT messages to the smart IEQ sensors, indicating when they have to take the measures of the IEQ variables. Thus, upon reception of the corresponding MQTT topic, the smart IEQ sensor nodes take new measurements from the attached sensors and send the captured values to the next IEQ Concentrator by means of MQTT topics. This approach allows for synchronizing of the measures taken at different areas of the building, even when several IEQ Concentrators are in operation. In addition, it is possible to dynamically change the sampling time while the system is in operation, if necessary.



	
Local collection of data: The IEQ concentrator collects the data for on-line and off-line analysis from the attached smart IEQ sensor nodes. These nodes hold the selected sensors for measuring the IEQ parameters. Collected data are stored locally at the IEQ concentrator, which is responsible for sending them periodically to the cloud, where they are stored and analyzed for different purposes. IEQ concentrators allow both on-line and off-line basic analysis of the captured data, by means of an HMI application. This application allows different operations such as plotting the data of selected sensors, the calculation of typical values such as maximum, minimum, and mean values and standard deviations, and the percentage of valid measurements of each node and sensor for a selected day or time period.



	
Cloud services: IEQ concentrators act as gateways between fog and cloud services, by means of MQTT connectivity. Typically, the adoption of edge and fog paradigms allow dealing with the massive amounts of raw data of IoT applications. Cloud services allow for scaling the IEQ monitoring system to reach every corner of very large buildings or areas, such as a whole campus, centralizing all the information. This layer is composed by different services, e.g., the global time for all devices at the system, data storage for all devices, advanced data analytics and visualization, and usage recommendations for IEQ resources based on weather forecast and measured parameters, such as opening/closing the windows for better ventilation or switching off the heaters. Finally, these services are responsible for sending alarm messages to operators if the measured values are out of the specified bounds.









3.2. Communication Technologies


Since the system must cover whole buildings, such as a faculty or even several buildings on one campus, the distances among the smart IEQ sensor nodes used for acquiring the monitored variables may become quite large. For that reason, it would not be possible to connect the devices via Bluetooth without using gateways. Using Zigbee, or a combination of technologies, as in [47], would probably have also been adequate, but the final decision was to choose WiFi technology. This alternative requires a lower inversion since in public and private buildings, as in faculty facilities, it is typically deployed to reach every corner of the buildings. Moreover, it is recommended to use a VLAN (Virtual Local Area Network) intranet to separate the IEQ monitoring traffic from mainstream Internet traffic. Thus, the VLAN network allows IEQ concentrators to collect the values acquired by the smart IEQ sensor nodes. These nodes may use a different connection to access the cloud services located on the Internet. In addition, the use of this VLAN improves the security of the IEQ monitoring system as only restricted devices may connect to the network.



As shown in Figure 1, MQTT is used between the edge and fog layers for establishing the connectivity among the smart IEQ sensor nodes and the IEQ concentrators and also between the fog and cloud layers, to connect the IEQ concentrators with cloud services. This protocol was chosen due to its good performance in non-time-critical applications (such as IEQ systems) with small size messages. Also, it was considered as easy to use in IoT applications. Actually, MQTT is the most common communication choice for building M2M IoT applications [55].



The MQTT protocol runs over TCP/IP and follows the publish/subscribe paradigm. The use of the TCP protocol ensures that messages arrive correctly and in the same order that they were sent. It provides connectivity among several devices by means of a MQTT broker. Some applications publish messages, delivered to the broker by means of a topic. The broker is responsible for sending the messages to all applications that are subscribed to that specific topic. Moreover, topics can be divided into subtopics and the subscription to the entire topic or only a subtopic is possible. It is convenient to use fixed IP addresses to identify every device in the IEQ system.



Table 2 summarizes the protocol stack used at the proposed architecture, with IEEE802.11 as the standard for WiFi technology and IEEE802.1Q as the standard for VLAN.



Message Model at the Edge/Fog Layer


Figure 2 summarizes the MQTT topics used for connecting IEQ concentrators with the smart IEQ sensor nodes. The IEQ concentrator holds the MQTT broker for connecting all IEQ sensor nodes in the area. Note that published topics are shown in orange, whereas subscribed topics are shown in blue. These topics are associated with the following operations:




	
Configuration of smart IEQ sensor nodes: The configuration of one smart IEQ node is initiated at startup time, which requests its configuration by means of a topic, conf/ni, where i represents the node identifier number, fixed for every IEQ sensor node. Upon the reception of this topic, the IEQ concentrator sends the available configuration for that specific node. Smart IEQ sensor nodes have specific sensors attached in different layouts. So, the IEQ concentrator sends the configuration for a specific node by means of several published topics; the config/ni/nsens topic indicates the number of attached sensors, whereas the specific configuration for each sensor is sent by the config/ni/sj topic, which specifies the type of sensor attached to the pin j in the node i. These topics are received by the smart IEQ sensor nodes, which self-configure accordingly.



	
Reset of one/all IEQ sensor nodes: Occasionally, several issues may induce operating problems at the IEQ monitoring system. For this reason, the authors designed a procedure for resetting one or all attached sensors. This operation is initiated by the IEQ concentrator when it detects one of these problems. The reset/ni topic, published by the concentrator, is received by one specific smart IEQ node, triggering the reset procedure. The reset/all topic was also included to simultaneously reset all connected smart IEQ nodes.



	
Monitoring IEQ sensor nodes: The IEQ concentrator holds the local clock and is responsible for monitoring the IEQ variables periodically according to the specified configuration. The IEQ concentrator publishes the MQTT take/# topic to indicate to all smart IEQ sensors to take measures of all the attached sensors according to their configuration. This approach allows for simultaneously taking the measures at all distributed IEQ nodes. Since IEQ parameters change slowly, monitoring periods in the range of minutes may be adequate. Smart IEQ nodes send the IEQ values taken by publishing the corresponding values/ni topics, where i is the number identifier for every node. The IEQ concentrator subscribes to all the topics published by the connected smart IEQ sensor nodes.










3.3. Prototype of the IEQ Monitoring System


A prototype for the IEQ monitoring system was implemented with low-cost open-source hardware. This prototype addresses the edge and fog layers. Namely, a single board computer was used as IEQ Coordinator. The design of the Smart IEQ sensor nodes was based on microcontrollers that acquire the data from the selected sensors, preprocess them, and send the data to the IEQ Coordinator by means of the protocols shown in Table 1. The authors also designed a Printed Circuit Board (PCB), which integrates the microcontroller with the selected sensors in a compact way.



In the prototype, the IEQ concentrator was implemented with a Raspberry Pi 3B+ with a 32 GB SD card that had the Raspberry Pi OS operating system preinstalled. This node stores the collected data locally for further analysis of text files on the SD card.



The IEQ concentrator is always connected to the power supply for higher availability. The use of WiFi connectivity allows deploying all nodes anywhere in the faculty premises for acquiring the IEQ measurements with WiFi coverage. Thus, the number of smart IEQ sensor nodes connected to the IEQ monitoring system can be easily scaled. In this prototype, the smart IEQ sensor nodes are supplied with commercial USB power banks to improve the autonomy of the nodes. In order to reduce energy consumption, smart sensors are asleep between measurements.



This prototype is aimed at monitoring the IEQ parameters at several locations such as classrooms, laboratories, and other common spaces found at the university faculty. The core of the smart IEQ sensor nodes is a microcontroller unit, which is responsible for preprocessing the sensor measurements and sending them to the IEQ coordinator. In particular, an Arduino MKR WiFi 1010 board was used since it already embeds WiFi technology and provides enough computing capability for acquiring and preprocessing the acquired values of the sensors. In addition, this platform is not complex to program. The quantity and types of sensors is configurable, and it may vary depending on the node. Figure 3 shows the hardware diagram for the IEQ monitoring system prototype. This figure shows only one smart IEQ sensor node connected to the IEQ concentrator.



The parameters measured in the monitoring system prototype are: temperature (°C), relative humidity (%), eCO2 (ppm), and TVOC (ppb). Temperature and relative humidity provide information for thermal comfort. These are the key parameters to compare with the energy spending in order to balance thermal comfort and energy consumption. Equivalent CO2 (eCO2) and Total Volatile Organic Compounds (TVOC) provide information about the quality of the air indoors, which is a key issue for avoiding the spread of the COVID-19. By monitoring these four parameters, it is possible to detect situations in which energy is wasted and ensure thermal comfort and good air quality.



After analyzing the characteristics and price of different sensors available on the market, the prototype nodes implement the sensors shown in Table 3. The authors wanted to validate the approach with different types of sensors. For that reason, analog and digital sensors were chosen, and among the digital sensors, two different sensor buses—SPI and I2C—were used. More specifically, two different low-cost sensors were selected for temperature measurements, one analog and another digital (TMP37 and LM74, respectively). The selected humidity sensor, SHT85, is also able of measuring temperature with high precision, but as its price is higher, only a few nodes contained this sensor. It was deployed at selected locations of the building in which humidity is especially important. In terms of air quality, a sensor that measures eCO2 instead of CO2 was selected due to its lower cost. This sensor also measures TVOC. Although they are not as exact as real CO2 sensors, they have shown to provide an estimation of the evolution of the CO2 value, which is very interesting in classrooms. Figure 4 shows the Printed Circuit Board (PCB) designed for holding the selected sensors.



Table 4 shows the cost for all the components used to build the IEQ monitory system prototype. The cost for the IEC Concentrator is about 60 €. The cost for each smart IEC sensor node is around 135 €. This prototype included six PCBs, which were built by an external manufacturer. The manufacturing process included the component assembly with the TMP37, LM74, and CSS811 sensors. Obviously, this price may reduce when larger series are manufactured. Table 4 shows the cost for a basic smart IEC sensor node (135 €), which includes the TMP37, LM74, and CSS811 sensors. Due to the higher price of the SHT85 sensor, it was left as an optional choice, being included in only one smart IEC sensor node of the prototype.




3.4. Power Consumption Analysis of the Smart IEQ Sensor Node


The smart IEQ sensor nodes run an Arduino sketch, which is responsible for acquiring the data from the sensors at the PCB, preprocessing it, and establishing the communication (with WiFi and MQTT protocols) with the IEQ Concentrator by means of the topics shown in Figure 2.



This subsection is devoted to briefly analyzing the current drawn at the Smart IEQ sensor node when in operation. This information is valuable for dimensioning the capacity of the batteries for continuous operation, as well as to make both students and staff aware of the sustainability issues of the deployed IoT system by analyzing the energy consumption of every device.



For this purpose, an oscilloscope with a current probe was used for monitoring the power drawn when the smart IEQ sensor node was in operation. Figure 5 shows the oscilloscope capture.



The oscilloscope capture (Figure 5) shows when WiFi transmission occurs as current peaks. The sensors included in the PCB are responsible for part of the total consumption of the IEQ device. In particular, the authors measured that only the eCO2 sensor (CCS811) is responsible for 20 mA of the total consumption. In this scenario, there are different states for the IoT device, corresponding to three power consumption levels: (1) WiFi communications, which are the current peaks, (2) in run mode without transmission, which is the power drawn by the Arduino MKR WiFi 1010 board and all included sensors, and (3) in deep sleep mode (not shown in Figure 5).



The WiFi communications, shown as current peaks in Figure 5, have been zoomed at the bottom of the Figure. Table 5 summarizes the power consumption for these identified states. This information may be used for dimensioning the batteries in order to adjust their capacity to the autonomy requirements.




3.5. HMI Application


Free open-source software (FOSS) technologies were used to implement the IEQ monitoring system. This approach allows for changing the software easily in order to adapt it to new requirements.



This subsection presents a simple but intuitive HMI application aimed at easily managing the IEQ monitoring system. This application was created with Python programming language since it is a very versatile programming environment that provides good plotting capabilities. This application was designed for stand-alone operation at the IEQ concentrator. Independently of this application, the IEQ concentrator also acts as gateway for uploading the monitored data, connecting it to more sophisticated cloud services by means of MQTT communications.



Although the HMI application provides basic functionalities, it may be used for implementing a system that may operate in an autonomous way without the need of cloud services. More specifically, it permits the following operations: (1) centralizing the configuration of the IEQ monitoring system in a location of the building and checking the integrity of the connected sensors, (2) starting/stopping periodic monitoring, which executes the measuring operations, (3) showing and storing the real-time measured data, and (4) analyzing and plotting historical data for basic analysis. The application also includes an alarm system. These alarms are generated when nodes are not working properly, so that the problem can be quickly identified and solved. This application stores the data captured from all smart IEQ sensor nodes in text files. This approach allows for exporting the stored data to common applications, such as Excel or MATLAB, for more advanced analysis. Figure 6 and Figure 7 show snapshots of the HMI application in different scenarios; namely, configuration tasks for the IEQ monitoring system (Figure 6) and analyzing stored data (Figure 7).



Cloud services extend the functionality of this application by providing deeper analysis, based on larger data collections, which are stored at the cloud. These services may be accessible from anywhere in the Internet, and as shown in Figure 1, allow to collect monitoring data from diverse areas which are locally managed by different IEQ concentrators.





4. Validation of the Prototype


The prototype of the IEQ monitoring system was deployed at the Faculty of Engineering of Vitoria-Gasteiz (UPV/EHU). The system was tested at different situations (master classes, laboratory sessions, and exams) using different sampling periods obtaining positive performance results. For validation purposes, just one IEQ concentrator was used to collect the data from several smart IEQ sensor nodes. The IEQ concentrator was located in an office, whereas the smart IEQ sensor nodes were distributed in the whole faculty building in different locations, as shown in Figure 8. The institutional WiFi/VLAN infrastructure was used; this approach allowed us to reach almost every corner of the faculty. In addition, the use of a separate VLAN for IEQ monitoring purposes improves the security of the system against potential cyberattacks since the smart IEQ sensor nodes are not connected to the Internet. Thus, several WiFi access points (AP) are available and every IEQ sensor connects to the closest AP. The entire faculty building is covered with WiFi connectivity and therefore nodes could be located anywhere. This is a common scenario in university buildings, as well as in other public or private facilities.



For validation purposes, the prototype of the IEQ monitoring system was tested in different scenarios by taking diverse IEQ parameters with different sensors. All tests were executed with a sampling period of 5 min. The selected scenarios were:




	
In a staff office



	
In a laboratory during several laboratory classes



	
In a classroom during an exam








4.1. In a Staff Office


This test shows how this system may be used for monitoring the IEQ conditions in a staff office. Four different smart IEQ sensor nodes were distributed in the office in different locations, monitoring temperature (LM74), relative humidity (SHT85), eCO2, and TVOC (CCS811). This test was carried out during almost 8 h, as shown in Figure 9. IEQ monitoring data were acquired in the month of June of 2021.



Smart IEQ sensor nodes produce different values depending on location. Some of them were closer to the windows, door, electronic devices, or human beings. The captured results show that the IEQ parameters were in adequate ranges. The values captured for the CO2 concentration show that its value is different depending on the location (see Figure 9c). For example, Node 4 (red in Figure 9c), was located close to the window, whereas the other nodes were closer to the staff. It can be appreciated that the values for Node 1 (blue in Figure 9c) fell during some instances of staff opening the door and windows to create air currents.




4.2. In a Laboratory during Several Laboratory Classes


This test was carried out in a laboratory in May 2021. This laboratory is used for teaching purposes. The laboratory was occupied with three consecutive laboratory sessions of two hours, from 9:00 to 11:00; from 11:00 to 13:00; and from 13:00 to 15:00. The windows were always open. This test was aimed at measuring temperature and humidity parameters in the laboratory for evaluating the thermal comfort of the students.



Five smart IEQ sensor nodes were located at different places. All five IEQ nodes acquired temperature (TMP37) but only one of them could also measure relative humidity (SHT85). Node 4 (red in Figure 10a) was next to the window, whereas the others were distributed along the laboratory.



The obtained results show that the temperature conditions in the laboratory changed considerably, depending on where the nodes were located. In the morning, at 9:00, the overall temperature was between 25 and 28 degrees, but it reached 16 degrees next to the window. Also, it can be appreciated that Node 4 (red in Figure 10a) provides the closest value to the external temperature, which increased during the day.



The IEQ monitoring system also acquired the values for the relative humidity (Figure 10b), which was always in the range from 33% to 41 % and is considered acceptable (but slightly dry) inside buildings.



Finally, it can be appreciated that there are some missing values in both figures. This happened at approximately 11:15 and 13:00. The cause for this issue was that the WiFi communication was lost for some time at these points. However, the system was able to reconnect automatically.




4.3. In a Classroom during an Exam


This test was carried out during an exam taken in the afternoon on 31 May 2021. The exam took two and a half hours, from 16:00 to 18:30. In this case, the IEQ monitoring system acquired eCO2 and temperature values, using the CSS811 and TMP37 sensors, respectively. The results of this test are shown in Figure 11. In this test, four smart IEQ sensor nodes were located at different positions in the exam classroom. The acquired temperature values can be considered adequate, since they are always over 24 and below 28 degrees.



Regarding the values for the eCO2, they are continuously increasing, although the windows were open in the exam. Calibration errors could occur since the CSS811 sensor has not proven to be very precise. Regardless, the acquired IEQ values recommend introducing additional actions in this scenario, such as introducing auxiliary ventilation systems for improving the quality of the air.




4.4. Discussion


The values of different parameters acquired from different smart IEQ smart nodes are correctly received and plotted with the HMI application. Only sometimes was the connection lost due to a low WiFi signal but it was rapidly reconnected with almost null data loss. It is also reflected that depending on the position of the node, the values are different, due to the effect of windows, doors, electronic devices, or the presence of humans.



The designed IEQ monitoring system works properly and can be used to obtain data for detecting uncomfortable situations as well as promoting acting to reduce energy consumption and improving the health conditions of students and staff. These measurements were taken in the months of May and June. In this case, the reason for the high temperatures was the outside temperature and not the heating system. The acquired values were inside the accepted range of values most of the time. However, although the authors consider that the presented approach is adequate, it could be convenient to replace the CSS811 sensor with one that is more precise (and more expensive) for measuring the CO2 concentration.



In summer, the actions that could be taken for improving the values could be opening/closing windows, turning off emission sources, or reducing the amount of people inside a room. If necessary, adding an air conditioning system or/and air purifier could be considered. In winter, the heating system should be adequately managed.





5. Conclusions and Future Work


This paper introduces a scalable IoT architecture based on the edge–fog–cloud paradigm for monitoring the Indoors Environmental Quality (IEQ) parameters in public and private buildings. These systems allow for (1) ensuring the thermal comfort of the occupants, also improving their productivity, (2) introducing actions to reduce energy consumption, contributing to achieving Sustainable Development Goals (SDG), and (3) guaranteeing air quality, which is a key concern, as the COVID-19 pandemic has shown. These problems occur frequently in public or private buildings as well as in industrial facilities.



The proposed architecture implements the edge and fog layers by means of different devices: smart IEQ sensor nodes at the edge layer, which acquire IEQ parameters locally, and IEQ concentrators at the fog layer, which collect the data from several smart IEQ sensor nodes in one specific area and connect with cloud services. Edge–fog–cloud architectures have proven to be adequate for dealing with large amounts of distributed nodes in Industry 4.0 applications. This work presents its application for monitoring IEQ conditions in buildings or groups of buildings, such as those on a university campus. The hierarchical structure of the architecture, as well as the use of TCP/IP technologies, allows for scaling the system to reach different amounts of nodes. Thus, IEQ Concentrators are responsible for collecting the data from specific areas, producing a system that may operate autonomously. In addition, IEQ parameters evolve relatively slowly, so sampling times in the range of minutes are adequate. Thus, since the network traffic of the system is relatively low and non-time-critical, a large number of devices can be introduced. The proposed system uses cooperative network infrastructures that are already deployed for transmitting the monitored data, which is a cost-effective approach.



This system uses open-source hardware and software technologies, low-cost sensors, and selected popular communication technologies (WiFi, VLAN, TCP/IP and MQTT) over already deployed communication infrastructures. The combination of all these features produces a low-cost monitoring system that may be easily adapted to measure selected IEQ parameters. The proposed architecture allows several levels of connectivity. Single board computers, such as Raspberry Pi 3B+, were used as IEQ concentrators, whereas microcontroller boards, namely Arduino MKR WiFi 1010 boards, were used for the smart IEQ sensor nodes. Also, a PCB board was specifically designed including different low-cost sensors for measuring the IEQ parameters. Diverse state-of-the-art communication technologies for IoT applications were used, namely WiFi, VLAN, Internet, and MQTT. This architecture could be used for monitoring other systems with sampling periods in the range of minutes, by changing the sensors and fixing the configuration of the acquisition system.



The proposed IEQ monitoring system is aimed at detecting uncomfortable situations in buildings. Also, it may help to enforce the SDGs by addressing future actions to improve the efficiency of the heating and air conditioning systems. Inadequate environmental conditions may cause a reduction in the productivity of building occupants and may even lead to several diseases as occupants spend long periods indoors. Besides, with the advent of the COVID-19 pandemic, monitoring the quality of the air indoors has become an important issue as the SARS-CoV-2 virus is spread through the air. In this scenario, monitoring diverse variables such as temperature, relative humidity, eCO2, and TVOC may help to keep these issues under control.



A prototype of the proposed system was deployed at the Faculty of Engineering of Vitoria-Gasteiz (UPV/EHU). The proposed IEQ monitoring system is based on low-cost hardware and software components. It was designed to be flexible and highly configurable, in order to be deployed at buildings of different types and sizes with varied characteristics. This implementation turned out to be successful and cost-effective.



The IEQ monitoring system has been successfully tested, proving that it is able to collect measurements from nodes distributed around different points of the faculty. For testing purposes, several academic scenarios and configurations were chosen, achieving positive results. Namely, IEQ parameters were monitored in a staff office, in a teaching laboratory during several laboratory classes, and in a classroom during an exam. The system showed that the working conditions of the staff were adequate and that sometimes the relative humidity at the laboratories could be slightly low, and identified some situations that may require better ventilation.



Currently, the authors are working on detecting possible actions that may improve the IEQ conditions for the occupants at the faculty. For this purpose, they are developing automatic systems that may start/stop when needed, such as IoT automatic valves and auxiliary ventilation systems, for improving both thermal conditions and the quality of the air. Also, the authors have detected that some sensors do not operate very precisely sometimes, specifically the CSS811 sensor, so they are looking to find a replacement. Finally, the authors are currently developing advanced cloud services aimed at analyzing larger series of data.
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Figure 1. Overall architecture of the wireless acquisition system. 
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Figure 2. MQTT topics used for connecting IEQ concentrators with smart IEQ sensor nodes. The numbers i = 1, 2, 3… represent the node identifier; the number j = 1, 2, 3… represent the sensors attached to the nodes. Finally, the symbol # means being subscribed to all subtopics. Published topics are in the orange color, whereas subscribed topics are in the blue color. 
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Figure 3. Hardware diagram for the IEQ monitoring system prototype. 
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Figure 4. Designed PCB for the smart IEQ sensor node. 
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Figure 5. Power drawn at the smart IEQ sensor node when in operation. 
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Figure 6. HMI application: Configuration of the IEQ monitoring system. 
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Figure 7. HMI application: Basic analysis of historical data. 
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Figure 8. Distribution of the smart sensors at the Faculty of Engineering of Vitoria-Gasteiz (UPV/EHU). 
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Figure 9. (a) Temperature measurements (LM74 sensors); (b) Relative humidity measurements (SHT85); (c) eCO2 measurements (CCS811); (d) TVOC measurements (CCS811). 
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Figure 10. (a) Temperature measurements (TMP37); (b) Relative humidity measurements (SHT85). 
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Figure 11. (a) eCO2 measurements (CCS811); (b) Temperature measurements (TMP37). 
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Table 1. Accepted range of values for environmental parameters according to different standards.
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	Variable
	Appropriate Values
	Standard





	CO2
	Less than 1000 ppm
	ASHRAE



	VOC
	Less than 250 ppb
	RESET Air



	Temperature (1.2 m)
	Between 23.3 and 27.8 °C
	ASHRAE



	Relative humidity
	Less than 65%
	ASHRAE
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Table 2. Summary of protocol stack.
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	TCP/IP Layers
	IoT Protocols





	Application
	MQTT



	Transport
	TCP



	Internet
	IPv4



	Data Link
	IEEE802.11 (WiFi)

IEEE802.1Q (VLAN)
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Table 3. List of sensors at the prototype.
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	Sensor
	Parameter(s)
	A/D
	Vendor
	Link





	TMP37
	Temperature
	Analog
	Analog Devices
	[64]



	LM74
	Temperature
	Digital (SPI)
	Texas Instruments
	[65]



	SHT85
	Temperature and humidity
	Digital (I2C)
	Sensirion
	[66]



	CCS811
	eCO2 and TVOC
	Digital (I2C)
	AMS
	[67]
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Table 4. Total cost for the IEQ monitoring system components.
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Component

	
Unit Cost (€)






	
IEC Concentrator




	
Raspberry Pi 3B+

	
30




	
Raspberry Pi Case

	
7




	
SD Card 32 GB

	
13




	
RPi Power adapter

	
10




	
TOTAL cost for IEC Concentrator

	
60




	
Smart IEC sensor nodes




	
Arduino MKR WiFi 1010

	
30




	
Battery 10,000 mAh

	
15




	
PCB and component assembly (including TMP37, LM74 and CSS811 sensors)

	
90




	
TOTAL cost for basic Smart IEC sensor node

	
135




	
Sensors

	




	
TMP37 (Temperature)

	
1




	
LM74 (Temperature)

	
2




	
CSS811 (CO2 and VTOC)

	
10




	
SHT85 (Temperature and relative humidity)

	
25
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Table 5. Summary of energy consumption for smart IEQ sensor node.
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	Operation State
	Current [mA]





	WiFi transmission
	110



	Run mode, no transmission
	42



	Deep sleep mode
	30
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