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Abstract: With the rapid development of new power systems, power usage stations are becoming
more diverse and complex. Fine-grained management of demand-side power load has become
increasingly crucial. To address the accurate load forecasting needs for various demand-side power
consumption types and provide data support for load management in diverse stations, this study pro-
poses a load sequence noise reduction method. Initially, wavelet noise reduction is performed on the
multiple types of load sequences collected by the power system. Subsequently, the northern goshawk
optimization is employed to optimize the parameters of variational mode decomposition, ensuring
the selection of the most suitable modal decomposition parameters for different load sequences. Next,
the SSA–KELM model is employed to independently predict each sub-modal component. The pre-
dicted values for each sub-modal component are then aggregated to yield short-term load prediction
results. The proposed load forecasting method has been verified using actual data collected from
various types of power terminals. A comparison with popular load forecasting methods demonstrates
the proposed method’s higher prediction accuracy and versatility. The average prediction results
of load data in industrial stations can reach RMSE = 0.0098, MAE = 0.0078, MAPE = 1.3897%, and
R2 = 0.9949. This method can be effectively applied to short-term load forecasting in multiple types
of power stations, providing a reliable basis for accurate demand-side power load management and
decision-making.

Keywords: load forecasting; variational mode decomposition; northern goshawk optimization
algorithm; improved kernel extreme learning machine; power system load management

1. Introduction

With the construction of a new power system and the gradual development of fine-
grained power load management [1–3], the diversified load short-term prediction tech-
nology for the demand side of the power system plays an important role in accurate
management decision-making for diversified stations and load types [4]. Fine-grained
management of power load [5] refers to the real-time monitoring and analysis, regulation,
and optimization of power load to achieve accurate management of the power load, ef-
fectively improving the efficiency and stability of the power system and reducing energy
consumption and pollution emissions, which is the trend and direction of the development
of the modern power industry [6]. However, due to the different effects of load evolution
characteristics on different power market participants [7], the large amount of data collected
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in the diversified platform environment is highly complex, low real-time, and difficult data
analysis, resulting in inconsistency and low accuracy of power load forecasting. Therefore,
there is a certain resistance to accurate power load management. In areas where power
resources are scarce [8–10], problems such as over-budget energy consumption, long out-
ages, and high load risks at each station are frequent. The power systems need to upgrade
their power demand-side response capabilities to improve the efficiency of power usage
and maximize retailer profits [11]. In this study, we improve the accuracy of forecasting
multiple loads in the short-term future for accurate scheduling and distribution efforts.

At present, short-term load forecasting technology is developing rapidly, and there
are three mainstream load forecasting methods:

(a) Traditional statistical models. These include the ARIMA (autoregressive integrated
moving average) model [12], the Kalman filter model [13], the hidden Markov model [14],
the Bayesian model [15], and the regression model [16] etc. However, such models
lack the mining of the potential features of time series, and the predicted results are
often quite different from the actual power load changes.

(b) Predictive models based on machine learning. With a more powerful data mining
performance than statistical models, it has been widely used, including in backprop-
agation (BP) [17], long short-term memory (LSTM) [18], extreme learning machine
(ELM) [19], and gated recurrent unit (GRU) [20], etc. These algorithms have powerful
functions in processing nonlinear data like load sequences. However, because they
easily fall into the local optimal solution or overfitting, the prediction accuracy still
needs to be improved. In the comparison of various algorithms, it is found that the
prediction training speed of ELM is faster and more stable [21], which is more suitable
for the prediction of power load series.

(c) Hybrid predictive model. By combining the advantages of multiple forecasting models
or using intelligent optimization algorithms, fully mining load sequence information to
maximize the accuracy of load forecasting has been the mainstream research direction
of forecasting technology over the past two years. Literature [22] The sequence-to-
sequence (Seq2Seq) model is improved by convolutional neural network, attention
mechanism, and Bayesian optimization, which improves the accuracy of load fore-
casting, but excessive algorithm optimization and feature data use leads to too high
complexity of the prediction model and too long training time, which means that it
is difficult to meet the real-time requirements of the power system load forecasting.
Literature [23] Aiming at the integrated energy system of distributed energy resources,
a prediction method based on EEMD combined with the LSTM–SVR–BO model is
proposed to predict photovoltaic power. Literature [24] incorporates the attention
mechanism into the traditional CNN-LSTM model to carry out short-term power
load prediction for cogeneration. In most of the remaining literature [25–28], effective
prediction methods are proposed for different objects in the power system, but there
is a problem of insufficient applicability.

In summary, most existing short-term load forecasting methods focus on specific load
types and rely heavily on load-related characteristic data. However, these methods require a
significant amount of data samples for accurate load forecasting. Furthermore, the accuracy
of load prediction heavily relies on these indicators, which may not be applicable across
different industries due to the varying impacts of load-related features on power load.
As a result, the lack of sufficient load characteristic data samples limits the applicability
and accuracy of load prediction, especially for the precise control of demand-side load in
the new power system. In contrast to existing methods, the research aims to overcome
the limitations of current short-term load forecasting approaches. By recognizing the
high dependence on load-related characteristic data and the inadequate collection of load-
characteristic data samples, this study strives to develop a novel approach that extends
beyond the conventional reliance on such indicators. This innovative method intends to
provide highly applicable load predictions for accurate demand-side load control in the
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emerging power system, thereby addressing the challenges posed by varying load types
and the insufficiency of load characteristic data.

Therefore, this study focuses on a new type of electric load management system. To
address the issue of insufficient data samples regarding the diverse station electric load
characteristics, a combined model based on the modified variational mode decomposition
of the North Goshawk Optimization algorithm and the modified kernel extreme learning
machine of the sparrow algorithm is proposed for demand-side electric load time-series
forecasting. Firstly, based on the intelligent distribution sensing terminal of the power
system in a certain area, the load data of various station types is collected, and the load
time series data set of each station type is constructed by the preliminary noise reduction of
the load data by wavelet decomposition. Secondly, the Northern Goshawk Optimization
algorithm is used to optimize the number of decomposition layers and penalty factors of
variational mode decomposition, and the optimal combination of VMD parameters for
specific types of loads is calculated. Based on the modal decomposition results of VMD
excluding residual terms, the SSA–KEM model is established to predict each sub-mode
separately and superimpose the predicted value of each sub-mode to obtain the prediction
result of the load series. Finally, on the data of multiple load types, the combination
of various algorithms is compared to verify the high accuracy and applicability of the
prediction results. It can provide reliable data support and a scientific decision-making
basis for the precise load management of new power systems.

2. Load Sequence Decomposition

In order to tackle the challenges posed by the high complexity and volatility of power
load sequences, limitations of the traditional empirical mode decomposition (EMD) method
have been identified [29]. To address these limitations, this study proposes a load sequence
decomposition method based on the Northern Goshawk Optimization algorithm (NGO)
to optimize the variational mode decomposition (VMD). In this method, the NGO is
employed to identify optimal parameter combinations and optimize the VMD algorithm.
By decomposing the load sequence using the optimized VMD algorithm, the fluctuations
and complexity in the original load sequence are reduced, and the distinctive characteristics
of each modal component are emphasized. Furthermore, this approach fully harnesses
the potential information within the original load data. Consequently, these modifications
effectively mitigate the challenges associated with load forecasting, leading to enhanced
precision and accuracy in predictions.

2.1. Variational Mode Decomposition

For power load time series data, VMD is performed based on a time–frequency
analysis. VMD can perform adaptive load decomposition of non-stationary signals,
decomposing the original multi-component signal into multiple amplitude-modulated
frequency-modulated single-component signals, thereby effectively avoiding problems
such as endpoint effects that may occur during iteration [30]. After decomposition, each
mode uk(t) exhibits a distinct finite bandwidth. The objective of the decomposition is to min-
imize the sum of estimated bandwidths of these decomposed modes using the variational
model expression. 

min
{uk},{ωk}

K
∑

K=1

∥∥∥∂t{[(δ(t) + j
πt )]uk(t)}e−jωkt

∥∥∥2

2

s.t.
K
∑

K=1
uk(t) = f

(1)

where {uk} = {uk(t)}K
k=1 is the sum of the decomposed K modes; ωk is the center frequency

corresponding to the kth sub mode k; f is the original load sequence; δ(t) is the Dirac
distribution function; ∂t is the partial derivative operator at time t. Construct an augmented
Lagrange function to solve Equation (1):



Energies 2023, 16, 7714 4 of 16

L({uk}, {ωk}, λ) = α
K
∑

K=1

∥∥∥∂t{[(δ(t) + j
πt )]uk(t)}e−jωkt

∥∥∥2

2
+∥∥∥∥ f (t)−

K
∑

K=1
uk(t)

∥∥∥∥2

2
+

〈
λ(t), f (t)−

K
∑

K=1
uk(t)

〉 (2)

Iterative updates of {uk}, {ωk}, and λ are made using the alternate direction method
of multipliers (ADMM). The Fourier transforms of uk(t), f (t), and λ(t) are represented by
ûk(ω), f̂ (ω), and λ̂(ω). Given uk(t), f (t), λ(t), update the Fourier transform of uk(t) first:

ûn+1
k (ω) =

f̂ (ω)− ∑
i 6=k

û(ω) + λ̂(ω)
2

1 + 2α(ω−ωk)
2 (3)

Next, update the center frequency:

ωn+1
k =

∫ ∞
0 ω|û(ω)|2dω∫ ∞

0 |û(ω)|2dω
(4)

where the center frequency of the current mode is ωn+1
k ; The Wiener filter with the current

margin is ûn+1
k (ω). Finally, update the Fourier transform of τ with step λ(t), as shown in

the following Equation (5):

λ̂n+1(ω) = λ̂n(ω) + τ[ f̂ (ω)−
K

∑
K=1

ûn+1
k (ω)] (5)

2.2. Northern Goshawk Optimization Algorithm

In the process of load sequence decomposition, the selection of the penalty factor “a”
and decomposition layer “K” significantly impact the effectiveness of the VMD method. To
optimize this selection process, the Northern Goshawk Optimization algorithm (NGO) [31]
is introduced. The NGO is a novel swarm intelligent optimization algorithm that emulates
the hunting behavior of northern goshawks. It demonstrates exceptional optimization
performance as well as high accuracy and stability. The parameter lookup model for the
NGO is as follows:

Step 1: Population initialization

First, the population matrix X for the northern goshawk population is constructed,
and the population members are randomly initialized in the search space:

X =



X1
...

Xi
...

XN


N×m

=



x1,1 · · · x1,j · · · x1,m
...

...
...

xi,1 · · · xi,j · · · xi,m
...

...
...

xN,1 · · · xN,j · · · xN,m


N×m

(6)

In the population matrix: Xi is the position of the i-th northern goshawk; the population
of northern goshawks is N; set the highest dimension m of the solution, and the i-th northern
goshawk is represented as xi,j when it is in the j-th dimension; the objective function value
of the northern goshawk population is expressed by the vector F; Fi is the objective function
value of the i-th northern goshawk, and the expression formula is:
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F(X) =



F1 = F(X1)
...

Fi = F(Xi)
...

FN = F(XN)


N×1

(7)

Step 2: Identify prey and attack

The first stage of hunting prey in imitating the northern goshawk is to select the prey
and conduct a quick pursuit, first randomly. That is, in the parameter search space, the
goal is to identify the optimal region, and the global search is carried out. Set the i-th
northern goshawk prey to Pi,j and the i-th northern goshawk to Pi,j in the new position of
dimension j; the parameters r and I are random numbers for the search iteration; xi,j, Pi,j
are the positions of the goshawk and its prey, and their objective function value is Fi;

Pi = Xk

i ∈ 1, 2, · · · , N

k ∈ 1, 2, · · · , i− 1, i + 1, · · · , N

(8)

xnew,P1
i,j =

{
xi,j + r(pi,j − Ixi,j), FPi < Fi

xi,j + r(xi,j − pi,j), FPi ≥ Fi
(9)

After the first stage of the attack, obtain the updated prey position P1, northern
goshawk position xnew,P1

i , objective function value Fnew,P1
i :

Xi =

Xnew,P1
i , Fnew,P1

i < Fi

Xi, Fnew,P1
i ≥ Fi

(10)

Step 3: Pursuit and escape

When the northern goshawk attacks its prey, the prey will try to escape, and the
northern goshawk needs to continue chasing its prey. The northern goshawk, characterized
by its speed, can capture prey in almost any situation. The simulation of this behavior
increases the algorithm’s ability to utilize local searches of the search space. Suppose the
northern goshawk has a hunting radius of about R, the maximum number of iterations T,
and the current iteration number t. The position xnew,P2

i,j of the j-th dimension of the i-th
goshawk after the second stage update can be obtained as:

R = 0.02
(

1− t
T

)
(11)

xnew,P2
i,j = xi,j + R(2r− 1)xi,j (12)

The position of the i-th northern goshawk after the iterative update is Xnew,P2
i , and the

objective function value of the i-th goshawk after the second stage update is Fnew,P2
i , i.e.:

Xi =

Xnew,P2
i , Fnew,P2

i < Fi

Xi, Fnew,P2
i ≥ Fi

(13)

2.3. Load Sequence Decomposition of VMD Is Optimized Based on NGO

The accuracy and effectiveness of VMD decomposition may be influenced to a certain
extent by manually set parameters, which have certain limitations. In this study, the North-
ern Goshawk Optimization algorithm (NGO) was employed to optimize the decomposition
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layer (K) and the penalty factor (α) of VMD. The fitness function utilized in the optimization
process is the local minimum envelope entropy.

The envelope entropy reflects the sparsity characteristics of the original load signal.
A smaller envelope entropy indicates that the decomposed subcomponents contain more
informative features and less noise, whereas a larger envelope entropy is observed con-
versely. Consequently, the envelope entropy is utilized to measure the level of characteristic
information and noise in the decomposed load sequence. Incorporating the envelope
entropy as a fitness function for parameter optimization facilitates the identification of the
optimal number of decomposition layers and penalty factors, consequently enhancing the
accuracy and efficacy of the decomposition process.

Ep = −∑N
j=1 ejlgej

ei =
a(j)

∑N
j=1 a(j)

(14)

where ei is the result of a(j) normalization, a(j) is the envelope signal of the K subcompo-
nents of the VMD solution after Hilbert demodulation, and the flow chart of the NGO–VMD
algorithm is shown in Figure 1:
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3. Power Load Forecasting
3.1. Kernel Extreme Learning Machine Model

The kernel extreme learning machine (KELM) [32] is a single hidden layer feedforward
neural network that consists of an input layer, a hidden layer, and an output layer. It was
proposed based on ELM [27], and the network structure is illustrated in Figure 2. The
introduction of the kernel function provides advantages in terms of generalization ability
and performance. Additionally, it exhibits faster processing speed compared to other
prediction methods, such as BP. It effectively addresses the challenge of handling a large
volume of data resulting from the variational mode decomposition, thereby enhancing



Energies 2023, 16, 7714 7 of 16

the demand-side load forecasting response capability. Hence, KELM is chosen for load
forecasting in this study.

Energies 2023, 16, x FOR PEER REVIEW 7 of 18 
 

 

 
Figure 1. The flow chart of the NGO–VMD model. 

3. Power Load Forecasting 
3.1. Kernel Extreme Learning Machine Model 

The kernel extreme learning machine (KELM) [32] is a single hidden layer feedfor-
ward neural network that consists of an input layer, a hidden layer, and an output layer. 
It was proposed based on ELM [27], and the network structure is illustrated in Figure 2. 
The introduction of the kernel function provides advantages in terms of generalization 
ability and performance. Additionally, it exhibits faster processing speed compared to 
other prediction methods, such as BP. It effectively addresses the challenge of handling a 
large volume of data resulting from the variational mode decomposition, thereby enhanc-
ing the demand-side load forecasting response capability. Hence, KELM is chosen for load 
forecasting in this study. 

 
Figure 2. The structure diagram of the KELM model. Figure 2. The structure diagram of the KELM model.

The basic ELM model function can be expressed in the following:

fL(x) =
L

∑
i=1

hi(x)βi = Hβ (15)

H = g(W · X + B) (16)

g(x) =
1

1 + e−x (17)

where fL(x) represents the output of the ELM; β represents the weight matrix from the
hidden layer to the output layer; L is the number of hidden layer nodes; M is the number
of nodes in the output layer; X represents the input vector; W and B represent input weight
and output weight, respectively; g(x) represents the sigmoid function. After introducing
the L2 regularization term, the optimization form is:

minβ∈RL×M

β2

2
+

C
2

Hβ− T2 (18)

where T is the target matrix of the training data; C is the regularization parameter. The
optimal solution is obtained as:

β∗ = HT
(

I
C
+ HHT

)
T (19)

The optimal solution is influenced by the initial input weights. The paper uses KELM
to solve this problem. The output of KELM is:

fL(x) = [k(x, x1) · · · k(x, xn)]

(
I
C
+ Ω

)−1
T (20)
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Ω = HHT , Ωi,j = k
(
xi, xj

)
(21)

where represents kernel matrix; k(xi, xj) represents kernel function. This paper adopts the
radial basis kernel function RBF, the specific form is as follows:

exp
(
− 1

2σ2 xi − xj

)
(22)

3.2. KELM Optimized for SSA

In the case of utilizing the KELM model for prediction, the choice of the regularization
factor C and kernel parameter σ significantly influences the prediction accuracy. Moreover,
the SSA algorithm offers the advantage of fast convergence, thereby reducing the execution
time required for parameter-seeking optimization of the KELM model.

The SSA algorithm simulates the foraging behavior of sparrows to optimize parame-
ters [33]. The population comprises producers, joiners, and vigilantes. Producers search for
food, joiners retrieve food, and vigilantes detect potential dangers:

st+1
i,j =


st

i,j exp
(
−i

αitermax

)
, R2 < ST

st
i,j + QL, R2 > ST

(23)

In Equation (23), t is the number of iterations, st
i,j denotes the j-dimension value of

sparrow individual i, α is a random number in the interval (0, 1], itermax is the constant with
the highest number of iterations, the alarm value is R2 ∈ [0, 1], and the safety threshold is
ST ∈ [0, 1]. When the alarm value exceeds the safety threshold, the sparrow population
will quickly leave and thus fly into the safe area; if it is less than the safety threshold, they
will engage in extensive foraging. The movement rule of the joiner is:

st+1
i,j =


Q exp

(
xt

worst − xt
i,j

t2

)
, i > n

2

st+1
p +

∣∣∣st
i,j − xt+1

p

∣∣∣AT(AAT)
−1 , else

(24)

In Equation (24), xp is the globally optimal position, which is occupied by the producer,
xworst is the globally worst position, and A is a d-order matrix with matrix elements 1 or

−1. If i >
n
2

, the joiner i fails to forage and travels to other areas to forage. The movement
rule of the vigilant is:

st+1
i,j =


st

best + λ | xt
i,j − xt

best |, fi > fg

st
i,j + k

| xt
i,j − xt

worst |
fi − fw + ε

, fi = fg

(25)

When the current sparrow adaptation value fi is greater than the globally optimal
adaptation value fg, the vigilante will approach the central safety zone from the edge of
the hazardous population; when it is equal, it will approach the other individual sparrows.
The flow chart of the SSA–KELM algorithm is shown in Figure 3:
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3.3. Power Load Forecasting Modal

The proposed short-term power load forecasting method based on variational mode
decomposition is shown in Figure 4.
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Figure 4. Modeling process for forecasting.

Step 1: The power distribution terminals in each station collect the power load data
and obtain the diversified load data set through preliminary data preprocessing.

Step 2: Optimize the parameters of variational mode decomposition for different
original demand-side load sequences.

Step 3: Based on improved variational mode decomposition, the load series is decom-
posed into multiple IMF modes for different original demand-side load sequences, and the
residual terms are removed to reduce the impact on the accuracy of load forecasting.

Step 4: The parameter finding model of KEM is constructed for each IMF modal, and the
initialization parameters of KEM are optimized by using the SSA optimization algorithm.

Step 5: Predict each modal component based on the parameter finding results of SSA–KELM.
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Step 6: Reconstruct the prediction results of each modal component, obtain the load
prediction results, and calculate the error of the training results.

4. Data Preprocessing
4.1. Load Sequence Data Acquisition from Multiple Stations

This study collected load data from various typical areas in a city in southwest China
that lacked electricity. The data was then categorized based on local electricity consumption
types, which included heavy industrial electricity in industrial parks, general industrial
electricity, industrial and commercial electricity, non-industrial electricity, commercial
electricity in commercial parks, single-sale electricity, residential electricity in residential
parks, non-residential electricity, agricultural production electricity in agricultural parks,
agricultural drainage and irrigation electricity, and other electricity consumption, resulting
in a total of 11 types. To ensure an accurate reflection of demand-side characteristics, factors
such as user type, load variations, data stability, and data reliability were comprehensively
considered when selecting the data.

For this study, four types of electricity consumption were chosen, namely heavy
industry electricity, commercial electricity, residential electricity, and agricultural produc-
tion electricity. Additionally, three station load datasets were selected for prediction and
analysis. Demand-side load data typically incorporates consumer electricity demand and
behavior in the electricity market, providing valuable insights for load forecasting.

The load sequence data was collected at a granularity of one data point every 15 min,
resulting in a total of 8640 data points collected from March to May at each station. The
dataset was then divided into training and testing sets in an 8:2 ratio, yielding a total of 12
load forecast datasets.

4.2. Data Noise Reduction

The wavelet transform is a signal processing method that possesses multi-scale analy-
sis capabilities, allowing for the decomposition of signals into detailed information and
trend components of varying frequencies. Through the selection of an appropriate wavelet
function and threshold, noise in the high-frequency portion of the load timing data can be
effectively filtered, thereby preserving the main components of the signal. The utilization
of wavelet transform denoising enables the reduction of random fluctuations and abnor-
mal noise in the load data, minimizing interference with the VMD decomposition results.
Consequently, VMD can more accurately capture the true trends and periodicity of the load
data, ultimately enhancing the accuracy and reliability of load forecasting.

To eliminate the noise present in the 12 sets of load prediction data mentioned above,
wavelet noise reduction is employed as a preliminary step, effectively diminishing the noise
present in the load sequence. The noise reduction effect is visually presented in Figure 5.

The demand side of the power system comprises four main types of load stations, each
exhibiting distinct curve fluctuation characteristics. The modal decomposition method can
effectively decompose and analyze each characteristic, reducing the difficulty of forecasting
load fluctuations for each station type:

(a) Industrial stations: Load curves are primarily influenced by production process
changes and demand fluctuations. Less affected by seasonal and weather-related fac-
tors. Exhibits continuous fluctuation characteristics with noticeable cyclical changes.
Short-term prediction results for industrial stations are usually more accurate.

(b) Commercial stations: Load curves are mainly influenced by time of day and holidays.
Higher load peaks during commercial time periods, while the load curve stabilizes
during non-commercial times.

(c) Agricultural stations: Load curves affected by seasonal and weather factors. Highly
impacted by random factors such as sudden weather changes, agricultural disasters,
and induction loads from irrigation systems and refrigeration equipment. Numerous
factors causing random fluctuations make short-term load forecasting and control
more challenging for agricultural stations.
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(d) Residential living stations: Exhibit cyclical fluctuation characteristics. Specific fluctua-
tion characteristics may vary depending on geographical and social factors.
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5. Result and Discussion
5.1. Algorithm Parameterization

In this study, the NGO algorithm was used to set the population size to 5. The
maximum number of iterations was set to 20. The optimal number of decomposition layers
(K) for searching variational mode decomposition (VMD) was tested within the range of
3 to 15. The optimal penalty factor was also tested within the range of 10 to 3000. The
maximum number of iterations for VMD optimization was set to 200, while the rest of the
parameters were kept at their default values. For the SSA algorithm, the population size
was set to 20, the maximum number of iterations was set to 30, and the KELM parameter
was set to its default value.

Based on the aforementioned parameter settings, the study performed multiple
searches for multiple sets of load timing data corresponding to different station load
types in order to determine the average optimal combinations of VMD parameters for each
load type. The results are presented in Table 1.

Table 1. VMD parameter combinations.

Station Type Optimal Decomposition Layers K Optimal Penalty Factor α

Industrial 9 1050
Business 8 1427

Agricultural 9 1998
Residential 7 1692
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5.2. VMD Decomposition Results

The decomposition yields the NGO–VMD decomposition results for each load type,
as shown in Figure 6.
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production type; (d) residential electricity.

After eliminating the residual terms among the obtained modal components, the IMF1
component can capture the data patterns of different original load types and has the most
significant contribution to the overall load prediction results. Whereas the high-frequency
components, specifically IMF2 to IMF4, depict the cyclic fluctuation pattern of the electric
power load more accurately. These components are separated, predicted individually, and
then combined to enhance the overall prediction accuracy.

5.3. Forecast Results

Utilizing the pre-defined SSA–KELM parameters, combined with the multimodal
decomposition results from NGO–VMD, the training and test sets are divided in an 8:2 ratio
to predict each sub-modal component individually. The prediction results of each sub-
modal component are combined to yield the final load sequence prediction. Figure 7
displays the prediction results of the test set:
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The results demonstrate that the proposed model achieves accurate prediction results
regardless of the type of electricity consumption or station load data encountered, indicating
the universal applicability of the proposed model. To demonstrate the model’s superiority,
additional commonly used forecasting models are selected for comparative validation.

5.4. Comparative Verification

LSTM, BP, KELM, and VMD–LSTM network models are established to predict for each
set of electric load data to further validate the ability of the NGO−VMD−SSA−KELM al-
gorithm to predict for loads of multiple station types on the demand side and a comparison
of the average prediction errors of the five models for load data of different station types of
electricity consumption is shown in Table 2:

Table 2. Accuracy comparison.

Station Type Algorithm RMSE MAPE MAE R2

Industrial

LSTM 0.0271 0.0321 1.9832% 0.9378

BP 0.0249 0.0304 1.8832% 0.9347

KELM 0.0463 0.0621 3.6325% 0.9128

VMD−LSTM 0.0104 0.0092 1.4289% 0.9874

NGO−VMD−SSA−KELM 0.0098 0.0078 1.3897% 0.9949

Business

LSTM 0.5028 0.3218 0.2318% 0.9393

BP 0.5157 0.3476 0.2183% 0.9378

KELM 0.5248 0.3536 0.3198% 0.9263

VMD−LSTM 0.3731 0.2331 0.1013% 0.9872

NGO−VMD−SSA−KELM 0.2123 0.1666 0.0709% 0.9922

Agricultural

LSTM 0.2681 0.1997 9.1234% 0.9237

BP 0.2723 0.2189 9.6821% 0.9185

KELM 0.2789 0.2311 9.4531% 0.9096

VMD−LSTM 0.1326 0.1131 7.3574% 0.9679

NGO−VMD−SSA−KELM 0.0826 0.0586 6.1867% 0.9826

Residential

LSTM 0.0729 0.0521 7.2138% 0.9187

BP 0.0762 0.0569 7.3139% 0.9135

KELM 0.1088 0.0613 8.2354% 0.8973

VMD−LSTM 0.0103 0.0096 5.2317% 0.9679

NGO−VMD−SSA−KELM 0.0081 0.0065 4.2891% 0.9809

Furthermore, the comparison reveals that the predictions of the NGO−VMD−SSA−KELM
model exhibit greater accuracy and universality. In summary, the load timing prediction
model developed in this study demonstrates a high level of prediction stability and accuracy.



Energies 2023, 16, 7714 15 of 16

6. Conclusions

This paper proposes a time series prediction model called VMD–KELM, which com-
bines the Northern Goshawk Optimization method with the Sparrow Optimization al-
gorithm. The proposed model provides a highly accurate and versatile load forecasting
method for various types of power systems.

1. The NGO and SSA optimization algorithms are employed to intelligently search
for parameters in VMD and KELM, reducing the impact of parameter selection on predic-
tion accuracy.

2. By comparing the algorithm’s performance with other popular algorithms such
as LSTM, BP, KELM, and VMD–LSTM, using actual load timing data of different power
consumption types for simulation verification, it is evident that the proposed algorithm
exhibits significant advantages.

3. Despite the potential presence of abnormal events in the actual collected power
consumption data, the model exhibits an exceptional ability to generalize and accurately
predict load data. The average prediction results for load data in industrial stations yield
impressive values of RMSE = 0.0098, MAE = 0.0078, MAPE = 1.3897%, and R2 = 0.9949.

The NGO–VMD-SSA–KELM approach demonstrates high feasibility in addressing
load forecasting challenges across multiple stations. Despite challenges in collecting com-
plete load data in practical engineering applications, the prediction method proposed in
this study can still facilitate accurate load management for diversified power stations. It
enables timely response to load risk events, such as load adjustment, equipment switching,
and stand-by plan activation, thereby ensuring the stable operation of the power system.
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