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Abstract: A distribution automation system is the integration of physical power distribution systems
and information systems. Its information system guarantees the safe operation and reliable power
supply of physical systems by monitoring, collecting and transmitting information. In the information
system, the remote terminal unit of distribution automation is the hub of the information system,
connecting it to the physical power system. Considering the unreliability of terminal information
transmission in the information system, this paper aims to build a model to quantitatively evaluate
the impact of unreliable transmission information on the power supply reliability of distribution
systems. Firstly, the m-segment and n-connection unit model of distribution feeders is established,
and then, the power supply reliability indices in the process of handling feeder terminal unit error
are analyzed and calculated under the configuration modes of “three-remote” and “two-remote” of
remote terminals. Then, considering the impact of a transmission error in the information system,
the reliability index calibration model under the condition of unreliable information transmission is
established. Finally, a case study is presented to illustrate how the proposed model is implemented.

Keywords: distribution automation system; power supply reliability; remote terminal unit; unreliable
information transmission

1. Introduction

A distribution automation (DA) system is the integration of modern electronic, optic,
and wireless communication technology and network technology to remotely monitor,
coordinate, and manage the physical components of a distribution system in a real-time
information mode [1]. DA is an important guarantee for the stable operation and reliable
power supply of power systems, and it has become an important part of smart grids
and energy interconnection networks [2,3]. DA systems, in synergy with the control and
protection systems, operate in the cyber–physical space of power distribution systems [4].
In certain large-scale architectures, DA systems are also interconnected with the automation,
control and protection of power transmission and generation systems. DA systems can also
be present in other utility industries, such as water and gas distribution systems [5,6].

A DA system is mainly composed of a communication network, DA main station and
remote terminal units (RTUs). Where necessary, additional DA substations are installed.
In addition, the DA main station also realizes data interactions with the production man-
agement system (PIM), geographic information system (GIS), outage management system
(OMS), energy management system (EMS), customer information system (CIS) and other
related systems through the information exchange bus. Figure 1 shows the system structure
of an integrated DAS (distribution automation system). All the components, including
the DA main station, DA substation, communication network and information exchange
bus, as well as the sensors (distribution terminals), are referred to in this paper as the
information parts of distribution systems.
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The RTU is in the sensor layer of DA and the hub of interactions between physical
power systems and information systems, thus playing a key role in maintaining the reliabil-
ity of distribution systems. Specifically, its functions include the following three aspects
(Table 1) [7].

Table 1. Functions of RTU.

Function Type of Collected or Operated Data Application

remote measurement operating parameters of distribution
systems (U, I, P, f ) determining the location and type of failures

remote communication real-time status of distribution equipment delivery of real-time information
remote control on–off state of switch failure isolation and recovery

According to the functional configurations, RTUs can be divided into “three-remote
(3R)” RTU and “two-remote (2R)” RTU. The “3R” RTU includes the functions of remote
measurement, remote communication and remote control. It can realize automatic failure lo-
cation detection and execute remote real-time control commands or complete the automatic
isolation of local failures. The “2R” RTU includes the remote measurement function and the
remote communication function. It can realize failure identification and failure information
upload but cannot support remote control; thus, the failure has to be manually isolated. The
realization of the three functions (including remote measurement, remote communication
and remote control) of the RTUs is inseparable from the information transmission. Because
RTUs are widely distributed but not fully covered, for the feeders equipped with RTUs,
unreliable RTU information transmission may greatly affect the reliability index.

Regarding the physical network reliability of the distribution system, there are well-
established assessment methods, primarily categorized into simulation and analytical
methods. The core principle of these methods is the Failure Mode Effect Analysis (FMEA),
involving an iterative search of the failure impact range and severity for components in all
failure scenarios. The cumulative power outage levels at load points are assessed in each
failure scenario, providing an evaluation of the distribution system’s ability to provide a
continuous power supply to electricity consumers.

The Monte Carlo simulation method [8–11] simulates device and system states, records
failure events, and analyzes the impact of each failure event on system and customer out-
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ages. While this method is conceptually simple, the accuracy of the results is inversely
proportional to the computation time, with higher accuracy requiring longer computation
times. Analytical methods for reliability assessment are primarily based on the network
model of the distribution system. By enumerating all component failure events and an-
alyzing the impact of each failure on the load, a set of system failure modes is formed,
ultimately yielding reliability indicators for load nodes and the system as a whole. For
instance, the Minimum Path Method [12,13] calculates reliability indicators for the system
by considering only the components on the minimum path. Network equivalence meth-
ods [14] reduce the computational effort in reliability indicator calculations through rational
boundary unit equivalence. Failure traversal methods [15] determine the failure type of
the load based on the switch states of each node, enabling the calculation of reliability
indicators. These methods effectively assess the physical network reliability of distribution
systems, providing a reliability assessment framework for coordinated energy information
distribution systems.

In addition to optimizing configurations using sectionalized switches and tie switches
to enhance the reliability of the power distribution system [16], research on the reliability
of information–physical power systems has also become a crucial focus in the industry. It
can be observed that the distribution communication network and the distribution RTU
are important components in the information system, and have significant impacts on the
reliability of the power distribution system. Thus, the current research on the reliability of
the DA system mainly focuses on two aspects: the distribution communication network
and distribution RTU.

The research on the reliability of distribution communication networks focuses on
various types of communication systems used in power systems, such as SCADA sys-
tems [17,18], wide-region closed-loop control systems [19], wide-region protection sys-
tems [20], and cyber–physical coupling of distribution networks [21], but there is a lack of
further research on the impact of an information system error on physical power systems.
The research on distribution RTU mainly focuses on the influence of the type and location
of RTUs on the reliability of power systems, but does not take into account the impact of
the terminal data communication error on the reliability of distribution systems.

At present, there are some studies about information transmission in DA, which
mainly focus on the design of the distribution automation information security scheme [22],
information security assessment [23], detection [24] and information communication [25,26].
Considering the massive integration of components in the power distribution system [27],
the surge in heterogeneous data from multiple sources [28], and the diverse and ecological
requirements of electricity business applications [29], a type of cloud–edge collaborative
data transmission and computing technology based on RTUs has emerged [30]. However,
there is a gap in the research regarding the impact of information system data transmission
errors on the reliability of physical systems. There is still much basic work needing
to be urgently carried out on how to consider the impact of the unreliable information
transmission of the RTUs on the distribution system’s supply reliability. This paper aims to
address this gap by conducting relevant research on the influence of information system
data transmission errors on the reliability of physical systems.

The information part has a non-negligible impact on the safe and reliable power supply
of the managed physical system [4]. If the RTU fails or an information transmission cyber er-
ror happens due to uncontrollable factors, the DA main station will receive the wrong data
and refuse to execute the command, thus affecting the reliability of the entire distribution
system. Moreover, due to the communication congestion, communication delay, interrup-
tion and other errors [31], unbearable disturbance may also lead to untimely feedback to
the physical power system [32,33], affecting the reliability of the distribution system.

In order to understand the impact of the unreliable information transmission on the
distribution system reliability, this paper firstly builds the reliability index calculation model
based on the failure location, isolation and recovery process. Then, the calibration model
of the reliability indexes and the calibration strategy are proposed considering the impact
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of the unreliable information transmission system. Finally, the impact of the unreliable
information transmission on the reliability indices are quantified via the System Average
Interruption Duration Index (SAIDI) and the Expected Energy Not Supplied (EENS). The
effectiveness of the model and algorithm are verified using case studies.

2. Reliability Assessment Preliminary Model and Fundamental Principles
2.1. M-Segment and N-Connection Structure of Distribution System

For simplicity, the power supply reliability studied in this paper is mainly focused
on the feeder remote terminal unit with the segment switch and the tie switch. The actual
distribution network can be simplified as a series of feeder sections with the segment and
tie switches [34]. A typical multi-sectioned and multi-linked diagram of a feeder trunk is
shown in Figure 2.
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In Figure 2, the feeder contains m − 1 segment switches and contains n tie switches
(generally m ≥ n). i is the label of the segmented region, which represents the ith section
region. The section whose order is smaller than i (e.g., i − 1) is its upstream segment. And
the section whose order is greater than i (e.g., i + 1) is its downstream segment. Pi represents
the sum of the equivalent loads of the ith segmented region; Ui represents the total number
of customers of the ith segmented region; li represents the equivalent line length of the
ith segmented region; λi represents the failure rate of segment i. zk represents whether
the distribution automation terminal is configured at the position of the segment switch.
zk = 1 shows that the corresponding switch has a RTU and zk = 0 shows that the switch
does not have a RTU. Similarly, yn represents the configuration state of the tie switch. This
work assumes that all RTUs are powered by reliable PV solar power with batteries or an
alternative power supply with a negligible failure rate. Also, it is assumed that all RTUs
have a fail-safe functionality, internal batteries, self-diagnosing and self-healing capability
after failure of the power supply for the RTUs.

2.2. Principle of Failure Mode Effect Analysis (FMEA)

The most fundamental principle in the reliability analysis of distribution systems is
the Failure Mode Effect Analysis (FMEA) method, which was first applied to the field of
power system reliability assessment by R. Billinton [35]. In this paper, SAIDI and EENS are
taken as the measure to quantify the system’s reliability, which are calculated with FMEA.
In the FMEA model, one failure event can be divided into three main sub-processes: failure
location, failure isolation, and failure recovery. Accordingly, the handling time of these
three sub-processes can be expressed as follows:

T = T1 + T2 + T3 (1)

where T is the time required for the entire process of failure handling. To simplify the
expression, the time required for the entire process of failure handling T can also be called
the system interrupt duration (SID). T1 is the failure detection time for the failure location
phase; T2 is the failure isolation time, that is, the time required for the failure to be effectively
isolated; T3 is the failure recovery time.

The corresponding electrical energy shortage in the system can also be expressed
as follows:

E = E1 + E2 + E3 (2)
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where E is the amount of electrical energy shortage in the system corresponding to the
process of failure handling. To simplify the expression, the amount of power shortage E
can be called the energy not supplied (ENS). E1, E2 and E3, respectively, represent the ENS
of the three sub-processes. The electrical energy amount is quantified in kWh.

3. Failure Mode Effect Analysis (FMEA) Model Considering DAS

Unreliable data communication, which occurs in the RTUs of the DAS, will signifi-
cantly impact the efficiency and accuracy of the three sub-processes described in (1) and (2)
above. Therefore, the SID and ENS will also deteriorate, which will further affect SAIDI
and EEN. To study the impact of unreliable information communication on the failure
handling process, in the following part, we firstly established a model of failure handling
and reliability calculation under various configurations of distribution RTUs without the
data communication system error. Then, the impact of the information transmission system
error on the system reliability indices is further incorporated.

3.1. Distribution System Equipped with “3R” RTUs

For the distribution systems equipped with the “3R” RTUs, it is assumed that the
failure occurs in the region of the feeder section i, and the SID and ENS indices are calculated
in each time of the process of failure handling (T1, T2, and T3).

3.1.1. Failure Location Time

Due to the remote measurement function, “3R” RTU can support timely failure location.
The failure detection time t1i, which is also the decision-making time of the DA software,
can be approximated to zero. The corresponding SID in the failure location phase of the ith
region is as follows:

T1i = t1iliλiUi + t1iliλi

m

∑
j = 1
j 6= i

Uj ≈ 0 (3)

where t1i is the failure detection time for the ith region. The first part of (3) shows the SID in
the ith region, while the second part represents the SID of other parts of the system caused
by the failure of the ith region.

The corresponding ENS is calculated as follows:

E1i = t1i·li·λi·Pi + t1i·li·λi·
m

∑
i = 1
i 6= i

Pj ≈ 0 (4)

where the first part of (4) shows the ENS within the ith region, and the second part indicates
the ENS of other parts caused by the failure in the ith region.

3.1.2. Failure Isolation Time

Considering “3R” RTU’s remote control function, it can support automatic failure
isolation; thus, the failure load isolation time of each section t2i can also be approximated
to zero. Therefore, the SID corresponding to the failure isolation phase of the ith region
failure is as follows:

T2i = t2i·li·λi·Ui + t2i·li·λi·
m

∑
i = 1
i 6= i

Ui ≈ 0 (5)

where t2i is the failure isolation time for the ith region. The first part of (5) shows the SID in
the ith region, while the second part represents the SID of other part of the system caused
by the failure of the ith region.
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The corresponding ENS is as follows:

E2i = t2i·li·λi·Pi + t2i·li·λi·
m

∑
i = 1
i 6= i

Pi ≈ 0 (6)

where the first part of (6) shows the ENS in the ith region, while the second part indicates
the ENS of the rest of the system caused by the failure in the ith region.

3.1.3. Failure Recovery Time

For the feeder branch without tie switches, the first section i and its downstream loads
are de-energized when the section i is faulty. But for the upstream loads of the ith section,
considering the installation of the RTUs, the power supply to part of the upstream loads
can be restored via the action of the segment switches and the SID is approximately zero.

Therefore, the SID corresponding to the failure recovery process of the ith region is
as follows:

T3i = t3i·li·λi·Ui + t3i·li·λi·
[

i−1

∑
j=1

Uj·
i

∏
k=j+1

zk

]
+ t3i·li·λi·

[
m

∑
j=i+1

Uj

]
(7)

where t3i is the failure recovery time for the ith region. The first part of (7) shows the SID of
the ith load, while the second and third parts represent the SID of the upstream loads and
the downstream loads of the ith segment, respectively.

The corresponding ENS is as follows:

E3i = t3i·li·λi·Pi + t3i·li·λi·
[

i−1

∑
j=1

Pj·
i

∏
k=j+1

zk

]
+ t3i·li·λi·

[
m

∑
j=i+1

Pj

]
(8)

The first part of (8) shows the ENS for the system of the ith load, while the second and
third parts represent the ENS for the upstream loads and the downstream loads.

For the feeder branch with the tie switch, the downstream loads and upstream loads
can both be restored. Therefore, the SID corresponding to the failure recovery process of
the ith region failure is as follows:

T3i = t3i·li·λi·Ui + t3i·li·λi·
[

i−1

∑
j=1

Uj

i

∏
k=j+1

zk

]
+ t3i·li·λi·

[
m

∑
j=i+1

Uj

j

∏
k=i+1

zk

]
(9)

The corresponding ENS is as follows:

E3i = t3i·li·λi·Pi + t3i·li·λi·
[

i−1

∑
j=1

Pj·
i

∏
k=j+1

zk

]
+ t3i·li·λi·

[
m

∑
j=i+1

Pj·
j

∏
k=i+1

zk

]
(10)

3.2. Distribution System Equipped with “2R” RTUs

The sub-processes of the failure location and failure recovery for the system equipped
with “2R” RTUs are the same as those of the system equipped with “3R” RTUs. The only
difference is the failure isolation sub-process. Automatic circuit recloser with automatic-
manual local command is not considered in this research.

As the “2R” RTU does not have the remote control function, the failure needs to be
manually isolated. Therefore, the SID and the ENS corresponding to the failure isolation
process are consistent with those of the (5) and (6), but the results are not zero considering
that the failure load isolation time t2i of each region in (5) and (6) cannot be neglected.
The automatic circuit recloser with automatic–manual local command is not considered in
this research.
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3.3. Distribution System Equipped with Both “3R” and “2R” RTUs

For the system equipped with both “3R” and “2R” RTUs, the failure location process
and failure recovery process are consistent with those of the system completely equipped
with “3R” RTUs. Therefore, only the failure isolation stage of the failure handling process
should be analyzed.

Consider the cooperation strategy of the “3R” and “2R” RTUs: Firstly, the “3R” RTUs
are installed at both ends of the feeder trunk, that is, at the positions of line outlet and the
tie switch. Secondly, no matter where the failure of the feeder occurs, it is always preferred
to operate the two “3R” RTUs closest to the failure region to ensure that the loads in the
regions before or after the corresponding “3R” RTUs can always be effectively isolated.
Finally, if there are “2R” RTUs equipped in the failure region where two “3R” RTUs are
equipped at both ends, it is necessary to manually isolate the load to ensure that the failure
isolation region is the smallest.

It is assumed that there are M− 1 segment switches of lines equipped with “3R” RTUs;
therefore, the number of “3R” regions divided by all of the “3R” switches is M. Compared
to the feeder region division shown in Figure 2, the number of segment switches of lines
equipped with “3R” RTUs, denoted as M − 1 in this case, will not be greater than the total
number of segment switches denoted as m − 1 in Figure 2. In order to analyze the system
SID and ENS in the failure isolation process, use Ωi ′ to represent the set of customer indices
contained in the i′th “3R” region; |Ωi ′| is the total number of customers included in the
region. The event group vector W = (w1, w2, . . ., w2i′−1, w2i′ , . . ., w2M−1, w2M) includes a
total of two M events. It contains two meanings: firstly, it indicates the “3R” region where
the failure is located; secondly, it also indicates whether the “2R” RTU is equipped in the
region. The specific explanations are as follows:

w2i′−1: The failure occurs in the i’th “3R” region, and the region is equipped with a
“2R” RTU;

w2i′ : The failure occurs the i’th “3R” region, but the “2R” RTU is not equipped in
the region.

For example, W = (0, 1, 1, 0, 0, 1) indicates that there are three “3R” regions divided by
two segment switches. The first and third “3R” regions are not equipped with a “2R” RTU.
The second “3R” region is equipped with a “2R” RTU.

Therefore, when the failure occurs, the SID time in the second stage of the failure
handling is calculated as follows:

T2i1 = t2i·li·λi·|Ω1| event w1

T2i2 = t2i·li·λi·|Ω2| event w3

· · · · · · · · · · · ·
T2ii′ = t2i·li·λi·|Ωi′ | event w2i′−1

. . . . . . · · · · · ·
T2iM = t2i·li·λi·|ΩM| event w2M−1

0 others

(11)
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The corresponding ENS is calculated as follows:

E2i1 = t2i·li·λi· ∑
j∈Ω1

Pj event w1

E2i2 = t2i·li·λi· ∑
j∈Ω2

Pj event w3

. . . . . . . . . . . .
E2ii′ = t2i·li·λi· ∑

j∈Ωi′
Pj event w2i′−1

. . . . . . . . . . . .
E2iM = t2i·li·λi· ∑

j∈ΩM

Pj event w2M−1

0 others

(12)

3.4. General Formula for the ENS and SID

For the sake of simplicity and convenience, the SID and ENS calculation formulas of
the above three configurations are shown in Tables 2 and 3.

Table 2. System SID calculation model based on FMEA.

Phase Configured All with “3R” RTUs Configured All with “2R” RTUs Configured with Both “2R” and “3R” RTUs

Failure location T1 0 0 0

Failure isolation T2 0
T2i = K2i ·

m
∑

i=1
Ui

T2 =
m
∑

i=1
T2i


T2i1 = K2i ·|Ω1| event w1

. . . . . . . . . . . .
T2iM = K2i ·|ΩM | event w2M−1

0 others
T2 = ∑

j∈Ω1

T2i1 + ∑
j∈Ω2

T2i2 · · ·+ ∑
j∈ΩM

T2iM

Failure recovery T3
T3i =


VT + K3i ·

m
∑

j=i+1
Uj yn = 0

VT + K3i ·
[

m
∑

j=i+1
Uj

j
∏

k=i+1
zk

]
yn = 1

T3 =
m
∑

i=1
T3i

T3i =


VT + K3i ·

m
∑

j=i+1
Uj yn = 0

VT + K3i ·
[

m
∑

j=i+1
Uj

j
∏

k=i+1
zk

]
yn = 1

T3 =
m
∑

i=1
T3i

T3i =


VT + K3i ·

m
∑

j=i+1
Uj yn = 0

VT + K3i ·
[

m
∑

j=i+1
Uj

j
∏

k=i+1
zk

]
yn = 1

T3 =
m
∑

i=1
T3i

Total T = T1 + T2 + T3

Table 3. System ENS calculation model based on failure mode effect analysis.

Phase Configured All with “3R” RTUs Configured All with “2R” RTUs Configured with Both “2R” and “3R” RTUs

Failure location T1 0 0 0

Failure isolation T2 0
E2i = K2i ·

m
∑

i=1
Pi

E2 =
m
∑

i=1
E2i


E2i1 = K2i · ∑

j∈Ω1

Pj event w1

· · · · · ·
E2iM = K2i · ∑

j∈ΩM

Pj event w2M−1

0 others
E2 = ∑

j∈Ω1

E2i1 + ∑
j∈Ω2

E2i2 · · ·+ ∑
j∈ΩM

E2iM

Failure recovery T3
E3i =


Vp + K3i ·

m
∑

j=i+1
Pj yn = 0

Vp + K3i ·
[

m
∑

j=i+1
Pj ·

j
∏

k=i+1
zk

]
yn = 1

E3 =
m
∑

i=1
E3i

E3i =


Vp + K3i ·

m
∑

j=i+1
Pj yn = 0

Vp + K3i ·
[

m
∑

j=i+1
Pj ·

j
∏

k=i+1
zk

]
yn = 1

E3 =
m
∑

i=1
E3i

E3i =


Vp + K3i ·

m
∑

j=i+1
Pj yn = 0

Vp + K3i ·
[

m
∑

j=i+1
Pj ·

j
∏

k=i+1
zk

]
yn = 1

E3 =
m
∑

i=1
E3i

Total E = E1 + E2 + E3

In Tables 2 and 3, yn = 1 represents the feeder branch with the tie switch, and yn = 0
represents the feeder branch without the tie switch. The parameters K2i, K3i, VP and VT are
calculated as follows:

K2i = t2i·li·λi (13)

K3i = t3i·li·λi (14)
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VT = K3i·Ui + K3i·
[

i−1

∑
j=1

Uj·
i

∏
k=j+1

zk

]
(15)

VP = K3i·Pi + K3i·
[

i−1

∑
j=1

Pj·
i

∏
k=j+1

zk

]
(16)

K2i and K3i are intermediate coefficients introduced for simplifying expressions, rep-
resenting the failure isolation time and failure recovery time for an individual customer
in the ith segment area, respectively. VT represents a portion of the system SID caused by
the failure recovery sub-process. Specifically, it considers the increase in the system SID
resulting from the restoration of power to the load of the ith region and the upstream load
served by segment switches equipped with distribution terminals. VP represents a portion
of the system ENS caused by the failure recovery sub-process. Specifically, it accounts for
the increase in the system ENS during the power restoration process for the load of the
ith region served by segment switches and the upstream load during the aforementioned
transfer process.

4. Quantitative Assessment Model Considering Unreliable Information Transmission

Under the condition of unreliable information transmission system, the FMEA mode
considering DA in Section 3 needs to be revised. The idea is as follows:

Firstly, based on concept of reliability state analysis, the state transition diagram of
feeder during the process from failure occurrence to repair is constructed. Secondly, the
error of the information transmission system is classified according to the characteristics
of “3R”, which contains remote measurement, remote communication and remote control
functions. And then, the quantitative analysis model of the feeder failure is established
considering unreliable information transmission by analyzing its influence on each stage of
the failure handling process. Finally, the expected value analysis method is used to calculate
the reliability index of the feeder. Considering the unreliable information transmission, the
analysis of the state transition process after the feeder failure is shown in Figure 3.
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4.1. The Revised Model Equipped with “3R” RTUs

According to the coupling feature of the “3R” functions, the consequences of infor-
mation transmission error (assuming that the probability of error occurrence is p) can be
divided into the following three types of independent events (Table 4).

Table 4. Three types of independent events.

Event Remote Communication and
Remote Control Remote Measurement

A wrong correct
B correct wrong
C wrong wrong

The analysis of the transmission error of the distribution RTU is as follows.

4.1.1. The Remote Communication and Remote Control Information Are Wrong, While the
Remote Measurement Information Is Correct

Event A (assuming its probability of occurrence is p1) can be divided into the following
three types of independent sub-events:

a. Event A1: The remote control information is correct, but the remote communication
information is wrong. The probability of occurrence is set as p11. In this condition,
after the failure occurs, because the remote control can act correctly, the failure
can be successfully isolated. However, the information that is reflected by the
remote communication is still the information before the failure isolation, that is,
the remote information reflects that the failure is not effectively isolated. Since the
substation detects that the feeder is not faulty through the failure indicator, the
remote communication function needs to be checked and the information needs to
be corrected. Then, the failure recovery time should be corrected as follows (17):

tA1 = t3 + t11
3 (17)

where t3 represents the time for failure recovery when the remote communication
information is accurate, and t11

3 represents the time for checking the remote commu-
nication functionality and correcting information. In this scenario, failure detection
and the failure isolation time are considered unaffected.

b. Event A2: The remote control information is wrong, but the remote communication
is correct. The probability of occurrence is set as p12. After the failure occurs, because
the remote control information is incorrect, the failure is not effectively isolated.
Therefore, the failure correctly reflected by the remote information is not isolated
and the remote control function needs to be checked and the information needs to
be corrected, and then the failure will be controlled. It is assumed that the RTU
operates in a centralized monitoring mode, with maintenance personnel remotely
monitoring the RTU from a control station and the RTU locking the manual isolation
of the failure carried out by the local maintenance personnel. Since the failure is not
effectively isolated, the ENS is expressed as follows:

E12
2i = t′′2 ·Li· fi·

m

∑
j=1

pj + ENS2i (18)

where t2
′′

= t2
12 is the time required to check and correct the remote control signal

and to re-isolate the failure. In this scenario, the failure detection time and failure
recovery time are considered not affected. In practical scenarios, it is also conceivable
to manually switch the RTU from remote control mode to local control mode, and
the time required for this switch is included in the parameter t2

′′
.
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c. Event A3: The remote control and the remote communication information are both
incorrect. The probability of occurrence is set as p13. In this scenario, after the
failure occurs, the failure is not effectively isolated due to the wrong remote control
information, while the failure is reflected as being effectively isolated due to the
incorrect remote communication. However, because the sub-station can detect that
the feeder is faulty through the failure indicator, the remote control function and the
remote communication function need to be checked, the remote control and remote
communication signals need to be corrected, and finally, the failure re-isolation is
carried out. As the failure is not effectively isolated, the system ENS of the failure
isolation stage can be calculated as in (18). At this time, t2

′′
in (18) needs to be

replaced by t2
13, and t2

13 indicates the time required to check the function and to
correct the information of remote control and remote communication. In this scenario,
the failure detection time and failure recovery time are unaffected.

4.1.2. The Remote Communication and Control Information Are Correct but the Remote
Measurement Information Is Wrong

According to the information collected via the remote measurement from DAS, the
function of determining the failure location and failure type can be achieved. Accordingly,
Event B (its probability is set as p2) can be divided into the following three types of
independent sub-events:

a. Event B1: The remote measurement information error affects the determination of
the failure location. The probability of occurrence is set as p21. In this condition,
after the failure occurs, the distribution RTU collects the information to determine
the location of the failure according to the wrong information, affecting the effective
isolation and recovery of the failure. At this point, it is necessary to check the remote
measurement function and correct the information firstly, and then to find the correct
failure location manually. Thus, the time of the failure location phase is corrected as
follows (19):

tB1 = t1 + t21
1 (19)

In this scenario, the failure isolation time and the failure recovery time are consid-
ered unaffected.

b. Event B2: The remote measurement information error affects the determination of
the failure type. The probability of occurrence is set as p22. In this condition, after
the failure occurs, the distribution RTU collects the information to determine the
type of failure, but the wrong transmission information affects the effective failure
isolation and recovery. At this point, it is needed to correct the remote measurement
information and re-judge the type of failure in order to correctly isolate the failure.

The time to correct the remote measurement information and re-judge the failure type
is t1

22. The time of the failure location phase is as follows:

tB2 = t1 + t22
1 (20)

In this scenario, the failure isolation time and the failure recovery time are consid-
ered unaffected.

c. Event B3: The remote measurement information error affects both the detection of the
failure location and the determination of the failure type. Setting the probability of
occurrence as p23, the time of the failure location phase is as follows:

tB3 = t1 + t21
1 + t22

1 (21)

In this condition, the failure isolation time and the failure recovery time are consid-
ered unaffected.



Energies 2023, 16, 7826 12 of 19

4.1.3. Remote Control, Remote Communication and Remote Measurement Information
Are Wrong

Since events A1 to A3 and events B1 to B3 belong to independent events, Event C
(assuming the probability of occurrence p3) can be obtained by combining events A1 to A3
and events B1 to B3.

The information system data transmission error of the event can be found in Figure 4.
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Assuming that the accuracy rate of remote control information is pc, and the accuracy
rate of remote communication, which can also be called remote signaling, is ps, the accuracy
rate of remote measurement information is pm, which can be expressed as follows:

(1− pm) = pm1 + pm2 + pm3 (22)

where pm1 represents the probability that the remote measurement information error
incorrectly affects the failure location but does not affect the occurrence of the event with
the determined failure type; pm2 represents the probability that the remote measurement
information error incorrectly affects the type of failure but does not affect the failure
event with the determined location; and pm3 represents the probability that the remote
measurement information error affects the failure with the determined type and location.

Considering only the influence of the unreliable information transmission system, the
probability and time correlation expressions of each corresponding event are shown in
Table 5.

Table 5. Data transmission error calibration of information system equipped with three-remote RTUs.

Probability of the Transmission Error Events Duration Calibration

p = 1 − pm·pc·ps

p1 = (1 − pc·ps)pm

p11 = pc·(1 − ps)·pm tA1 = t3 + t3
11

p12 = (1 − pc)·ps·pm tA2 = t2 + t2
12

p13 = (1 − pc) (1 − ps)·pm tA3 = t2 + t2
13

p2 = (1 − pm)·pc·ps

p21 = pc·ps·pm1 tB1 = t1 + t1
21

p22 = pc·ps·pm2 tB2 = t1 + t1
22

p23 = pc·ps·pm3 tB3 = t1 + t1
21 + t1

22

p3 = (1 − pc·ps)·(1 − pm)

p31 = pc·(1 − ps)·pm1 tC1 = tA1 + tB1
p32 = pc·(1 − ps)·pm2 tC2 = tA1 + tB2
p33 = pc·(1 − ps)·pm3 tC3 = tA1 + tB3
p34 = (1 − pc)·ps·pm1 tC4 = tA2 + tB1
p35 = (1 − pc)·ps·pm2 tC5 = tA2 + tB2
p36 = (1 − pc)·ps·pm3 tC6 = tA2 + tB3

p37 = (1 − pc) (1 − ps)·pm1 tC7 = tA3 + tB1
p38 = (1 − pc) (1 − ps)·pm2 tC8 = tA3 + tB2
p39 = (1 − pc) (1 − ps)·pm3 tC9 = tA3 + tB3
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Expressions (23)~(26) are used to modify the time of each stage by using the expected
value analysis method.

a. Time calibration of the failure location phase:

t′1 = t1·p1 +
(
t1 + t21

1
)
·p21 +

(
t1 + t22

1
)
·p22

+
(
t1 + t21

1 + t22
1
)
·p23 +

(
t1 + t21

1
)
·p31 +

(
t1 + t22

1
)
·p32

+
(
t1 + t21

1 + t22
1
)
·p33 +

(
t1 + t21

1
)
·p34 +

(
t1 + t22

1
)
·p35

+
(
t1 + t21

1 + t22
1
)
·p36 +

(
t1 + t21

1
)
·p37 +

(
t1 + t22

1
)
·p38

+
(
t1 + t21

1 + t22
1
)
·p39 + (1− p)·t1

(23)

After simplification:

t′1 = t1 + (pm1 + pm3)·t21
1 + (pm2 + pm3)·t22

1 (24)

where the first part of (24) shows the failure detection time under normal circumstances.
The second part of (24) represents the failure detection time under the condition that the
remote measurement error affects the event with the determined location and the event
with the determined type and location. The third part of (24) represents the failure detection
time under the condition that the remote measurement error affects the event with the
determined failure type and the event with the determined type and location.

b. Time calibration of the failure isolation phase:

t′′2 = t2 + (1− pc)·ps·t12
2 + (1− pc)·(1− ps)·t13

2 (25)

where the first part of (25) represents the failure isolation time under the normal circum-
stances. The second part of (25) represents the impact of the incorrect remote control
information but correct remote communication information on the failure isolation time.
The third part of (25) represents the impact of the incorrect remote control information and
remote communication information on the failure isolation time.

c. Time calibration of the failure recovery phase:

t′3 = t3 + pc·(1− ps)·t11
3 (26)

where the first part of (26) represents the failure recovery time under normal circumstances.
The second part of (26) represents the impact of correct remote control information but
incorrect remote communication information on the failure recovery time.

Substituting (24) to (26) into the corresponding formulas, the corrected SAIDI and the
EENS can be calculated.

4.2. The Revised Model Equipped without “3R” RTUs

Without the “3R” RTUs, all the “2R” RTUs are configured. Considering the partic-
ularity of the remote communication function, the event that the information of RTU is
transmitted incorrectly, the probability of its occurrence and the time calibration of its
sub-event are all shown in Table 6.

Table 6. Data transmission error calibration of information system not equipped with “3R” RTUs.

Probability of the Data Transmission Error Events Duration Calibration

p = 1 − pm pB = 1 − pm

p21 = pm1 tB1 = t1 + t1
21

p22 = pm2 tB2 = t3 + t1
22

p23 = pm3 tB3 = tB1 + tB2

Since all the RTUs are “2R” RTUs, the system does not have the remote control function.
Therefore, the time calibration of all the “2R” RTUs is only considered in the failure location
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phase. The time is corrected by using the expected value method, and the time for the
calibration of the “2R” RTUs is shown in (27) (normally, t1 = 0):

t′1 = t1 + (pm1 + pm3)·t11
1 + (pm2 + pm3)·t12

1 (27)

5. Case Analysis
5.1. Introduction of the Case

The impact of information transmission errors on the reliability of distribution sys-
tems lacks a benchmark for comparison at present. Therefore, this paper is based on the
modification of the IEEE 33-node system to conduct a case study for analysis (shown in
Figure 5). The system is divided into six sub-regional zones, denoted by z1, z2, z3, z4, z5
and z6, respectively, by the feeder outlet switch, segment switches at branch 1–2, 2–3, 4–5,
8–9, 14–15, and the tie switches on nodes 21, 6, 14, 17, 32 and 24, as shown in Figure 5. The
“2R” RTUs are configured between the branch 1–2 and branch 14–15, and the “3R” RTU is
arranged at branch 8–9 in Figure 5.
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Figure 5. IEEE 33-node distribution system, “33” represents the presence of 33 load points (load point
0 to 32) in this system.

The zone loads of P1, P2 . . ., P6 are 100 kW, 400 kW, 400 kW, 500 kW, 2500 kW and
400 kW, respectively. The number of customers in each segment region is 10, and the length
of each zone’s branches is 1.275 km, 0.26 km, 0.108 km, 0.17 km, 0.09 km and 0.22 km,
respectively; the feeder failure rate is 0.23 times/km per year; and the failure handling time
of the three sub-treatment phases t1, t2, t3 is 1 h, 0.5 h and 4 h, respectively.

5.2. Verification of Accuracy

From a methodological perspective, the existing reliability assessment models for
distribution systems provide a validation framework for this study. Therefore, taking
the scenario of a fully reliable automation system as an example, the correctness of the
proposed method is validated using the fault incidence matrix method [34]. The results are
presented in Table 7.

Table 7. Verification of accuracy by taking the scenario of a fully reliable automation system as
an example.

Fault Incidence Matrix Method Proposed Method

EENS (kW·h) 1443.99 1443.99
SAIDI (h) 38.4836 38.4836
ASAI (%) 99.56 99.56

After the comparison, the reliability indexes calculated using the method proposed
in this paper are consistent with the results calculated via the fault incidence matrix
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method [34]. In fact, the method proposed in this paper can be calculated by using the
traditional failure mode and effect analysis method; thus, the accuracy of the algorithm
proposed in this paper can be guaranteed.

5.3. Analysis of the Impact of Unreliable Information Transmission on the Reliability of
Distribution System

By using the reliability evaluation method for the power distribution system with
DAS, it would be easy to analyze the impact of unreliable information transmission on the
reliability of the distribution system.

Three scenarios are considered.
Scenario 1: The automation system is 100% reliable.
Scenario 2: The accuracy rate of remote measurement and remote control is 100%, and

the remote communication accuracy rate change is between 0 and 100%.
Scenario 3: The remote communication and remote measurement accuracy rate is

100%, and the remote control accuracy rate change is between 0 and 100%.
In addition, t2

11 = 0.2 h, t2
12 = 0.4 h, t2

13 = 0.6 h, t1
21 = 0.15 h, t1

22 = 0.15 h. Assuming
that the error of the three scenarios corresponding to the probability of pm1, pm2, pm3 is the
same, then pm1 = pm2 = pm3 = (1 − pm)/3.

For the three scenarios mentioned above, Tables 8–10 show sensitivity analysis con-
ducted by quantitatively analyzing the variations in reliability metrics under different
levels of accuracy. Figure 6 shows the reliability indexes of the three scenes.

Table 8. Influence of remote communication accuracy rate changes on system annual energy not
supplied and outage time.

Accuracy Change Rate of
Remote Communication

(%)

Change in EENS
(kW·h)

Change Rate
of EENS

(%)

Change in SAIDI
(h)

Change Rate of
SAIDI (%)

100–95 1443.99–1446.61 0.1816 38.4836–38.5572 0.1913
95–90 1446.61–1449.23 0.1813 38.5572–38.6308 0.1909
90–85 1449.23–1451.85 0.1809 38.6308–38.7043 0.1903
85–80 1451.85–1454.47 0.1806 38.7043–38.7791 0.1933
80–75 1454.47–1457.1 0.1803 38.7791–38.8515 0.1867

Table 9. Influence of remote measurement accuracy rate changes on system annual energy not
supplied and outage time.

Accuracy Change Rate of
Remote Measurement (%)

Change in EENS
(kW·h)

Change Rate
of EENS (%)

Change in
SAIDI (h)

Change Rate of
SAIDI (%)

100–95 1443.99–1464.98 1.4542 38.4836–38.7766 0.7614
95–90 1464.98–1485.98 1.4332 38.7766–39.0695 0.7554
90–85 1485.98–1506.98 1.4129 39.0695–39.3625 0.7499
85–80 1506.98–1527.97 1.3933 39.3625–39.6555 0.7444
80–75 1527.97–1548.97 1.3742 39.6555–39.9485 0.7389

Table 10. Influence of remote control accuracy rate changes on system annual energy not supplied
and outage time.

Accuracy Change Rate of
Remote Control (%)

Change in EENS
(kW·h)

Change Rate
of EENS (%)

Change in
SAIDI (h)

Change Rate of
SAIDI (%)

100–95 1443.99–1485.98 2.9082 38.4836–39.0695 1.5225
95–90 1485.98–1527.97 2.8259 39.0695–39.6555 1.4999
90–85 1527.97–1569.97 2.7484 39.6555–40.2414 1.4775
85–80 1569.97–1611.96 2.6747 40.2414–40.8274 1.4562
80–75 1611.96–1653.95 2.6052 40.8274–41.4133 1.4351
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Figure 6. Influence of “3R” accuracy rate on power supply reliability and system annual energy
not supplied.

It can be seen from Figure 6 that the accuracy rate of the “3R” RTU affects the SAIDI
and EENS. The EENS will be reduced with the increase in the accuracy rate of the “3R”
RTU. The specific growth rates are shown in Tables 8–10.

From the vertical comparison of Tables 8–10, the following conclusions can be drawn:

a. With the decrease in the accuracy rate of the remote communication function, the
increase rate of the SAIDI and EENS is basically the same.

b. With the decrease in the accuracy rate of the remote measurement, the increase rate
of the SAIDI and EENS is slightly reduced.

c. With the decrease in the accuracy rate of remote control, the SAIDI and EENS of the
system increase greatly, which shows that the system can achieve greater economy
and reliability improvements when the remote control accuracy is high.

It should be noted that, for the distribution system, even small improvements in
power supply reliability are meaningful because of the high penalties imposed to utility
companies for the interruption of the power supply, and the costs associated with customers
claims [36]. From the horizontal comparison of Tables 8–10, the accuracy rate of the remote
control, communication and measurement functions showed a significant decreasing trend
regarding its impact on the reliability of the system, indicating that under the same initial
investment, ensuring a high accuracy rate of the remote control function gives greater
economic and reliability benefits.

6. Conclusions

This paper firstly analyzes the failure model of the distribution system, and then
examines the impact of the information transmission error on the reliability indices. The
proposed reliability evaluation model of power systems is established. The effectiveness
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of the model and the algorithm are verified by using the IEEE 33-node system. The main
conclusions drawn are as follows:

(1) Considering the large quantity and wide range of distribution RTUs with limited
investment, the RTUs of a DAS cannot cover all the distribution network buses;
therefore, the impact of the DA information system on the power supply reliability
cannot be ignored.

(2) The rate of increase in the distribution network reliability caused by improving the
accuracy rate of remote communication, remote measurement or remote control is
not consistent. Therefore, in the case of limited investment, the procurement of RTU
equipment is in accordance with the order of remote control, remote measurement,
and remote communication.

(3) When the accuracy of the “3R” functions has to be reduced due to bad weather
or unexpected reasons, the utility company should give priority to inspecting and
maintaining the remote control function. It should also ensure the accuracy rate of the
remote control function followed by the check and repair of remote measurement and
remote communication.

The purpose of this paper is to clearly and quantitatively explain the “3R” functions
in the failure handling process of the DAS, and to explain the respective impacts on the
reliability of the power distribution system when the “3R” information is unreliable. The
analysis framework proposed in this paper can be used to analyze various reliability
indices in the case of various information system failures. It only needs to analyze the
relationship between the failures and the “3R” functions, and the relationship between the
“3R” functions and the reliability indicators. Therefore, the model in this paper has very
good scalability. Its practical application can be adjusted according to specific situations.

Future work will take into account other factors, such as the uncertainty of the failure’s
repair time and the load transferability, as well as specific information system failures [37],
including communication delay, communication jam, etc.
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