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Abstract: Permanent magnet synchronous generator (PMSG) wind power system with full power
rating converter configuration is especially suitable for wind energy applications. Direct model
predictive control (DMPC) has led to more possibilities in terms of choice because of its straightfor-
ward concept for PMSG wind turbine systems in high-power off-shore wind farms. However, due to
complete dependence on the model knowledge, parameter mismatches will seriously deteriorate the
system control performances. This work presents a model/parameter-independent predictive control
method with a novel mechanism to update current/power variations online. The proposed method
makes use of only two measurements from the former intervals and the selected control vectors to
estimate all variations of the candidate vectors in the present interval. Benefiting from this updating
mechanism, the proposed method is completely independent of the model parameters in the state
prediction. However, it still has a very low calculating requirement and smooth current/power
variation waveforms. The proposed method is compared with classical DMPC. The results validate
that the proposed solution outperforms the classical DMPC with model deviations, with considerably
improved robustness.

Keywords: PMSG wind turbines; back-to-back power converters; model-independent predictive control;
robust control

1. Introduction

Electricity generated by renewable energy has grown significantly since the end of the
20th century. Among the variations, high-power offshore wind energy has become increas-
ingly competitive with other energy sources in terms of rich reserves, long generation time,
and “cost-per-generated kilowatt hour” [1,2]. Large-capacity wind turbines have become
essential in offshore wind energy installation in the last few years [3]. Permanent magnet
synchronous generator (PMSG) with direct-drive configuration has considerable advan-
tages in such a system in terms of higher energy density, gearbox elimination/reduction,
and less maintenance [4,5]. As one such configuration, a very potent system based on full
power rating back-to-back converter is spreading rapidly for high-power offshore wind
energy generation [5]. A simplified circuit diagram of such a PMSG system is introduced
in Figure 1. Considering both the nonlinear characters and switching nature of the power
converters, the direct model predictive control (DMPC, also called finite-control-set model
predictive control, FCS-MPC) is a promising method to implement with multiple-target
optimization in a single step [6]. Therefore, DMPC makes the time-averaged modulation
stage unnecessary in the control of power converters [7]. It offers fast dynamic performance
and a straightforward design. The literature shows that the DMPC has already emerged as
a widely-used control option for the system shown in Figure 1 [8–10].

Due to the reliance on model-based prediction of system states, DMPC suffers from
system model deviations (caused by, e.g., inaccurate modeling and incorrect component
parameters) [6,11]. In practice, the considerable mismatches between the values in the actual
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equipment and the values used in the controller often occur on unavailable (e.g., stator
flux) and time-varying parameters (e.g., coil inductance in generator or filter) of the wind
energy system. Inaccurate prediction of the system’s future behaviors would result in this
situation and induce performance deterioration (e.g., large steady-state tracking bias and
increased control variable ripples [12]).

Figure 1. Simplified electrical circuit of a two-level back-to-back power converter-based PMSG wind
turbine system with equivalent RL-filter.

Researchers have proposed several methods to improve the model predictive control’s
robustness. Three methods can be grouped as three different concepts. The first concept is
observer-based methods [13,14]. In [15,16], an observer for perturbations caused by mismatch
was employed in a deadbeat control solution. Reference [17] presents a full parameter
disturbance and load observer to simultaneously estimate both electrical and mechanical
parameters of PMSG for model predictive speed control. However, observer-based solu-
tions are usually complicated, requiring higher tuning efforts and compromising system
stability by adding redundant control loops. The second concept is error compensation [18].
In [19,20], the prediction model compensates for the state tracking bias caused by param-
eter mismatches, assuming that the prediction error for a given switching state remains
unchanged within a few control intervals. In [21], a new cost function in proportional
integral (PI) form is designed to eliminate steady-state errors. The improved parameter
stability region is theoretically derived. However, since the prediction stage still uses the
mismatched parameters, the control performance improvement is not satisfactory under
large parameter deviation conditions. The third group is model-free or model-independent pre-
dictive control (MIPC) [22]. Reference [23] first presented such a solution for a PMSG drive.
Different from the previous two groups of solutions, it designed look-up tables (LUTs) to
maintain status variation for a previous control interval as information for the prediction
of the system behaviors in the future interval. This eliminates the model information
and, therefore, the controller gains greater robustness to significant parameter deviation.
Nevertheless, if certain specific voltage vectors have not been applied for multiple control
intervals, most of the previously stored current variation information will be outdated and
unreliable for future prediction [23,24], resulting in large updating lag. This will significantly
affect the control performance, causing unacceptable ripples in the output waveforms and
even posing a significant risk to the stability of the system during transient states. Authors
of the recent contributions [25] proposed a solution in which previously applied voltage
vectors and current measurements are used to estimate the current variation under other
voltage vectors to form a smoother updating waveform with less lag. However, such an
update mechanism can only be activated when three previously applied voltage vectors
differ. Moreover, a total number of 210 switching sequences have to be categorized to seek
the optimal one, which significantly increases the computational burden of the controller.

To conquer the problems analyzed above, this paper proposes a new MIPC method
based on the estimation of all possible variations to quickly update the LUTs. We validate
this method on the control of both the generator and grid sides of a two-level back-to-back
converter-based PMSG wind power system. It requires only two measurements from the
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former intervals and the relevant information regarding control vectors. Compared to the
method that only updates the relevant variation of the selected vector, it estimates the
necessary state variations for all possible voltage vectors in the present interval. The main
contributions of this work include:

1. A new effective model-independent predictive control for both the generator and the
grid side of high-power PMSG wind turbine systems is presented (see Section 4). The
proposed method is immune to both generator- and grid-side parameter mismatches
and model deviations. Robustness improvement of the proposed method outperforms
the classical model-based MPC technique (see Section 5.2);

2. A new state variable variation updating mechanism is proposed, which assures
smooth current/power variation waveforms and non-lag updating. The proposed
solution is analytically developed and requires many fewer online calculations in
comparison with the recently reported approaches (see Section 4);

3. The proposed solution is tested in various scenarios (see Section 5), which show
promising results in enhanced robustness.

The contents of this article are organized as follows. In Section 2, the basic modeling
of the grid-tied two-level back-to-back converter system is presented. Section 3 reviews
the classical model-based and model-free methods for such a system, and in Section 4, we
introduce the detailed proposed mechanism and the design of the controller. Section 5
reports on the verification and analysis of the proposed method. Finally, Section 6 concludes
this paper.

2. System Description and Modeling

A two-level voltage source back-to-back power converter PMSG wind turbine system
with direct-drive configuration is presented in Figure 1. A machine-side converter (MSC)
and grid-side converter (GSC) are connected by the DC-link capacitor. During normal
operation phases, MSC is used as the power interface to control the generator, while
GSC aims to regulate the DC-link and grid-side power. The aerodynamics and turbine
are modeled in, e.g., ref. [6]. These are not repeated here. Meanwhile, we assume a
speed reference ω∗m has been obtained as the maximum power point tracking (MPPT)
requirement by another external controller which is not the focus of this study. In the
following, the generator side, grid side, MSC, and GSC are modeled. Note that variables
xαβ in the stationary frame and xdq in the rotary reference frame are derived, invoking the
corresponding (power invariant) Clarke and Park transformations, respectively.

The current dynamics of the surface-mounted permanent magnet generator (SPMSG)
model in rotary reference coordinates can be expressed as

(
gidm
giqm

)
=

1
Ls

(
vd

m
vq

m

)
− Rs

Ls

(
idm
iqm

)
−ωe

(
−iqm
idm

)
− 1

Ls

(
0

ωe · ψpm

)
, (1)

where Gm = (gidm
, giqm

)> is the gradient of the PMSG stator currents and vdq
m and idq

m denote
MSC output voltage and PMSG stator currents in the dq frame, respectively.

Using measured values of the voltage and current from the point of coupling, the
instantaneous power is calculated as [26](

P
Q

)
=

(
eα

g eβ
g

eβ
g −eα

g

)
︸ ︷︷ ︸

Eg

(
iα
g

iβ
g

)
. (2)

Power dynamics in stationary coordinates for a balanced grid are
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(
gP
gQ

)
=

1
Lg

Eg

(
vα

g − eα
g

vβ
g − eβ

g

)
−

 Rg
Lg

P + ωgQ
Rg
Lg

Q−ωgP

, (3)

where Gg = (gP, gQ)
> represents the grid-side power gradient and vα

g, vβ
g , and eα

g, eβ
g

represent GSC output voltage vectors and grid voltages in the αβ frame, respectively.
Introducing Gx

y as the switch signal for the IGBTs in Figure 1, where y ∈ {m, g} and
x ∈ {a, b, c}, the complementary signal for the opposite IGBTs in the same converter leg
can be written as Ḡx

y. The switching state ux
y can be defined accordingly as

ux
y := G(Gx

y) =

{
P if : Gx1

y = 1
N if : Gx1

y = 0
(4)

for phase x. The 3-phase has 23 vector options for each side converter to meet the control
requirements, presented as

uabc
y = (ua

y, ub
y, uc

y)
> ∈ S8 := {NNN, NNP, · · · , PPN, PPP}. (5)

Taking switching states and DC-link voltage Vd into consideration, the phase voltages of
the converter can be obtained as [27]

vabc
y =

va
y

vb
y

vc
y

 =
Vd
3

 2 −1 −1
−1 2 −1
−1 −1 2

uabc
y . (6)

Known from Figure 1, DC-link voltage depends on the current flow of the MSC and GSC
and can be modeled as

dVd(t)
dt

=
1
C

Id(t) =
1
C
(

Ig(t)− Im(t)
)
, (7)

where Ig = iabc>
g · uabc

g and Im = iabc>
m · uabc

m present the DC-link current components of the
grid and generator side, respectively.

3. Classical Direct Model Predictive Control Methods
3.1. System Requirements and Cost Function Design

The control objectives for the GSC and MSC in a normal back-to-back converter-based
wind turbine system, shown in Figure 1, are listed as (see, e.g., [28]):

• Torque/current control: The primary torque/current control must have a promising
dynamic performance to generate proper reference considering: (a) MPPT of the wind
turbine system or (b) suitable torque generation for supercritical wind speed. Stress
on the mechanical components needs to be reduced by minimizing torque ripples and
current THDs;

• Complex power control: The GSC must regulate the grid-side complex power quickly
and dynamically to reduce fluctuations in the DC link caused by the intermittent
feed-in of wind power. To meet the requirements of the Grid Code, a low-current
distortion factor should be ensured;

• DC-link voltage control: A stable DC-link voltage is required for the proper operation of
the system;

• Switching frequency regulation: As the wind turbine power level rises, needed improve-
ment of efficiency at any point requires reducing switching losses by low switching
frequencies.

Closely related to these requirements, state variables, i.e., the generator stator current
xm = (idm, iqm)> and grid power xg = (P, Q)> are taken into consideration in two cost
functions (y = m for generator side, y = g for grid side), as
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Jy =
∥∥∥xy(k + 2)− x∗y

∥∥∥2

2
+ λy∆uy(k + 1), (8)

where ‖x‖2 is the status of the system x and ∆uy(k + 1) = uy(k + 1)− uy(k) represents
the switching change in this control period. The weighting factor, λy, is designed for
the optimization of multiple control objectives, which consist of the desired status and
switching frequency here. For a surface-mounted PMSG wind turbine control, id∗m shall be
zero to ensure the maximum torque per ampere (MTPA) control of PMSG. A unity power
factor can be achieved by setting Q∗ as zero in the grid-side control. The outer PI loops
calculate the reference iq∗m and P∗ to meet the above requirements of the generator’s speed
and DC-link voltage. The delay of the sampling process in the real digital controller can
be compensated by introducing the state variables at k + 2, instead of variables at k + 1,
during the traversal of all possible control vectors [29].

3.2. Classical Direct Model Predictive Control

To get the state variables at the k + 1 instant, the classical DMPC calculates the future
stator currents and power for a finite set of voltage vectors by utilizing the system model,
as

xy(k + 1) = xy(k) + Ts ·Gy(k), (9)

where y ∈ {m, g}, xm is the stator current vector i and xg is the grid power vector S.
Ts ·Gy(k) denotes the state variation caused by this control interval. The same idea gives
the prediction at the k + 2 instant of the state variables as

xy(k + 2) = xy(k + 1) + Ts ·Gy(k + 1). (10)

The controller selects and records the optimal vector from all control vectors, which mini-
mizes the cost function (8). In the next control interval, this will be applied, and relevant
delay compensation will be achieved as mentioned above. This procedure is repeated while
new measurements arrive continuously [30]. However, it is observed that prediction of state
variables in Equation (10) requires accurate information on the system parameters. The
controller will derive the wrong prediction of the system utilizing mismatched parameters,
resulting in the selection of the non-optimal control vectors. This has serious effects on the
control of the stator current or the grid power until the system no longer functions properly
and stably. To this end, we will present model-independent solutions in the following part.

3.3. A Latest Model-Independent Predictive Control Solution

Reference [24] presented an efficient MIPC algorithm for synchronous reluctance
motor control. In this work, its principles are extended to the underlying PMSG wind
turbine system as a benchmark. The dq-axis stator currents (of PMSG) and complex power
(of GSC) variations under different voltage vectors are calculated and stored in four LUTs.
The LUTs are updated online with new measurements. The future behavior of the system
is calculated using the LUTs’ data as

xy(k + 1) = xy(k) + ∆xy(k), (11)

where ∆xy(k) denote the currents (for y = m) and power variations (for y = g) caused
by the application of the voltage vector at time step k, which is determined in the k − 1
control interval. ∆xy(k) is considered the same as the last ones stored in the LUTs. Then
the possible status at time step k + 2 is derived as

xy(k + 2) = xy(k + 1) + ∆xy(k + 1). (12)

The current and power prediction of MIPC is hence accomplished using ∆xy stored in the
LUTs, avoiding the use of system parameters.



Energies 2023, 16, 3764 6 of 15

This is easy to understand because, for a voltage vector that has not been selected
during a long period, the stored information will be obsolete, which will influence the
prediction accuracy and the control performance. The MIPC in [24] forces the output of
this vector that has not been applied for a given time period, regardless of the cost function
minimization optimization principle, which results in increased ripple and degraded
steady-state performance. An improved MIPC with a new state variable update principle
is proposed in the next section.

4. Proposed Model-Independent Predictive Control Solution

This section introduces an improved model-independent predictive control method
with fast updating look-up tables (LUTs). The overall diagram is given in Figure 2. A
grid-side power analysis based on instantaneous power clearly describes the idea of the
method. The basis for this begins with a small signal model analysis.

Figure 2. Control scheme of the proposed model-independent solution for back-to-back power
converter based PMSG wind turbine system.

4.1. Small-Signal Modeling of the System

Grid active and reactive power in steady-state is described as

Gm =

(
0
0

)
=

1
Lg

Eg

(
vα

g − eα
g

vβ
g − eβ

g

)
−

 Rg
Lg

P + ωgQ
Rg
Lg

Q−ωgP

. (13)

Equation (3) subtracts Equation (13), deriving the small-signal model of the grid side as(
gδP
gδQ

)
=

1
Lg

Eg

(
δvα

g

δvβ
g

)
−

 Rg
Lg

δP + ωgδQ
Rg
Lg

δQ−ωgδP

, (14)

where (δP, δQ)> = δS represents the complex power variation and δvg = vg − vs
g indicates

the relationship between control voltage vectors and the steady-state voltage vector. For
instance, δvg|i = vg|i − vs

g represents the vector between the steady-state voltage and the
ith converter voltage vector.
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Converting to discrete form, Equation (14) yields(
δP
δQ

)
=

Ts

Lg
Eg

(
δvα

g

δvβ
g

)
, (15)

where Ts denotes the sampling interval. Now the small-signal model can be introduced into the
controller with measurements of the grid-side voltages. Note that Ts · δS are small enough to be
neglected. Similarly, the discrete small-signal model of PMSG can be derived as(

δidm
δiqm

)
=

Ts

Ls

(
δvd

m
δvq

m

)
. (16)

The small-signal equations illustrate the relationship between the state variables’ variation
and the relevant control vectors. With these equations, the LUTs have the opportunity to
update variation caused by all control vectors at the same interval.

4.2. Look-Up Table Update Principle

The steady-state vector vs
g can not easily be obtained by the sampling process. The

elimination of this vector from the small-signal model (see Equation (15)) relies on the itera-
tive calculation among the converter voltage vectors. Based on Equation (15), two former
voltage vectors (δvg|k−1 and δvg|k−2) with their relevant power variation (δP|k−1, δQ|k−1
and δP|k−2, δQ|k−2) can be derived as(

δP|k−1 − δP|k−2
δQ|k−1 − δQ|k−2

)
=

Ts

Lg
Eg

(
δvα

g|i − δvα
g|j

δvβ

g|i − δvβ

g|j

)
. (17)

Note that, given δvg|k−1 = vg|k−1− vs
g, δvg|k−2 = vg|k−2− vs

g, we obtain δvg|k−1− δvg|k−2 =
vg|k−1 − vg|k−2.

Hence, the steady-state vector vs
g can be eliminated from Equation (17), and Equation (17)

can be rewritten as (
δP|k−1 − δP|k−2

δQ|k−1 − δQ|k−2

)
=

Ts

Lg
Eg

(
vα

g|i − vα
g|j

vβ

g|i − vβ

g|j

)
. (18)

Based on Equation (18), the state variations can be derived using information from interval
k− 1 and k− 2 as(

∆P|i(k− 1)− ∆P|j(k− 2)
∆Q|i(k− 1)− ∆Q|j(k− 2)

)
=

Ts

Lg
Eg ×

(
vα

g|i(k− 1)− vα
g|j(k− 2)

vβ

g|i(k− 1)− vβ

g|j(k− 2)

)
, (19)

where vg|i(k− 1) and vg|j(k− 2) are the ith and jth converter vector, which are applied
at the k − 1 and k − 2 instants, respectively; ∆S|i(k− 1) = S(k)− S(k− 1), ∆S|j(k− 2) =
S(k− 1)− S(k− 2) represent state variation calculated with sampling values.

We then change the special ith vector at k− 1 instant to all vectors (zth, z ∈ {1, 2, · · · , 8})
that may be selected, and their relevant power variation can be estimated as(

∆P|z(k− 1)− ∆P|j(k− 2)
∆Q|z(k− 1)− ∆Q|j(k− 2)

)
=

Ts

Lg
Eg ×

(
vα

g|z(k− 1)− vα
g|j(k− 2)

vβ

g|z(k− 1)− vβ

g|j(k− 2)

)
. (20)

So far, a relationship has been found between the selected voltage vector at the instant k − 2,
with its relevant change in complex power, and the possible complex power variation with all
candidate control vectors at instant k − 1.

Note that the calculation of Equation (20) still relies on the inductance parameter. To
remove this parameter from status estimation, Equations (19) and (20) can be combined
and Equations (21) and (22) can be derived, only introducing the control vector applied at
instant k − 1 and the corresponding status variation, as
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∆P|z(k− 1) =

(
vα

g|z(k− 1)− vα
g|j(k− 2)

)
eα

g +
(

vβ

g|z(k− 1)− vβ

g|j(k− 2)
)

eβ
g(

vα
g|i(k− 1)− vα

g|j(k− 2)
)

eα
g +

(
vβ

g|i(k− 1)− vβ

g|j(k− 2)
)

eβ
g

×
(

∆P|i(k− 1)− ∆P|j(k− 2)
)
+ ∆P|j(k− 2), (21)

∆Q|z(k− 1) =

(
vα

g|z(k− 1)− vα
g|j(k− 2)

)
eβ

g −
(

vβ

g|z(k− 1)− vβ

g|j(k− 2)
)

eα
g(

vα
g|i(k− 1)− vα

g|j(k− 2)
)

eβ
g −

(
vβ

g|i(k− 1)− vβ

g|j(k− 2)
)

eα
g

×
(

∆Q|i(k− 1)− ∆Q|j(k− 2)
)
+ ∆Q|j(k− 2). (22)

For the generator side, following a similar theoretical calculation process, stator current
variation update equations are estimated using the last two current measurements as

∆Im|z(k− 1) =

(
vdq

m|z(k− 1)− vdq
m|j(k− 2)

)
(

vdq
m|i(k− 1)− vdq

m|j(k− 2)
)

×
(

∆Im|i(k− 1)− ∆Im|j(k− 2)
)
+ ∆Im|j(k− 2), (23)

where ∆Im|i(k− 1), ∆Im|j(k− 2) are the calculated current variation corresponding to ap-

plied vectors vdq
m|i(k− 1), vdq

m|j(k− 2); and where ∆Im|i(k− 1) = Im(k)− Im(k− 1), ∆Im|j(k−
2) = Im(k− 1)− Im(k− 2). ∆Im|z(k− 1)(z ∈ {1, 2, · · · , 8}) denote estimated current vari-
ation under all candidate MSC output vectors at instant k− 1.

Furthermore, the denominators in Equations (21)–(23) need to remain non-zero while
estimating the status variation update (Equations (21)–(23)). In this work, the LUTs are
updated when the denominators in these equations outweigh a certain value. Otherwise,
the LUTs maintain as their values the previous interval. By obtaining the variation updating
mechanism under all control vectors of back-to-back power converters, the controller
guarantees the LUTs’ update frequency and skips updating-lag completely.

The process of this method is summarized as follows. Firstly, the controller obtains
the current state value of the system by sampling and calculates the variation between
instant k − 2 and k − 1 by reading the value of the previous moment. Secondly, it uses
Equations (21)–(23) to update all candidate control vectors with their possible variation
in one control interval. Finally, the controller uses the generator side and grid side LUTs
instead of the system model to calculate the future stator currents and to power-predict
the system variables for the finite set of voltage vectors, completing the compensation and
prediction and selecting the optimal vector that minimizes the cost function.

5. Verification

This section investigates the control performances of the proposed MIPC and the
classical DMPC, which validate the effectiveness of the proposed method. The system
parameters are listed in Table 1.

Table 1. System configuration.

Parameter Value Parameter Value

DC-link Voltage Vd(V) 600 DC Capacitance C (F) 1100× 10−6

PMSG Inductance Ld
s = Lq

s (H) 19.43× 10−3 PMSG Resistance Rs (Ω) 0.14
Nominal Torque Tn

e (N ·m) 29 Nominal Power Pn (kVA) 3.475
PM Flux ψpm (Wb) 0.43 PMSG Pole Pairs Np (-) 3

PMSG Inertia J (kg ·m2) 0.01 Grid Voltage eabc
g (V) 210/

√
2

Grid Frequency ωg (rad/s) 100π Filter Resistance Rg (Ω) 1.56× 10−3

Filter Inductance Lg (H) 16× 10−3 Sampling Time Ts (µs) 50
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5.1. Overall Validation of the Proposed Method

The test at various operating points is conducted in order to confirm the effectiveness
of the system’s overall control. Depending on the wind speed, an optimal torque reference
T∗e or speed reference ω∗m is determined by a proper “maximum power point tracking”
(MPPT) control. While the reference generation techniques are not the central focus of this
work, for simplicity, the test scenario is designed as follows: the “MPPT speed reference”
ω∗m has multiple changes, with a particularly steep slope to test the roughest conditions;
the DC-link voltage reference V∗d remains 600 V during the whole process; reactive power
reference is set at 0 var to achieve unity power factor control.

Figure 3a shows the overall performances of the proposed method, and the zoomed
performances are given in Figure 3b. The waveforms show that the proposed MIPC
achieved good steady and transient state performances globally. The smooth and good
tracking of speed, current, and power for both sides of the back-to-back converter is ob-
tained, and the DC-link voltage remains stable in both the steady state and the transient state.

(a) (b)

Figure 3. Performance of the proposed MIPC method. (a) Overall control performance. (b) Zoomed
control performance. From top to bottom are the PMSG mechanical speed, stator dq-axis currents,
DC-link voltage, grid-side currents, active and reactive power, and their references, respectively. The
speed base is 125 r/min. The current base is 15 A.

5.2. Robustness Comparison

Under various parameter mismatch conditions, the control performances of the pro-
posed MIPC and the classical DPMC method are compared in this section. For a fair
evaluation, the same test scenarios were created for both control methods in each condition.

In the first test, the permanent-magnet flux linkage in the controller is varied to 50%
and 200% of the actual value (ψpm) to investigate the influence of flux variation. As can
be seen from Figure 4, flux mismatch will mainly lead to torque tracking bias. For 50%
flux error, the torque is 4.5% larger than the reference. For 200% flux error, the torque is
5.8% smaller than the reference. This phenomenon is in accordance with the analytical
analysis presented in [16].The control performance of the proposed MIPC is unaffected for
the permanent-magnet flux linkage variations, which is in line with the principle that ψpm
is not introduced throughout the control process of this method.
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Figure 4. Performances under permanent-magnet flux linkage variations: (a) Classical DMPC
(50% ψpm); (b) Classical DMPC (200% ψpm); (c) Classical DMPC (100% ψpm); (d) Proposed MIPC. For
all sub-figures, from top to bottom are the generator speed (base value 125 [rad/s]) and the generator
torque (base value 29 [N ·m]), respectively.

In the controller of the classical DMPC solution, we set the inductance of the filter
and PMSG stator to vary from 50% to 200% compared to the actual value in the wind
turbine system plant. The results are shown in Figure 5 (generator side) and Figure 6
(grid side). Obviously, inaccurate inductance parameters will cause increased ripples (both
dq-axis currents and active and reactive power) and enlarge current THDs. The stator
current THD increased from 2.14% with the nominal parameter to 3.321% with 0.5 Ls and
to 2.968% with 2 Ls. The grid-side performances in terms of current THD both exceed 4%
with 0.5 Lg and with 2 Lg, which represents deterioration in power quality compared to
the performance with the nominal parameter (3.712%). The control performances under
various parameters’ mismatches are all collected in Table 2. The results are in accordance
with the theoretical analysis, i.e., the controller will derive the wrong prediction of the
system utilizing mismatched parameters relating to the selection of the non-optimal control
vectors. This will seriously affect the control performance. The control performance of
the proposed MIPC is unaffected for all parameter variations, which is in line with the
principle that no parameters are introduced throughout the control process of this method.
In this section, we verify the good robustness of the proposed model-independent approach
compared to the classical DMPC.

Table 2. Comparative test data of classical DMPC and proposed MIPC.

Control Method Maximum Torque Error Generator Current THD Grid Current THD

Classical DMPC
4.50% (50% ψpm) 3.32% (50% Ls) 4.05% (50% Lg)

5.80% (200% ψpm) 2.97% (200% Ls) 6.28% (200% Lg)
0.73% (100% ψpm) 2.15% (100% Ls) 3.71% (100% Lg)

Proposed MIPC 0.75% 2.09% 3.66%
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Figure 5. Generator side: (a) Classical DMPC (50% Ls); (b) Classical DMPC (200% Ls); (c) Classical
DMPC (100% Ls); (d) Proposed MIPC. For all sub-figures, from top to bottom are the dq-axis stator
current and their references (base value 15 [A]), phase currents, and the current spectrum, respectively.

In addition, the Classical DMPC and proposed MIPC under several simultaneous
parameter mismatches are also tested. In the DMPC controller, the permanent-magnet flux
linkage and the inductance of the PMSG stator are set to 50% as the actual value, while
the filter inductance is set to 200% as the actual value. The performances are given in
Figure 7. The tracking of torque and power as well as the current distortion show that the
control performance of the proposed MIPC does not deteriorate even in the face of multiple
mismatch at the same time and still shows higher robustness than the classical DMPC.
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Figure 6. Grid side: (a) Classical DMPC (50% Lg); (b) Classical DMPC (200% Lg); (c) Classical DMPC
(100% Lg); (d) Proposed MIPC. For all sub-figures, from top to bottom are the active and reactive
power (base value 3475 [W]) and their references, phase currents, and the current spectrum (base
value 15 [A]), respectively.
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Figure 7. The control performance in the face of multiple mismatches: (a) Classical DMPC; (b) Pro-
posed MIPC. For all sub-figures, from top to bottom are the generator torque (base value 30 [Nm]),
the active and reactive power (base value 3475 [W]) and their references, and the phase currents on
the grid side (base value 15 [A]), respectively.
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5.3. Current/Power Update Mechanism Comparison between the Proposed and the Classical MIPC

System prediction is the key to the control performance of the predictive controller. In
the proposed MIPC, the fast and accurate state variable variation estimation contributes to
the accurate prediction of the system (see Figure 8). The proposed MIPC updates current
and power variation for all possible voltage vectors during one control interval by means
of the measured k − 1 and k − 2 instant values. Fast variable variation update frequency
can be assured; see Figure 9a. The classical MIPC scheme in [24] updates the current
and power variation only once for one voltage vector during the whole control interval.
Stagnant current and power variation appear when one voltage vector is not applied for
long consecutive control intervals; see Figure 9b. Comparing the sampled values of the
system with the predicted values calculated using the LUTs in Figure 8, the two overlap,
indicating that the proposed model-independent predictive control accurately predicts the
trajectory of the system at future moments, which guarantees the control performance.

(a) (b)

Figure 8. Prediction accuracy of the proposed MIPC. (a) Q-axis stator current and grid power
prediction validation. (b) Zoomed comparison between measurement and prediction.

(a) (b)

Figure 9. Estimated d-axis current variation and active power variation caused by different voltage
vectors using (a) the proposed MIPC and (b) classical MIPC [24]. S1

x–S8
x denote the available voltage

vectors of the machine side (x = m) and the grid side (x = g), respectively.

6. Conclusions

Constrained by its complete dependence on the model, conventional direct model
predictive control easily exhibits deterioration in control performance when the model
parameters are mismatched. State-of-the-art model-independent predictive control (MIPC)
introduces historical operation data in the prediction of future statuses. Nevertheless, it
suffers from low look-up table (LUT) update frequency, unsteady state variable changing
rate, and extensive computational burden. This work proposed an improved MIPC with a
new look-up table update method that only introduces the information from the former
two instants to estimate all needed variations in the same period. Compared with the
traditional finite-set model predictive control and the existing MIPC, the proposed solution
achieves robustness to unmeasurable and time-varying parameters without sacrificing
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control performance. The proposed method can be applied to other power converter
topologies with minor modifications. Future work will focus on addressing measurement
robustness and extending the proposed methods to multilevel power conversion systems.
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