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Abstract: Power quality improvement and Power quality disturbance (PQD) detection are two
significant concerns that must be addressed to ensure an efficient power distribution within the utility
grid. When the process to analyze PQD is migrated to real-time platforms, the possible occurrence
of a phase mismatch can affect the algorithm’s accuracy; this paper evaluates phase shifting as an
additional stage in signal acquisition for detecting and classifying eight types of single power quality
disturbances. According to their mathematical models, a set of disturbances was generated using an
arbitrary waveform generator BK Precision 4064. The acquisition, detection, and classification stages
were embedded into a BeagleBone Black. The detection stage was performed using multiresolution
analysis. The feature vectors of the acquired signals were obtained from the combination of Shannon
entropy and log-energy entropy. For classification purposes, four types of classifiers were trained:
multilayer perceptron, K-nearest neighbors, probabilistic neural network, and decision tree. The
results show that incorporating a phase-shifting stage as a preprocessing stage significantly improves
the classification accuracy in all cases.

Keywords: power quality disturbances; phase shifting; detection and classification; feature extraction

1. Introduction

The recent population growth has led to an accelerated increase in supply demand.
This situation, coupled with the use of traditional and obsolete power grids, has resulted
in the current problem of energy unsustainability [1]. Other factors contributing to power
deterioration include using new electronic devices and non-linear loads, renewable energies,
and environmental factors [2,3].

Power quality (PQ) is related to the parameters defining a power supply signal in
magnitude, waveform, frequency, symmetry, and continuity. The improvement of power
quality is an aspect that concerns both the power supplier and the power consumer [4],
and the high penetration of renewable sources has implied studies that contribute to the
mitigation of PQ issues [5], mainly because renewable energy is highly unpredictable [6].
Therefore, new equipment and devices have been proposed to allow prompt monitoring [7].

One of the leading causes of poor power quality is the occurrence of anomalies within
the supply signals, known as power quality disturbances (PQD). Identifying the occurrence
of these phenomena in the supply systems is a critical step because poor PQ can cause
equipment malfunction and damage, a decreasing AC motor speed, relay malfunction, and
the downtime of computers, among others [8,9]. In addition, real-time PQD monitoring
can help to take faster actions to mitigate PQ issues, and it is a way of knowing the PQD
propagation along the grid [10]. The identification of PQD is usually divided into three
main stages: detection, feature extraction, and classification [11].
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For the detection of PQDs, several approaches have been proposed using different
signal processing techniques, such as Kalman filters, Stockwell transform, and wavelet
transform, among others, to obtain some information from analyzing their waveforms. This
information is generally inadequate for classification purposes, so it is optimized using
feature extraction methods. In this sense, the classification is usually evaluated through
different classifiers such as neural networks, Bayesian classifiers, support vector machines,
fuzzy logic, deep learning, and many others [12-14].

In the case of wavelet transform, it has been widely used as a suitable tool for analyzing
signals with abrupt contours and small discontinuities in their waveforms, as in the case of
power quality disturbances [15].

Most of the related works involve the detection and classification of these disturbances
in simulation. However, migrating and evaluating these methods on a hardware platform
remains a research challenge [16]; for instance, [17] proposes a real-time PQD recognition
algorithm based on the deep belief network, showing a good accuracy but compromising
time. In [18], the authors proposed an algorithm to analyze PQD using an FPGA; the FPGA
was only used for data acquisition and processing to classify the disturbances developed in
a computer.

Although the phase mismatch between signals may impact classification purposes [19],
there is a lack of studies showing this effect by using phase-shifted signals acquired with a
previous phase-shifting stage, compared to non-phase-shifted signals.

This work presents an evaluation of phase shifting as an additional stage in signal
acquisition for the detection and classification of eight types of single power quality distur-
bances, including sag, swell, interrupt, harmonics, flicker, notching, oscillatory transient,
and impulsive transient. The disturbances were generated through an arbitrary waveform
generator to be acquired and analyzed in a real-time scenario. The detection stage was per-
formed by multiresolution analysis (MRA) using the wavelet Daubechies 4 (db4) function
as the mother wavelet at nine resolution levels. Later, the feature vectors of the acquired
phase-shifted and non-phase-shifted disturbances were obtained from the combination of
Shannon entropy and log-energy entropy, which, in turn, served as the input for four types
of classifiers such as multilayer perceptron (MLP), K-nearest neighbors (KNN), probabilistic
neural network (PNN), and decision tree (DT).

The contributions of the present work are as follows:

e  The novelty of the proposed algorithm is that it uses phase shifting as an additional
stage in signal acquisition for the detection and classification of eight types of single
power quality disturbances;

e An algorithm to analyze disturbances in electrical signals was developed on the
BeagleBone Black and probed its capability to acquire and classify the signals in
real time;

e  Four classifiers, MLP, KNN, PNN, and DT, were compared in the classification stage.

The work is organized as follows: Section 2 presents the materials and methods
applied, the signals analyzed, the experiments performed, and the software and hardware
used. Section 3 contains the results, a comparison of the methods used, and the use of
hardware for the analysis. Finally, the conclusions are addressed in Section 4, the results
are interpreted, and future work is proposed.

2. Materials and Methods

Power quality disturbances represent any deviation in the waveform of a supply signal,
both in terms of voltage and current regarding its nominal values [12]. This topic has been
a significant focus of interest within the power grid environment, given the incorporation
of the new smart grid and smart meter technologies [20].

In this section, the scheme proposed to analyze the PQDs is presented. The block
diagram corresponding to the whole process is shown in Figure 1. At first, the disturbances
are generated using an arbitrary function generator. The signals are sent to BeagleBone,
and phase shifting is applied as preprocessing. Then, the signal is analyzed to detect and
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classify PQD; these stages are developed in BeagleBone. In the rest of this section, all the
individual blocks are described in detail.

Disturbances
Generation
I =
Signal Detection stage Feature Classification SNN Validation
Adcquisition (DWT/MRA) Extraction stage stage PNN K-Fold
y
Phase- Feature Vector
Shifting stage Z-score

Figure 1. Block diagram of the proposed method.

A. Disturbances Generation

The power quality disturbances imply a momentary increase or decrease in the magni-
tude of the signals and the presence of harmonics, interruptions, and transients, among
others. PQDs can be classified according to the number of disturbances present. Thus, if
only one deviation in the waveform is present, they are classified as single disturbances.
In contrast, when two or more deviations are present, they are classified as combined or
complex disturbances. They can also be classified according to their duration as short-term,
long-term, or stationary.

The primary single power quality disturbances are sag, swell, interrupt, flicker, harmon-
ics, notching, oscillatory transient, and impulsive transient [15], as shown in Figure 2. Their
behavior can be described through mathematical models such as those shown in Table 1, and
their typical parameters and limits are regulated by the IEEE 1159-2009 standard [21].

Sag

Oscillatory T. Swell

Interrupt

WWMWWM
Notching Flicker

Figure 2. Main single disturbances.

Impulsive T.
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Table 1. Main disturbances, their mathematical models, and typical parameters.

PQD Mathematical Model Parameters
A w =2mf
Ideal V(wt) =Asin(wt) £ = line frequency
. 01<a<09
Sag V(wt) = A(1 —a(u(t —t1) —u(t — t2)))sin(wt) T<t—t; <9T
Swell V(wt) = A(L+au(t —t1) — u(t — t)))sin(wt) T(thf_"‘fg'gw
Interrupt V(wt) = A1 —a(u(t —t1) — u(t — t)))sin(wt) T 2-?zg—i1§<l9T
01<a<02
Flicker V(wt) = A(1 + asin(Bt))sin(wt) B =2nfe
5Hz < f. <10Hz
0.05 < a3 < 0.15
H . 3 0.05 < a5 <0.15
armonics V(wt) = A(sin (wt) + ¥ a2n+1sin(nwt)) 0.05 < a7 < 0.15
n=1 2“12 -1
V(wt) = 01<k<04
Notching 0<ty,trp <5T

Oscillatory Transient

Impulsive Transient

A (sin (wt) — sign(sin(wt)) % k(u(t— (t1 —0.02n)) —u(t — (t2 — 0,0Zn))))
n=0

V(wt) = sin(wt) + (x e (u(t— 1) — u(t — b)) )sin(wt)

V(wt) =
A<1 + f a(u(t—(t+Txn))—u(t—(t2+ T*n))))sin(wt)

n=1

0.01T < t, — t < 0.05T

01<a<08
05T <tp —t; <3T
8ms < T < 40ms
wy =27 fy
300Hz < f, < 900Hz
k = number of impulses
01<a<1
0.05T < t, —t; <0.06T

An arbitrary waveform generator, BK Precision 4064, as shown in Figure 3, was
used to generate the disturbances. The generator operates at 120 MHz and has two
high-impedance output channels and USB communication. It supports the generation
of waveforms using comma-separated value files. For this purpose, the signals were
generated in MATLAB according to their mathematical models and had 16,384 samples
with a duration of 0.5 s. Each of the eight types of generated disturbances has 500 examples,
whose typical parameters were randomly determined so that the dataset is composed
of 4000 examples stored as a comma-separated value file, where each row represents a
different disturbance. At the same time, the columns correspond to the samples of that

specific signal.

Figure 3. Arbitrary Waveform Generator BK Precision 4064.
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B. Signal Acquisition and Phase-Shifting Stage

Phase shifting is a term related to the displacement of two signals in a given time
interval, as shown in Figure 4. This phase mismatch involves a high level of randomness
between signals. It may have an impact on a further classification process since the classifier
would need to be trained with a large number of signals to cover every possible phase,
which would also increase the complexity of the algorithm so that, to solve this problem, a
hardware or software zero-crossing detector could be implemented [19].

€ M Signal 1 M Signal 2
o

—— —

Figure 4. Phase shifting.

A zero crossing is a point in a graph of a mathematical function where the value of
the axis is zero, which means changing the sign of the function from positive to negative.
The point without instant voltage is commonly known as the zero crossing. This occurs
twice each cycle in a sinusoidal wave or another simple waveform. It is an instrument that
determines where the voltage in any direction crosses zero [22].

For this work, a software phase-shifting stage based on zero-crossing detection was
programmed in Python and implemented within signal acquisition as a preprocessing stage.

A BeagleBone Black was used for signal acquisition and classification. BeagleBone
Black is a low-cost, community-supported, single-board computer (SBC) compatible with
different Linux distributions, such as Debian or Ubuntu, as operating system. It has a
1 GHz AM335x processor and two 200 MHz co-processors that can act as Programmable
Real-Time Units (PRUs). The significant advantage of this device is that it has a 12-bit
analog-to-digital converter (ADC) available on seven analog pins of 1.8 V, so it does not
require an additional module for signal acquisition.

Communication between the generator and the computer to send the disturbances
via USB was carried out through the EasyWave software, revision 1.1.1.36. Moreover, the
generator has controls for modifying the amplitude and offset of the signals, so it was
possible to condition the signals to connect an output channel of the generator to one of the
analog pins. The detection and classification algorithms were programmed in Python. A
general diagram of the acquisition and classification process of the PQDs can be seen in
Figure 5. On the other hand, Figure 6 shows the experimental setup.
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4

MATLAB

Figure 5. General process of the proposed method.

L AAAAPEC)

Figure 6. Experimental setup.

Five hundred examples of each type of disturbance were sampled, giving a total of
4000 signals, and an ideal sinusoidal signal was also sampled for use in the feature vector
extraction. Each signal has 5000 samples with a duration of 0.5 s, which provides a sampling
frequency of 10 kHz. Some examples of acquired phase-shifted and non-phase-shifted
signals are shown in Figures 7 and 8, respectively.
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Figure 7. Phase-shifted signals.
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C. Detection and Feature Extraction

The multiresolution analysis (MRA), derived from applying discrete wavelet transform
(DWT) to the acquired signals, was used for disturbance detection. The application of MRA
involves decomposing the signals into two different versions by applying complementary
high-pass and low-pass filters: a detailed version, which contains information from the
high-frequency components, and another smoothed version, which includes information
from the low-frequency components. This information is obtained within a series of detail
and approximation coefficients, cD and cA, respectively [23]. Applying this process multiple
times results in new details and approximation coefficients. Each iteration is referred to as a
resolution level, where cD; and cA; are known as the detail and approximation coefficients
of the first resolution level. In contrast, cD, and cA; then correspond to the coefficients of
the n-th resolution level, as can be seen in Equations (1) and (2), where ¢ and & correspond
to the coefficients of the high-pass and low-pass filters, respectively, which are determined
by the wavelet function used.

Dy =), gk —2n)cAy(k) (1)

cApy1 =Y, h(k—2n)cA, (k) 2)

The wavelet transform represents how much a given signal resembles a mother
wavelet function. Therefore, the choice of the latter is an essential aspect. In the case
of applications related to power quality, the Daubechies 4 function (db4) is one of the most
used functions because it has characteristics analogous to those presented by the PQDs [12],
so it was considered for this work.

Likewise, the information obtained through MRA depends on the number of reso-
lution levels analyzed. However, increasing the number of levels implies increasing the
computational expense, so the key is to choose several levels significant enough to obtain
relevant information without compromising the computational performance. In this sense,
decomposing the signals into nine resolution levels results in an appropriate number of
decomposition levels for the case of power quality disturbances [24], so it was chosen for
this work.

The detail and approximation coefficients obtained by MRA can be optimized to
serve as input to a classifier through wavelet-based feature extraction methods, reducing
them dimensionally. For the formation of the feature vector, a combination of Shannon
entropy and log-energy entropy was considered from the obtained coefficients since
this combination is suitable for the classification of power quality disturbances [25].
Equations (3) and (4) show the mathematical definition of Shannon entropy and log-
energy entropy, respectively, where C; ; are the N coefficients of the i-th resolution level.

SE; = —ZjN: | C2log(Cij)? 3)

LOE; = Y ' log(C})) 4)

On the other hand, Equations (5) and (6) show the features for classification, where
SEcan, SEcpn and LOE_4,, and LOE p, represent the Shannon entropy and log-energy
entropy of the approximation and detail coefficients, respectively.

SEpop = [SEca,,SEeD,, - - -, SEcD,, SEcD, | @)

LOEpop = [LOEca,, LOE.p,, ..., LOE.p,, LOE.p,] (6)

Since the features for classification present a long variation, the feature vector of
each disturbance was extracted using the features of an ideal sine signal as a reference, as
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shown in the Equation (7), where SEg;,, and LOEg;,, correspond to the Shannon entropy and
log-energy entropy proper to this signal.

Apop = [SEpgp, LOEpop]| — [SEsin, LOEsy] 7)

Subsequently, each vector was normalized by Z-score to obtain a new range of values
closer to each other, improving the classification accuracy [26]. Equation (8) shows the
normalization by cap Z-score, where x corresponds to the data to be normalized, p to the
mean, and ¢ to the standard deviation. This normalization gives the data the properties of
a normal distribution, i.e., a mean of zero and a standard deviation equal to one [27].

X—H
o

7 =

(8)

Finally, the normalized vectors are the input features for the classifiers; for this purpose,
a matrix of binary coded targets was used so that a 1 means that it belongs to the class and
0 is the opposite case.

D. C(lassification

The classification process was tested using four different classifiers whose parameters
were empirically set according to [25] so that they were iteratively evaluated to obtain the
highest accuracy. The classifiers at issue were as follows:

e  Multilayer perceptron (MLP) has 12 neurons in the hidden layer, and SoftMax is used
for the activation function;
K-nearest neighbors (KNN), with the number of neighbors, K, is set to 3;
Probabilistic neural network (PNN) with a propagation of the radial basis function
(smoothing factor o) of 0.02;

e  Decision tree (DT).

MLP is one of the well-known and most widely used feedforward subclasses of
ANNSs, and the learning process is accomplished by employing multilayers of neurons.
MLP models utilize the error back-propagation technique, one of the well-known training
schemes, to maximize network accuracy and achieve a superior outcome [28]. The nearest
neighbor is a non-parametric technique that finds application in pattern recognition, text
classification, or ranking the models. KNN uses an input vector with the K-closest training
samples in feature space. The algorithm requires training to define the neighbors based on
the distance from the test samples and a testing step to determine the class to which these
test samples belong [29].

A PNN is a feedforward neural network, which was proven to be extremely useful in
classification and pattern recognition applications. The PNN utilizes the concepts used in
classical pattern recognition problems, where it implements the Bayesian classifier concepts.
The Bayesian strategies rely on procedures that minimize the “expected risk” of assigning
a pattern to a wrong category, known as misclassification. PNNs are closely related to the
Parzen estimator window of probability density functions [30]. DTs are machine-learning
models used for classification and regression tasks. These models are composed of inner
nodes, which contain logical tests, and leaves, which contain predictions. In the inference
step, an observation follows a path from the root to one of the leaves, determined by
the results of each logical test applied to the tested observation. These tests (often called
“splits”) can be univariate or multivariate [31].

Classification validation was performed through the K-fold method, in which the data
are randomly separated into K subsets such that one of them is used for validation. In
contrast, the remaining K — 1 subsets are used for training. Subsequently, the performance
is evaluated based on the accuracy average after K rounds of training and validation [32].
For this work, K = 10 was taken so that out of 4000 examples available, 3600 were used for
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training and 400 for validation in each round. The accuracy average for each round was
obtained by Equation (9).

No. of correctly classified

Total data x 100% ©)

Accuracy =

3. Results

The proposed method was tested using the acquired phase-shifted and non-phase-
shifted disturbances, and its performance was evaluated through the K-fold cross-validation
method on the BeagleBone Black. Table 2 shows the accuracy percentage of each classifier
in each K-round for the non-phase-shifted signals. Table 3 is similar to Table 2 but for
the case of phase-shifted signals. In both tables, the last row shows the average accuracy
percentage for all rounds. In all cases, phase shifting improves the algorithm’s performance,
giving results with an accuracy higher than 94% for all cases; the better case was 99.1%
with PNN, which is an excellent classifier for analyzing disturbances.

Table 2. Accuracy on BeagleBone Black for each round K (non-phase-shifted signals).

Round MLP KNN PNN DT
1 81.75% 96% 95.5% 96%
2 80.25% 96% 95.25% 91.25%
3 77.5% 95.25% 95.5% 93.25%
4 67.25% 95% 96% 94.25%
5 76.75% 95.25% 95.5% 93%
6 80% 96.5% 95.75% 92.5%
7 76.25% 96% 96.25% 95.75%
8 70.75% 97.5% 97.5% 95.25%
9 81.75% 92.75% 95% 90%
10 60.5% 96% 96.25% 92.75%
Average 75.275% 95.65% 95.85% 93.4%

Table 3. Accuracy on BeagleBone Black for each round K (phase-shifted signals).

Round MLP KNN PNN DT
1 95.5% 99.75% 99.5% 97.75%
2 92.25% 98.25% 98.5% 98.25%
3 94% 99.25% 99.5% 98.75%
4 90.5% 98.75% 99% 96.75%
5 95.5% 99.25% 99.75% 98.5%
6 96.75% 100% 99.5% 98.5%
7 94.25% 99% 99% 97.75%
8 94% 98.75% 99% 98%
9 98.5% 99% 99% 98.5%
10 94.25% 98.5% 98.25% 98%

Average 94.55% 99.05% 99.1% 98.075%

Table 4 compares the classification accuracy with the acquired phase-shifted and non-
phase-shifted signals. It is possible to observe that incorporating the phase-shifting stage in
obtaining the signals considerably improves the accuracy percentage.

Table 4. Comparison of classification with phase-shifted and non-phase-shifted signals.

Classifier Non-Phase-Shifted Phase-Shifted
MLP 75.275% 94.55%
KNN 95.65% 99.05%
PNN 95.85% 99.1%

DT 93.4% 98.075%

In all cases, the K-nearest neighbors and probabilistic neural network classifiers,
followed by the decision tree, show a similar performance with the highest accuracy. On
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the other hand, the multilayer perceptron presents a lower accuracy. In the case of non-
phase-shifted signals, the accuracy is considerably lower than that of the other classifiers.

As an example of the algorithm’s performance in a noisy environment, it was tested
with two different noise amplitudes, SNR 30 dB and 50 dB, as shown in Table 5. Although
in a noisy environment, the accuracy is higher than 90% in all cases, except for MLP with
SNR 30 dB.

Table 5. Comparison of classification with phase-shifted and different noise amplitudes.

Classifier No Noise SNR 30 dB SNR 50 dB
MLP 94.55% 89.17 91.39
KNN 99.05% 93.58 96.88
PNN 99.10% 93.62 97.96

DT 98.075% 92.10 95.94

A comparative analysis of the results obtained in other related works and the proposed
method is shown in Table 6. The table shows the detection method, the number of features
considered for classification purposes, the hardware used, and their respective accuracy
with phase-shifted and non-phase-shifted signals.

Table 6. Comparative analysis between related works and the proposed method.

Accuracy

. No. of e . Accuracy
Reference Detection Features Classification No. of PQD Hardware Non-.Phase- Phase-Shifted
Shifted
RF1 88.81% 88.22%
RF2 6 singles and 96.84% 95.25%
(1] DWT/MRA 2 RF3 14 complexes T myRIO-1900 96.74% 95.62%
Opverall 96.48% 94.72%
Xilinx Spartan
. 8 singles and XC25200PQ208 . o
[33] Hybrid 5 DT 2 complexes FPGA, DSP Not given 99.27%
TMS320C6713
MLP 75.275% 94.55%
KNN . 95.65% 99.05%
Proposed DWT/MRA 2 PNN 8 singles BeagleBone Black 95.85% 99.1%
DT 93.4% 98.075%

For example, a real-time implementation of an optimized power quality events classi-
fier for detecting and classifying six single and fourteen complex types of PQDs is presented
in [19]. The optimized classifier was embedded into a myRIO-1900 device using the Lab-
VIEW interface. In this context, 21 features were extracted from the coefficients obtained by
decomposing the signals into six resolution levels through MRA, which, in turn, served
as inputs for the classification algorithm using three random forest classifiers (RF). The
accuracy is then based on the overall performance of the classifiers. The performance was
tested using phase-shifted and non-phase-shifted signals, and it can be observed that the
accuracy is slightly lower in the case of phase-shifted signals; however, the authors in [19]
consider only the effect of applying a random phase shift to the signal, but not attend to
this issue; this is the reason why the accuracies appear to be backwards, and the better
performance was obtained without a phase shift.

S. He, in [33], presents a hybrid method based on S-transform and dynamics for the
real-time detection and classification of power quality disturbances. The hybrid method
was implemented on a DSP-FPGA system; in this case, FPGA Xilinx Spartan XC25200PQ208
was used for signal acquisition, and DSP TMS320C6713 was used to run the algorithm.
All the signals were acquired with the same phase using a zero-crossing circuit detector.
A decision tree (DT) was trained using five different features for classification purposes.
However, a performance comparison using phase-shifted and non-phase-shifted signals is
not given.

According to [19,33], the proposed method can be completed if complex PQDs are
considered, although the present work demonstrates the usefulness of phase shifting.
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With the proposed method, it can be evidenced that including a software phase-
shifting stage increases the accuracy in all the classifiers tested. In addition, it is a reliable
solution to the problem of the high randomness present between signals acquired with
different phases, which would lead to misclassification.

4. Conclusions

This paper analyzed the effect of phase shifting as an additional stage in signal acqui-
sition for detecting and classifying eight types of single power quality disturbances. The
detection was based on the multiresolution analysis technique derived from applying DWT
to the acquired signals. The disturbances were generated using an arbitrary waveform
generator and subsequently acquired, processed, and classified within a BeagleBone Black,
as it does not require an additional module for signal acquisition. For this purpose, four
different types of classifiers such as MLP, KNN, PNN, and DT were trained using a combi-
nation of Shannon Entropy and Log-Energy Entropy features extracted from the detail and
approximation coefficients obtained by decomposing the signals into nine resolution levels.
The classification process was validated using the K-fold cross-validation method. From
the results, it is clear that incorporating a software phase-shifting stage as a preprocessing
stage significantly improves the classification accuracy in all cases.

The process of this work can be applied to analyze complex PQDs, and it is an issue for
future work. The results obtained in a noisy environment can be improved if the number
of details and approximations are optimized to work in appropriate frequency ranges.
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