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Abstract: Cloud infrastructures operate in highly dynamic environments, and today, energy-focused
optimization become crucial. Moreover, the concept of extended cloud infrastructure, which, among
others, uses green energy, started to gain traction. This introduces a new level of dynamicity to the
ecosystem, as “processing components” may “disappear” and “come back”, specifically in scenarios
where the lack/return of green energy leads to shutting down/booting back servers at a given location.
Considered use cases may involve introducing new types of resources (e.g., adding containers with
server racks with “next-generation processors”). All such situations require the dynamic adaptation
of “system knowledge”, i.e., runtime system adaptation. In this context, an agent-based digital twin
of the extended green cloud infrastructure is proposed. Here, knowledge management is facilitated
with an explainable Rule-Based Expert System, combined with Expression Languages. The tests were
run using Extended Green Cloud Simulator, which allows the modelling of cloud infrastructures
powered (partially) by renewable energy sources. Specifically, the work describes scenarios in which:
(1) a new hardware resource is introduced in the system; (2) the system component changes its
resource; and (3) system user changes energy-related preferences. The case study demonstrates how
rules can facilitate control of energy efficiency with an example of an adaptable compromise between
pricing and energy consumption.

Keywords: carbon-aware cloud computing; resource management; knowledge management; extended
green cloud; rule-based expert systems; expression languages

1. Introduction

Modern software systems, operating in complex and dynamic environments, should
facilitate on-demand changes in their internal structure. In particular, in some cases, the logic
of the systems must be modified in order to effectively manage new environmental conditions.
Here, specifically interesting are the cases when the environmental alternations not only impact
the system’s behavior but also introduce new information, necessitating broadening and
sometimes exchanging parts of the system’s knowledge. Furthermore, the most challenging
cases arise when the system behavior should, at least in theory, be instantiated in a running
system, i.e., without the system being shut down, to complete adaptations.

This aspect is especially relevant to cloud infrastructures, where new types of re-
sources can be added (or removed) from the system according to, for example, clients and
market demands. Furthermore, in the context of carbon-aware computing [1–3], which
has been gaining popularity over recent years, system resource modifications may occur
due to variations in the availability of energy that strictly depend on fluctuating weather
conditions. Such changes may also involve introducing (or removing) processing units with
resources that were previously non-existent within the system (e.g., introducing the server
with Graphical Processing Units) or interchanging parts of the existing system components
(e.g., upgrading the server’s processor). The subject of on-demand knowledge modification
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can be addressed, among others, by introducing a formal representation of the knowledge,
e.g., in the form of knowledge graphs; however, this consideration is outside the scope of
this work.

The following contribution proposes a novel way of adapting the system’s behavior
on the basis of changes in its internal knowledge. The system used as a case example is
the Extended Green Cloud Simulator (EGCS) [4], which is a multi-agent digital twin of
the so-called Extended Green Cloud (EGC) that allows simulating cloud infrastructures
powered, among others, using heterogeneous green energy sources. Here, the system
strategies imposing the behavior of the agents have been represented in the form of rule sets
facilitated by the explainable Rule-Based Expert System (RES) combined with Expression
Languages (EL). The proposed approach enables dynamic behavior adaptations that can
streamline the knowledge-management process. In particular, the focus has been placed on
adaptations performed within the already-running system without the necessity of it to be
rebooted. With respect to resource management, the work introduces an object-oriented
representation of the anonymous (from the perspective of current system knowledge)
resources and, by incorporating the EL, presents a way of dynamic knowledge acquisition
and/or modification.

More specifically, the proposed approach addresses the use cases in which resource
modification is connected with energy control aspects of the system. In particular, three use
cases are presented in the work: (1) the introduction of new hardware resources in response
to their increasing potential in the cloud computing market, (2) the on-demand changes of
the resources of existing components, and (3) the adaptation of local resource pricing and
client energy-related preferences accordingly to shifts in the energy availability. However,
the proposed concepts are fully generalizable and can be used in any type of distributed
system in which knowledge is appropriately represented.

The remaining part of this work is structured as follows. Section 2 discusses ap-
proaches and problems related to resource management that have been studied in the
existing literature. Next, Section 3 contextualizes the work by describing a way in which
resources are managed in the EGCS. Afterwards, Section 4 introduces a new conceptual-
ized model of resource representation, with a particular focus on resource management,
facilitated by EL. The integration of the model, within the knowledge of EGCS agents, is de-
scribed in Section 5, whereas Section 6 illustrates the application of the proposed approach
in three different use cases. Finally, Section 7 summarizes the findings and proposes future
research directions.

2. Related Works

The topic of resource management in cloud infrastructures remains an active area
of research. Specifically addressed are aspects such as the allocation of existing cloud
resources, the provisioning and consolidation of Virtual Machines (VMs), or the assignment
of processing units based on clients’ demands.

In order to more effectively examine these concerns, the specificity of the cloud infrastruc-
ture has been studied. In [5], the authors investigated the nature of the cloud environments,
and workload demands, by performing the analysis of the publicly available Google trace data.
One of the key findings was the heterogeneity and variability of cloud infrastructure, with
respect to both the specification of individual machines and resource demands originating from
different clients. Additionally, the authors stated that the cloud environment’s diversity comes
not only from different available resource types (e.g., CPU, memory, GPU, etc.) but also their
underlying attributes (e.g., clock speed of CPU, type of disk drive, etc.), which can be subject to
the client’s constraints. Here, note that in the context of distributed cloud infrastructures, an
additional level of heterogeneity may, for instance, be introduced by: (1) contractors owning
separate cloud regions adopting individual resource policies, or (2) bandwidth of network
connections between individual resources.

All of these aspects have to be taken into consideration while designing resource
management strategies. In [6], the authors proposed a workflow-scheduling algorithm
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consisting of two phases: (a) task selection and (b) VM assignment. The proposed resource
model took into account the heterogeneity of VMs. However, the VMs were assumed to
reside within the same data center, therefore bandwidth differences were out of the scope
of the work. Moreover, the available client’s constraints included only budget and deadline,
whereas, as pointed out in [5], in real-world cloud infrastructures, the demands usually
are also set with respect to resource characteristics, which significantly complicates the
scheduling process.

On the other hand, the works [7,8] took into account both the diversity of cloud
resources, as well as the client’s demands. They specifically proposed multi-resource
allocation algorithms, focused on process fairness, with respect to the clients. The ap-
proach, described in the first work [8], was based on defining a dominant resource for
each user, whereas the cloud infrastructure was modelled as a collection of homogeneous
servers. Such model excludes real-life applications, in which the servers have different
characteristics. Therefore, the second work [7] extended these considerations by taking into
account a heterogeneous server pool. However, both these methods focused on mapping
general resource types (e.g., CPU, memory) to individual demands, with no consideration
of constraints that could, possibly, be imposed on resource attributes.

Similarly, in [9], authors proposed an adaptive deep reinforcement learning method
for energy-efficient scheduling. The conceptualized system model takes into account
individual machine resource types, and user resource demands, but omits cases in which
the attributes of resources may differ between processing units (e.g., different generations
of processors in servers). Addressing this aspect is particularly important, since the cloud
infrastructure and the client demands may change over time, according to the evolving
technological standards. For example, when a client would like to execute a given task on an
Intel Xeon Platinum 8280 processor, it is possible that, in the model presented in [9], either
such demand would be ignored, or there will be no matching Service Level Agreement
(SLA) on the side of the cloud provider, possibly resulting in a task not being executed.

In this context, the differences in the resource specification of SLAs, on the provider
side and the client side, has also been studied. For example, the authors of [10] addressed
the problem of the lack of standardization and liquidity in SLAs by proposing an adaptive
mapping method. The method is based on a modification of an existing semantics of
public SLA, carried out by the service provider, to match the upcoming users’ demands. It
mostly considered adding new parameters to the existing SLA structure, or changing the
attributes’ names. Similarly, in [11], the authors extended the ontological specification of
the service description, proposed in [12], with the possibility of new knowledge derivation.
These models could be used to represent the knowledge of individual resources within
a processing unit. However, it should be noted that the only operation on the resources,
which was taken into account, is the evaluation of sufficiency, with respect to the client’s
requirements. As such, presented models are not comprehensive enough to adequately
describe how the system should handle new resource types, injected into the system
knowledge. Here, the proposed models focus strictly on the dynamic representation of
the knowledge base, in cases when the way of handling a given resource type is already
known to the system. Consequently, they do not capture the full scope of potential cloud
infrastructure adaptations.

The adaptations of the cloud infrastructure, from the system logic perspective, have
also been discussed. The survey [13] described a scope of existing approaches for the
reconfiguration of cloud resources in an autonomic manner. In particular, the gathered
works considered adaptions on one of three levels: (1) VM-level (e.g., adjustment of
resource amounts, such as CPU, memory, etc.), (2) node-level (e.g., migration of VMs),
or (3) cluster-level (e.g., adding/removing nodes). One of the works [14] considered all
levels of adaptation, and facilitated them by using MAPE-K-based self-adaptive system
architecture. Separately, the work [15] proposed a method of dynamic virtual machine
migration and deployment. Nevertheless, all of these studies take into account only the
scenario of performing adaptions of already-known resources, including CPU, memory, or
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bandwidth. Thus, alternations of the cloud infrastructure, leading to the adoption of new
resource types, are not considered.

The adaptability in terms of resource management has also been considered in the
broader scope of energy systems. For instance, in [16], authors introduced a Reinforcement
Learning (RL)-based adaptive energy management model optimizing the energy utilization
for a group of islands that utilize renewable energy sources. The energy transmission in the
considered environment was realized by the electric propulsion vessels. The model was
based on the discrete-continuous action space combining two parallel actor networks. Its
states combined information about the electric load, input from renewable energy sources,
the capacity of the storage and the capacity of electric propulsion vessels. The effectiveness
of the model was proved in four different use cases. However, none of them modelled
emergency situations. Specifically, in the considered environment, additional restrictions
put on the transmission of energy may come from the fluctuating weather conditions
that could reduce the availability of safe shipping routes. Moreover, the presented model
is strictly domain-specific (similarly as in work [17]), and as such, it would be difficult
to generalize it to other energy systems. Similarly, the introduction of new knowledge
within the proposed model (e.g., new type of electric propulsion vessels with different
characteristics) could require significant modifications to the algorithm’ flow.

In the generalized context, on-demand adaptability has been studied in terms of agent
systems, among others, in work [18] that proposed an ontological and semantical approach
to the management of virtual organizations. Specifically, the authors studied the adaptability
of agents in terms of both (1) the adaptation of the organization’s knowledge and (2) the
modification of internal agents’ behaviors. The latter adaptability aspect was also considered
in [19], which facilitated the implementation of “agent intelligence” using a semantic-based
approach. The concepts presented in all of these works could be potentially applied in support
of the aspect of resource management; however, they need to be tailored (especially considering
current technological standards) to provide a full scope of adaptation.

A review of the existing literature, in the area of resource management and alternation,
reveals a gap in the adoption and management of new knowledge. In particular, none of
the works directly addresses the problem of on-demand addition of new types of resources,
specifically in terms of (1) adapting the system to support their full handling, as well as
(2) verifying their attributes’ suitability against the client’s requirements. Finally, the ability
to adapt the system “on the fly” has not been considered.

In particular, to illustrate the issue, let us discuss an example in which an unknown
resource type, a server with a Graphical Processing Units (GPU), is introduced to the
system. As the servers with GPUs, up to this moment, have not been present, the system
does not have any defined “rules” or behaviors to effectively manage them, especially to
integrate their usage into current system strategies (such as energy optimization strategy).
For example, it may be beneficial for the system to change the server’s selection method
so that the presence and the amount of GPUs contribute to the servers’ prioritization. On
the other hand, there is also the possibility that the estimation of the compatibility of the
GPU-equipped server with the client’s job requirements may differ from the estimation
applied to other types of servers (since GPUs have different characteristics than CPUs). In
some more complicated cases, it can also happen that introducing a processing unit with a
new resource type may require changing or including a new energy consumption model.

While some of these scenarios can be resolved by feeding the system with manually
defined parametrized configurations (similarly to the approach introduced in [10]), the
others require modification of the entire behavior of the system at the code-base level.
The latter cases were not addressed in current research, and, as such, handling them
would involve stopping the system, applying modifications and then running it again.
This approach, however, is prohibitively expensive, as well as not suited to handling time-
critical situations (e.g., changing resource management strategies in order to prevent system
failures or adapt to current energy market trends). Hence, the framework introduced in this
article, focuses specifically on covering such cases by proposing a novel approach which
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gives a possibility of flexible runtime modifications of system behaviors applied upon
a new system’s knowledge acquisition/modification. However, before proceeding with
the description of the developed method, let us introduce the specificity of the resource
management process used in EGCS.

3. Resource Management in the Extended Green Cloud Simulator

The EGCS is a scalable multi-agent system, designed to simulate distributed cloud
infrastructures, utilizing (at least in part) green energy sources (for more details, see [4]). In
this context, the modelled topology of the cloud is divided into sub-regions (potentially
belonging to separate owners), in which the system processes, including resource manage-
ment, are handled locally in a decentralized manner. Here, let us recall that the developed
system is represented by six types of agents.

1. Client Agent (CA)—represents the client’s job execution demands.
2. Scheduler Agent (SCHA)—receives the clients’ jobs and is responsible for their schedul-

ing and prioritization.
3. Cloud Network Agent (CNA)—represents the regional manager that owns one or more

servers, and is responsible for job execution management within a given region.
4. Server Agent (SA)—represents a processing unit that receives job requests from CNA

and is responsible for their execution. It powers the jobs using either: (1) energy
coming from connected green energy sources, or (2) “back-up power” produced by a
non-renewable, emergency power generator.

5. Green Energy Source Agent (GSA)—represents a green energy source that supplies
servers with power. It evaluates the available amount of energy, based on the current
weather conditions obtained from the monitoring unit.

6. Monitoring Agent (MA)—fetches the information about weather forecasts and passes
that information to the connected GSA.

The hierarchy, and the connections between these agents, are represented in Figure 1.
It should be noted that the architecture of the system enforces that the agents are able to
communicate directly only with the ones that are “one level below” (and “one level above”)
in the hierarchy. Therefore, SCHA is communicating with CNAs, CNAs are communicating
with connected SAs, while SAs communicate with GSAs.

Figure 1. Architecture of the agent system in EGCS.

The information about the resources, available in the system, is stored in two types of
agents: SAs and CNAs. SAs are initialized along with the information about the resources



Energies 2024, 17, 780 6 of 26

(e.g., CPU, memory) that are available to execute clients’ jobs. They have access only
to the information about their local resources and do not know the resources of other
servers within a given region (as depicted in Figure 1). Their responsibility is to control
the resource usage and handle events, such as power overflow, drops in energy supply, or
unexpected internal server errors. SAs do not directly manage the resource allocation. The
responsibility of assessing which server resources should be allocated for which job lies on
the side of CNAs.

CNAs hold information about both (1) aggregated resources available within a given
region and (2) the resources of each individual server. The process of selection of the server
for the execution of the given job is presented in Figure 2.

Figure 2. Process of allocating the resource for the job execution.

When CNA receives a message requesting it to execute a job, first, it evaluates if the
aggregated resource pool (i.e., all resources available within a given region) matches the
specified job demands (step 1, in Figure 2). In particular, during the process of matching,
CNA verifies if the region contains resource types, for which the client’s demands have
been explicitly stated. For example, if the resource demand was specified for the “CPU”
and its attribute “clock speed”, then if a corresponding region does not have a server, which
provides that information, a given job is rejected. Note, that this process is similar to the
matching process between SLAs on the client and the provider sides and could be applied
to other types of demand-response systems as well.

In cases when the match was found, for all resources requested by the client, CNA
proceeds to the next step (step 2, in Figure 2), which evaluates the sufficiency of resources
of the individual servers. The resources must be evaluated separately, for each SA, because
of the assumed heterogeneity of individual processing units. Performing this operation
locally, within the CNA, improves the scalability of the system, since it minimizes the
number of messages exchanged between CNA and SAs.

The group of SAs, with sufficient resources, is asked to evaluate which of them is able
to execute a given job (step 3, in Figure 2). The pre-selection of the server cannot happen
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without this step, since SAs have to communicate with GSAs, to establish the availability
of energy. Recall that CNA cannot access that information directly, due to the hierarchical
structure of the system (Figure 1).

When CNA receives the SAs proposals, it proceeds to the selection of SA that is going
to be allocated for job execution (step 4, in Figure 2). The selection of SA is facilitated by
triggering a corresponding rule (see Section 5.2), responsible for performing a comparison
between different SA’s offers. By utilizing such an approach, the comparison logic and the
criteria can be dynamically interchanged, depending on the current system conditions (e.g.,
changing energy availability).

Finally, a proposal to execute a job by a chosen SA is passed to SCHA (step 5, in
Figure 2), which selects among available offers.

As can be noted, the core of the resource management is carried out in a decen-
tralized manner by the CNAs. Therefore, modification of system resources, conducted
by adding/removing the SAs or changing their internal structure, requires updating the
knowledge base of CNAs. Moreover, the process of knowledge acquisition/modification
involves not only updating information about available resource types but also adapting
the approaches used to handle new resources (e.g., evaluating resource sufficiency). Ad-
ditionally, the adaptation may need to be performed specifically for the selected system
region, without influencing the remaining components of the infrastructure. To address
that, a resource representation model that facilitates EL has been proposed, as described in
Section 4.

4. Generalized Resource Representation Model

The generalized resource model, conceptualized in this work, allows for the on-demand
definition and injection of new types of resources without the necessity of changing any part
of the existing system logic (i.e., without requiring the system to be rebooted). Moreover, the
objective was to support the full heterogeneity of resources, defined in different processing
units, system regions, as well as in the client demands. In this context, the following
high-level assumptions have been made.

Assumption 1. Each resource type (e.g., CPU, memory) is composed of one or many resource charac-
teristics that describe its individual attributes (e.g., amount, processor type, dual-core support, etc.).

Assumption 2. The units specifying resource characteristics (e.g., “core” in case of the “amount” of
“CPU”) are not standardized, and may differ between processing units or client demands.

Assumption 3. Each resource type that belongs to the given processing unit has to be assigned a
unique name (e.g., two resource types with the name “CPU” cannot be assigned to a single processing
unit at once). Similarly, within a single resource type, the names of its characteristics must be unique.

Assumption 4. The characteristics of resources with the same name, assigned to different processing
units, may differ (e.g., “CPU” resource of Server1 may have characteristic “SSE3 support” while

“CPU” resource of Server2 may not have that defined).

Assumption 5. The way of handling a given resource type is defined by the processing unit that
introduces a given resource in the cloud infrastructure (e.g., after the server maintenance or when
the server is being added to the system).

Assumption 6. The way of handling a resource type with the same name, materializing in two
separate processing, units may differ (e.g., in the evaluation of resource sufficiency with respect to
client demands). This specifically refers to cases outlined above, where the same resource types have
heterogeneous characteristics.

The resources have been represented in an object-oriented manner. In particular, the
proposed model was made to be compatible with Java-based EGCS. Therefore, it should
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be pointed out that due to the use of a specific type of EL (i.e., MVEL [20]) that is only
compilable into Java executable code; reusing the proposed model in different languages
would require adopting other technological approaches. However, it should be noted that
while a different representation of resources may be applied, it does not require changing
the conceptual foundation of the proposed approach. Specifically, the approach based on
the use of ontologies and semantic technologies, similar to the one described in [21] can be
explored. However, this is one of several future research directions.

Based on the listed assumptions, the objects Resource and ResourceCharacteristic, prop-
erties of which have been illustrated in Figure 3, have been defined. Let us now describe
each of these objects separately.

Figure 3. Model of resource and resource characteristic representation.

The object Resource is composed of four properties: characteristics, emptyResource,
sufficiencyValidator, and resourceComparator. The characteristics property represents the
heterogeneous characteristics (attributes) assigned to the given resource type. It is defined
in the form of a map of key-value pairs (ki, vi), in which ki refers to the unique name of the
given ith resource characteristic, and vi is its corresponding ResourceCharacteristic object.

The next property, emptyResource, allows defining the representation of the given
Resource, in the case when it is being “fully occupied”. Such representation can be used
by the system, for example, when it performs the aggregation of multiple resources. This
property is being set by default to a copy of the given Resource object, with the value of the
property “amount” (if specified) set to 0. Hence, it is not required to define this property
explicitly. It has been added to the model mainly to support exceptional cases, in which the
characteristics of a given Resource are more complex, e.g., when the capacity of the given
resource is described by more than one characteristic.

Both properties, described up to this point, allow providing information on the structure
and content of the given resource. On the other hand, properties sufficiencyValidator and
resourceComparator specify the way a given resource is handled in the system. Both of these
fields are defined as single-line expressions, written in EL, specifically, MVEL. Note that by
including these expressions among properties of the individual resources, Assumptions 5 and 6
are met. Moreover, it provides the flexibility of defining the personalized resource handling
methods in the case of heterogeneous resource characteristics that may differ with respect to
the individual management policies, or the energy-related resource adaptations, performed
in different systems regions. Consequently, this implies that the proposed approach can be
easily generalized for other types of distributed systems that need to handle different, not only
resource-related, system processes in a decentralized manner.

The property sufficiencyValidator is a predicate, returning the true or false value, indicat-
ing if a given resource is sufficient to fulfil the specified resource demands. The expression
uses two parameters: (1) resource that represents a resource-at-hand, the sufficiency of
which is being evaluated, and (2) requirements, which is another Resource object, specifying
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the demands that need to be fulfilled. For example, the sufficiencyValidator of the form
“resource.getAmount() ≥ requirements.getAmount()” would mean that if the value of the
characteristic “amount” of the given resource is greater or equal to the requested amount,
then the resource fulfils a corresponding requirement.

Similarly, the property resourceComparator allows comparing two resources of the
same type. It is mainly used when the system compares resources of different processing
units, while performing selection between them. This expression behaves similarly to the
comparator, which returns values −1 (when the first resource is worse than the other), 0
(when resources are considered equivalent) or 1 (when the first resource is better). The
expression uses parameters resource1 and resource2, which correspondingly represent the
resources that are to be compared.

Let us now move to the definition of individual resource characteristics, represented by
the object ResourceCharacteristic. As presented in Figure 3, it contains seven properties: value,
unit, toCommonUnitConverter, fromCommonUnitConverter, resourceCharacteristicReservation,
resourceCharacteristicSubtraction and resourceCharacteristicAddition.

The property value refers to the content of the given characteristic. It is represented as
an anonymous object, which means that it can be of any form, including numbers, Boolean
values, or text. For example, characteristic “amount” may have value equal to 10, whereas
characteristic “processorType” may have value equal “HX”. Additionally, it is possible to
specify the unit property that corresponds to the given value (e.g., unit equal to “cores”).

In this context, since according to Assumption 2, the units in the system are not
standardized, the properties toCommonUnitConverter and fromCommonUnitConverter were
defined. They support performing operations on values originating from different sources.
Here, the understanding of “common unit” by default refers to the measures, such as bytes
and cores. However, it is not fixed and can be adjusted according to the specific needs of a
given simulation. Similarly to the previous methods, converters can be specified using EL.

The remaining properties that determine the way of handling individual resource
characteristics, are resourceCharacteristicReservation, resourceCharacteristicSubtraction and
resourceCharacteristicAddition. The first one specifies how a value of a resource characteristic
should be allocated, for example, for the execution of a client job with given demands.
The latter two define basic mathematical operations of subtracting and adding value of
ResourceCharacteristic, for example, when aggregating the resources. Specifying these
operations is necessary, since aggregation of resource characteristics into one collection
(e.g., combining two processor types to represent that both of them are available within a
given system region) may depend on a particular resource management scheme.

Leveraging the EL in the definition of the methods used to handle individual resource
types, allowed them to be dynamically compiled during the operation of the system. Conse-
quently, such an approach enables the addition of new methods, or exchange of existing
ones, along with the alteration of the resources.

Here, let us also emphasize the model’s versatility. Although it has been used to represent
the resource profile of cloud network components and the content of the SLA agreements,
the abstractions Resource and ResourceCharacteristic are arbitrary and, as such, may be applied
to other types of systems as well. For example, in the context of the energy communities,
the Resource can be used to represent smart appliances such as electric vehicle (EV) charging
stations. In such case, the emptyResource property would specify a state of the station that is
already occupied, while sufficiencyEvaluation would estimate if maximum charging capacity
(ResourceCharacteristic) meets given demands. Moreover, note that the model is not limited to
energy-related systems only. For instance, in traffic control systems, the Resource may simulate
traffic signals with cycle length as ResourceCharacteristic, while in smart hospital buildings,
Resource may refer to patient bed with ResourceCharacteristic capacity describing their amount
in a given ward.

Let us now introduce how the proposed resource model was incorporated into EGCS,
to support dynamic knowledge management.
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5. Dynamic Knowledge Management

The aspects related to dynamic knowledge management can be divided into two
distinct subareas. The first one focuses on the alternation of the knowledge base of system
agents, specifically by adding, removing or updating its content. The second area concen-
trates on the adaptation of the system’s behavior and logic, in order to adjust the operation
of the system to be able to properly process new information. Both of these areas were
addressed in the EGCS as described in what follows.

5.1. Knowledge Base Alternation

In EGCS, the adaptation of the knowledge base was related specifically to the cases
in which the resources of the SAs (within a given system region) were modified, which
required updating the knowledge of the corresponding CNA. In particular, three types
of adaptations were considered: (1) adding a new SA to the system region, (2) perma-
nently removing SA from the system region, or (3) updating the resources of existing SA.
However, obviously, these energy/resource management anchored adaptations, naturally
generalize to other classes of agent systems (e.g., in a smart energy community, it may be
adding/removing/upgrading EV charging stations).

The first two cases, in substantial part, were handled by utilizing the possibilities of
the agent management services. Specifically, the Directory Facilitator (DF) [22], offered
within the JADE agent platform [23], in which EGCS agents were implemented, was used.
The DF is a component of the agent platform, which serves as a yellow page directory,
allowing agents to register their services. As such, other agents in the system, which look
for a given service, can find which agents are able to provide it. Here, particularly useful is
the subscription mechanism [24], which allows the agents to be notified whenever a new
agent registers or de-registers a particular service.

In the context of knowledge management in EGCS, this mechanism was used to
discover newly created, or removed, SAs. In particular, each of the CNAs, in the cloud in-
frastructure, subscribes to the SA service. Similarly, each of the SAs, when being initialized,
registers its service under a given CNA name to which it is to be connected. Due to that,
the CNA receives a notification message from the DF, each time the corresponding SA is
being added to, or removed from, the system. The process of the discovery of SA, followed
by the CNA knowledge base alternation, is depicted in Figure 4.

Figure 4. Alternation of Cloud Network Agent knowledge base in response to adding new Server
Agent in a given region.

When the CNA receives a message informing about the addition of a new SA, it
updates its connections list (step 1, in Figure 4). The connection lists contain addresses
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(more particular, global names) of the agents with which the CNA can communicate.
Initially, newly added SA is not taken into consideration for the execution of incoming
jobs. First, the CNA has to obtain the information about its resources, which is carried out
by sending a corresponding request message (step 1.2, in Figure 4). Upon receiving the
response, it updates the total availability of resources within a given system region (step 2.1,
in Figure 4). It is completed in two steps. First, currently available resource types and their
characteristics are compared, using their unique names, with new resources that are to
be added to the system (i.e., resources of new SA). The objective is to add to the existing
resource structure all missing entries (e.g., adding GPU if it was not previously present).
Then, in the second step, the values of each ResourceCharacteristic, in each Resource, are
aggregated by dynamically calling the property resourceCharacteristicAddition. Afterwards,
the resources of added SA are also put into the individual SA resource list (step 2.2, in
Figure 4). Finally, after updating the CNA knowledge base, the added SA is being “activated”
(step 2.3, in Figure 4) so that it can be taken into account for the client’s job execution.

The process of the SA removal works in an analogical way. First, the SA sends the
information to the CNA to get deactivated, preventing it from receiving new job requests.
As such, it can complete all of the ongoing processes, before being removed from the system.
After completing the execution of the remaining jobs, SA de-registers its service in the DF,
and leaves the cloud infrastructure. When the CNA receives the notification, it removes a
given SA from its connection list and, by using the property resourceCharacteristicSubtraction,
updates knowledge of the total amount of available resources. Additionally, the CNA
traverses the aggregated resources to remove the resource types and characteristics, which
are no longer available in a given system region. As a result, it optimizes further assessment
of resources with respect to the upcoming clients’ demands.

The last type of knowledge base adaptation involves a runtime modification of the
resources of an existing SA. Here, it should be noted that the update of the SA’s (hardware)
resources can be carried out only when the SA is in a deactivated state so that it does not
violate existing system processes. Specifically, after the SA updates its resources, it sends the
information to the corresponding CNA, with a new resource structure inside the message
content. Upon receiving such a message, during the first step, CNA adapts its knowledge by
aligning the total available resources. This is conducted by, first, (1) subtracting the outdated
SA resources by calling corresponding resourceCharacteristicSubtraction properties, and then
(2) by adding new, modified resources, using resourceCharacteristicAddition properties.
The final step of the knowledge base adaptation involves exchanging the individual SA
resources for new ones.

After completing the adaptation, CNA operates on a new knowledge base. The suffi-
ciency of the SA’s resources is being evaluated using the corresponding sufficiencyValidator
property applied to each relevant resource type. On the other hand, when a given SA is
assigned for the job execution, its resources are marked as allocated through the use of the
resourceCharacteristicReservation property.

Note that the processes, related to knowledge base adaptation and management
are conducted by runtime compilation and execution of resource-specific handlers (i.e.,
toCommonUnitConverter, resourceCharacteristicSubtraction etc.). Here, resource-specific han-
dlers refer to both: (1) the pre-defined handlers (i.e., common system methods, such as
FROM_KI_TO_BYTES_CONVERTER, which the user can pass to, for example, toCommo-
nUnitConverter and fromCommonUnitConverter by giving their names), and (2) the ones
explicitly defined by the user (i.e., by using EL). The second type of handlers supports
the universality of the approach and can be used in the context of different types of sys-
tems since it is not implementation-dependent and can be fully specified by the user.
On the other hand, in the current implementation of the system, the definition of pre-
defined handlers is static and adapting it to specific simulation needs may require changing
the code base. The dynamic configuration of these handlers is going to be explored in
the future.
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Both types of handlers can be called from the standard, pre-defined behaviors of the
agents without the necessity of their modification. Such behaviors do not contain any
logic relevant to the current system state, since they are only responsible for executing EL
statements. However, such an approach may not always be sufficient to handle the entire
process of knowledge alternation. In some cases, the adaptation of the knowledge may
require adjusting other behaviors of the system, to maintain the efficiency of its remaining
processes. Performing these operations during system runtime involves dynamic adapta-
tion of the agents’ behaviors. One way to achieve that is by facilitating the explainable RES,
which is described in the following section.

5.2. Rule-Based Expert System in EGCS Adaptation

The initial proposal of the utilization of the RES in the dynamic modification of the
agent’s behaviors has been outlined in [25]. Let us start by recalling the most important
concept of the suggested approach.

The work introduces the RES extension to the JADE agent platform, which has been
implemented with the use of the framework EasyRules [26]. In particular, the extension
provides the implementation of agent-specific rules, facilitating the representation of the
logic of the agent’s behaviors. The rules are defined separately for each type of agent and are
encapsulated in an abstraction called RuleSet that specifies the full behavior of the specific
agent in the system. The RuleSet is referred to by its unique name, and is being stored in the
component called RulesController, with which each of the agents is being connected. The
RulesController is responsible for triggering the rules evaluation (i.e., calling RulesEngine)
that happens every time any of the agent behaviors is being executed. To identify, which
rule is to be enacted in which place, the rules are identified by their ruleTypes, and possibly,
subRuleTypes or stepTypes (e.g., when executing complex, template-based behavior, such
as Call For Proposal). It is possible to specify multiple pre-defined rule sets, information
about which is stored in RuleSetRestAPI component in the map availableRuleSets with keys
being rule sets’ names.

The RuleSet, of each selected agent, may be changed during the system runtime,
while performing the behavior adaptation. In particular, it is completed by exchanging
some of the rules, identified by the selected ruleTypes, to the new ones that correspond to
modifications in the system logic. In order to be able to perform such an operation, without
violating any of the system processes, each RuleSet is assigned its unique rule set index,
by which it is being recognized. A rule set exists in the agent’s “memory” until a process,
in which it is being used, is completed. The RulesController stores the information about
the last assigned rule index, as well as the map of indexes and rule sets that are being used
in a given moment by the agent. Figure 5 illustrates the rule set adaptation, in which the
system processes correspond to the execution of individual client jobs.

Figure 5. Process of the adaptation of rule set in the agent knowledge map.

In particular, the adaptation process proceeds as follows. When the rules of the current
rule set are being exchanged, a new copy of this rule set is created. The new rule set is
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assigned with an index obtained by incrementing the last rule set index, and then it is put
into the agent’s rule set memory map. Due to this, when a new job is sent to the system, it
is assigned to be processed by the rule set that corresponds to the last rule set index (i.e.,
the rule set containing the latest modifications). Note that the remaining system processes
are not disrupted, since the previous jobs, assigned with prior indexes, are being executed
using the old rule sets, which are still present in the agent’s memory.

The process of rule set adaptation is essential from the perspective of the EGCS, since it is
a core of the modification of system logic, initiated in response to the alternations of the agent’s
knowledge base. The necessity to perform the system adaptation may be recognized either
internally (i.e., within the agent) or externally, by sensing the environmental state changes.

The internal recognition of the need of the system adaptation is based on the evaluation
of the agent’s state, after the knowledge base has been altered. Let us take as an example the
alternation of the CNA knowledge, corresponding to the case in which new SAs resources
are being added. Furthermore, assume that the newly added SAs operate on new generation
processors. After the knowledge base of a given CNA is changed, it performs the assessment
of new resource availability. It may recognize, that newly added SA is going to be more
efficient in the job execution. As such, in case of execution of long-term jobs that have
higher power and resource demands, its selection would be more optimal. Therefore, CNA
may decide to adapt the SA comparison factors, to align them with the updated knowledge
base. This is carried out by creating a new rule, encompassing the revised selection criteria,
and exchanging it with the currently applied rule, so that it can be used to newly upcoming
client jobs.

On the other hand, the external perception of adaptation is facilitated by sensing
the environmental events. Such events impact the agent’s knowledge about the current
environmental state (e.g., sudden change in weather conditions), and impose changes in
the agent’s behaviors. Note, that perception of external events is an essential aspect of
different kinds of systems (e.g., detection of changes in bidirectional flows of energy in
smart grid), and since the concepts proposed in this work are sufficiently generalized, they
can also be applied to other application domains as well.

In order to understand, how the environment is being sensed in the EGCS, it is
necessary to recall the architecture of the agents, proposed in [25]. Figure 6 presents its
most important components.

Figure 6. Architecture of EGCS agents.

Here, each agent consists of three components: (1) JADE Agent, which encapsu-
lates core agent-specific methods (e.g., behaviors) offered by the JADE agent platform,



Energies 2024, 17, 780 14 of 26

(2) AgentProps, which stores the information about the current agent state, including agent
knowledge, and (3) AgentNode, which serves as a connector between the agent entity and
its environment (e.g., Graphical User Interface).

Note that the proposed architecture may be used in any type of agent system that is
based on the JADE agent platform. All components of the model are fully abstract and do
not contain any fields related to some domain-specific application. For a more detailed
description on each of these components and their interactions, see [25].

From the perspective of the external events perception, the most important component
is the AgentNode. It is connected to the environment via “sensors” (i.e., connectors, marked
in red color in Figure 6) that, from the technical point of view, are implemented in a form of
a dedicated WebSocket.

In the context of EGCS, the user can simulate and send the events to the WebSocket
using the Graphical User Interface (GUI), which makes it possible to provide data relevant
to a specific event. However, implemented functionality is extendable and, after proper
reconfiguration, can be used in any kind of agent system (e.g., restaurant recommendation
system proposed in [25]) that relies on the agent model architecture proposed in Figure 6.

The retrieval of new events is conducted as follows. When the AgentNode receives
an external event via the WebSocket, it puts it into a separate EventQueue that is placed in
the AgentProps component. Each of the EGCS agents periodically executes the behavior
responsible for retrieving the last event from the queue. If the queue is not empty, and
a new event has been registered, the agent triggers a rule responsible for its handling.
Correspondingly to the event that was registered, the executed rule modifies the agent’s
knowledge about the environment. For example, in case of weather fluctuations, it may
lead to switching the SAs from the use of the green energy, to the use of the “back-up
power” (e.g., a battery or a standard power source).

6. Tests of the Implemented Solution

For a better understanding of the presented considerations, let us demonstrate the
implemented approach for the three different use case scenarios. (1) Addition of a new type
of hardware resource. (2) Modification of existing system resources. (3) Dynamic changes
in the prices and individual client preferences. Here, it should be noted that each of these
scenarios were introduced primarily to give a context of possible real-life situations in
which the proposed approach can be applicable. For the sake of simplicity, the simulations
developed in EGCS were focused on resource and knowledge management aspects; hence,
the reasoning process of decisions undertaken (e.g., analysis of the market which led to
introducing new resource type) in each of the three presented use cases was not explicitly
implemented. However, if necessary, it could also be modelled using EGCS by specifying
corresponding agent rules.

6.1. Scenario 1: Addition of New Hardware Resources

In the first scenario, the increased market demand for a particular hardware resource
type entails its introduction in a selected system region. In particular, let us consider the
following case.

Assume that in the cloud market, there are two main companies: company ABC
and company CAB. The company CAB, among its available resources, owns the GPU.
Consequently, since there is a high demand for GPUs in the current market state, CAB
generates a high level of profits. Based on that, the company ABC, after conducting a market
analysis, determines that owning the latest generation GPU processors, from vendor X,
would be highly beneficial. In addition, it confirms that it has sufficient energy availability
to support the addition of a new component to its infrastructure. Therefore, it decides to
add processors with GPU to its resource portfolio.

The presented business case can be modelled in EGCS, using the agent system whose
topology is presented in Figure 7.
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Figure 7. Topology of the system used in Scenario 1.

The system consists of two regions represented correspondingly by CNA1 and CNA2,
which refer to two different cloud provider companies (CAB and ABC). In the region of
CNA1 there are two servers: Server1 and Server2 (belonging to CAB). On the other hand, the
region of CNA2 includes a single server—Server3 (owned by ABC). The resources available
in each of the SAs are presented in Table 1.

Table 1. Hardware resources of servers in Scenario 1.

Server Name CPU Memory Storage GPU

Server1 1000 cores 2 TB 1 TPB —
Server2 1000 cores 2 TB 1 TPB 40 kCUDA cores
Server3 1000 cores 2 TB 1 TPB —

It can be noted that the only server, which allows leveraging GPU is Server2. As such,
the client jobs, which demand to be executed using GPU(s) can only be assigned to the
servers in the CNA1 region. The fact that client jobs are being consecutively assigned to
Server2 can be monitored and analyzed using the statistics displayed on the GUI.

When the company ABC decides to add a new resource to its portfolio, agent Server4 is
created and introduced in the region of CNA2. In order to create the SA and specify its resource
profile, the user inputs the data to the form within GUI, which later on sends the information
using the corresponding WebSocket to the agent platform that initializes the agent container.
For this scenario, the characteristics of a newly added server are presented in Table 2.

Table 2. Hardware resources of Server 4.

CPU Memory Memory → VRAM GPU

10 cores 10 GB 256 GB 30 kCUDA cores

Here, note that the CNA2 did not have prior knowledge about the GPU resource type.
Moreover, let us also assume that adding Server4 is also associated with the introduction of a
new memory characteristic—VRAM, which was not previously specified in any component
within the entire system. As such, it requires to perform the modification of the current
system knowledge.
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After adding Server4 to the cloud infrastructure, CNA2 received a corresponding
notification, as depicted on the system logs in Figure 8. It indicates that Server4 was able to
register its service in DF, a message of which was passed and received by CNA2.

Figure 8. System logs presenting the recognition of Server 4 in CNA 2.

The comparison of the knowledge of CNA2 before and after the addition of Server4
is presented in Figure 9. Here, it can be observed that CNA2 has properly updated its
knowledge base (using an approach introduced in Section 5.1). In particular, it added the
VRAM resource characteristic and the GPU resource type.

Figure 9. Before and after of the CNA 2 knowledge adaptation.

Let GPU-Client be a new client, which is “just” joining the system. The initialization of
such clients was also carried out using the corresponding form in GUI. It wants to execute
a job with the requirements as presented in Table 3.

Table 3. Hardware requirements of GPU-Client job.

CPU Memory Memory → VRAM GPU

10 cores 10 GB 10 GB 3 kCUDA cores

Since Server4, associated with CNA2 (company ABC), offers a GPU of a newer genera-
tion than Server2 present in CNA1 region (company CAB), it has a lower job execution price
(calculating the job execution price can be specified in a particular rule added as part of the
current system’s rule set). Therefore, it was selected for the execution of the GPU-Client
job as illustrated in Figure 10. Note that a similar effect could be caused by the fact that
CNA2 just joined the ecosystem and does not have (too many) jobs that it is committed to
executing. Hence, it can offer a number of other advantages, e.g., the immediate start of job
execution and/or faster task completion. While these criteria have not been implemented,
their addition would be equivalently simple by modifying existing rules.

Overall, this means that CNA2 was able to properly evaluate the sufficiency (and,
possibly, “attractiveness”) of the resources of Server4 by utilizing its corresponding sufficien-
cyValidator property that was specified in EL during the Server4 creation.
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Figure 10. Allocation of Server 4 for the execution of GPU-Client job.

This first use case has demonstrated that the implemented approach is capable of ac-
curately updating the knowledge base of pertinent system agents. Moreover, the provided
EL handlers facilitate the dynamic management of new knowledge in processes such as
resource sufficiency evaluation, and resource allocation. Let us now move to the second
scenario, which will present the alteration of the system knowledge in response to the
maintenance of the processing units.

6.2. Scenario 2: Modification of the Existing System Resources

The second use case illustrates a situation in which the energy availability in a particu-
lar system region increases. Let us again consider a company ABC, which, in the context of
green energy, relies primarily on its owned wind farms.

Assume that in the initial system state, current weather conditions impose limitations
on the available energy supply. Therefore, the processing units owned by the company
ABC can only support processors of the Intel Xenon 8280 type. The company cannot
increase the number of available processors nor upgrade them to the newer generation
(with higher efficiency), due to their high power consumption, which is beyond current
energy limitations.

However, consider that after some time, the weather in the geographical region
of company ABC has changed, leading to an increase in the energy potential. To gain
maximum profit from this situation, company ABC decided to add two additional wind
turbines in a region of wind farm Z. As a result, it becomes possible to employ more
powerful resources in the system.

Furthermore, assume that one of the company nodes (node X) was reaching the limit
of its hardware replacement cycle. Therefore, after considering both of these factors, the
company made a decision that node X should be upgraded. The node was gratefully
taken down from the system, and all of its old 2000 processors were exchanged with new
4000 processors of the Intel Xenon 8380 type.

In the EGCS this scenario can be represented by an infrastructure with a single CNA
(company ABC) (as depicted in Figure 11) that has two SAs: Server1 and Server2.

Figure 11. Topology of the system used in Scenario 2.
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The resources of both of the servers are presented in Table 4. In this case, the CPU of
each of the processing units have two characteristics: “amount” and “type”.

Initially, both of the SAs have the same processor type, namely Intel Xenon 8280. Let
Wind3 represent a wind farm Z for which the weather conditions changed and additional
wind turbines were added, and let Server2 be the representant of node X.

Table 4. Hardware resources of servers in Scenario 2.

Server Name CPU Memory Storage

Amount Type

Server1 1000 cores Intel Xenon 8280 5 TB 2 TPB
Server2 2000 cores Intel Xenon 8280 2 TB 1 TPB

The process of performing the maintenance of Server2 can be simulated in the EGCS
using the GUI as presented in Figure 12.

Figure 12. Runtime modification of Server2 processor.

First, Server2 is disabled using a dedicated event button (part 1 of Figure 12) available
after pressing a Server2 node on the graph. The event is sent from the GUI to the AgentNode
corresponding to Server2, which triggers a graceful server disabling process, described in
Section 5.1. The results of successful Server2 disabling can be observed on GUI (part 2 of
Figure 12). It is indicated by the appearance of the “off” icon on top of the Server2 node.

In the next step, its resources are exchanged (part 3 of Figure 12) by providing in-
formation about new resources in a dedicated resource form. Additionally, the resource
form allows the specification of the handlers that are going to be used to manage the new
processor type, which, in the case of Server2, is depicted in Figure 13.

In particular, associated with the new processor type, (1) addition, (2) removal, and
(3) sufficiency evaluation methods have been defined. The processor type addition is achieved
by concatenating its name, enclosed in square brackets, to the existing string of other processor
type names. On the contrary, the removal is carried out by subtracting a given name from the
string. Next, the evaluation of resource sufficiency is performed by the verification if the client
has specified a demand for a particular processor type, and if so, if the value of this demand is
equal to Intel Xenon 8380. All handlers are specified using EL syntax.
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Finally, all of the modifications are saved, and the results of the adaptation are dis-
played, as shown in Figure 14.

The results indicate that all of the adaptation processes were performed successfully.
The resource adaptation request was correctly passed through the WebSocket, to the Server2.
Afterwards, Server2 successfully modified its internal resources (according to the process
introduced in Section 5.1). And finally, the corresponding CNA adapted its knowledge base,
by changing the Server4 processor type. Figure 15 presents the state of the CNA knowledge
before, and after, the Server2 adaptation.

Figure 13. EL handlers specified for managing new Server 2 knowledge.

Figure 14. Results of modification of Server2 resources.

Figure 15. Results of the adaptation of CNA knowledge.

Note that the CNA, by using a predefined resourceCharacteristicAddition property, was
able to properly manage the resource aggregation, which combined two separate processor
types into a single string. Moreover, the number of available CPU cores has also increased.

The two scenarios considered up to now illustrated that the proposed approach can
be effectively facilitated in cases when the variability of the simulated ecosystem requires
on-the-fly knowledge base alternations. Let us now describe the last example, which
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focuses on dynamic modifications to agent behaviors, in response to the indirect effects of
knowledge adaptation.

6.3. Scenario 3: Dynamic System Pricing and Personalized Client Preferences

The third scenario introduces dynamic system pricing and personalized client prefer-
ences. In particular, consider a case in which there are two companies: company ABC and
company CAB. Both of them own the resources in two separate geographical locations.

Assume that initially, the environmental weather conditions in the region of company
ABC are stable, and hence, the amount of energy produced is sufficient to ensure the execution
of the jobs with green energy only. However, after some time, the weather forecast in that
region indicates that the weather conditions are going to deteriorate (from the point of view of
green energy generation). Consequently, the local centre, responsible for the management of
regional resources of company ABC, receives an alert informing about the predicted power
drop. In response, the company has to react and appropriately adjust its processing units so
that they switch from the usage of green energy to the “back-up power”.

The emergency strategy that is considered (in this use case) is as follows. Before the
actual power drop occurs, the servers should be assigned only for the jobs which have a
predicted execution time that is shorter than the time until the expected power reduction.
On the other hand, during the power drop, the servers should execute only these jobs for
which client(s) do not demand the usage of green energy (since, by default, they are going
to use “back-up power”). Moreover, due to that, the company also has to adjust the prices
for new job execution since it is assumed that the cost of using non-renewable energy is
cheaper than the cost of the use of green power.

The topology and resources of the cloud infrastructure, which models the aforemen-
tioned scenario, are the same as in the case of Section 6.1. The CNA1 represents the regional
manager of company ABC, which receives an alert about the power drop. The event is
triggered using the event button available on the GUI as presented in Figure 16.

Figure 16. Button allowing to generate weather deterioration event.

When AgentNode of CNA1 receives an event from GUI, it triggers a rule respon-
sible for behavior adaptation. After the rule is triggered, it puts into the set of facts
(i.e., information passed among the rule) the time of predicted power drop received in
data obtained from WebSocket. Afterwards, it selects from the pre-defined available
rule sets (see Section 5.2), the ones with names WEATHER_PRE_DROP_RULE_SET, and
WEATHER_DROP_RULE_SET.

The first rule set contains modifications that are to be applied before the power drop
occurs. In particular, the rule set is composed of a single rule that defines a method
of assessment (in CNA1) if an upcoming client job is to be accepted. An assessment
mechanism compares the execution time of the job with the amount of time left until the
power reduction (information about which is retrieved from stored facts).

On the other hand, the second rule set is to be applied when the power reduction starts.
It contains modified rules applicable to servers owned by CNA1 (i.e., Server1 and Server2).
In particular, the rules exclude from the behaviors of SAs, the steps of the job execution
process and server assignment that involve communication with GSAs. After applying
these rules, Server1 and Server2, by default, assign jobs to the execution with “back-up
power”. Moreover, the WEATHER_DROP_RULE_SET also has a rule which modifies the
method of pricing in both servers.
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The CNA1 firstly, changes its rule set to WEATHER_PRE_DROP_RULE_SET (see
Section 5.2). This is carried out right after the alert event is received. In order to apply a
new rule set, CNA1 begins by sending the information to Server1 and Server2 that a new
rule set is to be applied. Upon that, Server1 and Server2 inform about the new rule set
their underlying green sources (i.e., Wind1, Solar1, Wind2 and Wind3). The CNA1 starts
operating on a new rule set only when it receives responses that all agents in its region
have successfully adopted a new rule set. Note that this procedure prevents coordination
issues that may occur due to delays in communication between agents.

The transition to the second rule set (i.e., WEATHER_DROP_RULE_SET) is scheduled
using extended RES JADE-based WakerBehaviour (for more details see [25]). The behavior
is triggered exactly at the time of the power drop, using information stored previously as
facts. Switching to WEATHER_DROP_RULE_SET is conducted in the same manner as in
the case of WEATHER_PRE_DROP_RULE_SET.

Figure 17 illustrates that the SAs were able to correctly switch their behaviors, firstly,
to the WEATHER_PRE_DROP_RULE_SET, and then to WEATHER_DROP_RULE_SET.

Figure 17. System logs reflecting the successful exchange of Server 1 and Server 2 behaviors.

The result of the application of the adapted logic used in the evaluation of job lengths
in CNA1 is presented in Figure 18. As can be noted, CNA1 properly rejected the job,
execution of which would go beyond the remaining time until the power drop.

Figure 18. System logs reflecting that CNA 1 rejects the jobs for which execution is too long.

Adaptation of the strategy can also be observed on the cloud infrastructure graph
(Figure 19). A “green battery symbol”, displayed on the graph node of Server2, indicates
that the “back-up power” is being utilized. Simultaneously, a gray color of the node of
Wind3 shows that it is inactive.

Figure 19. Adaptation of the system illustrated on the cloud infrastructure graph.

Moreover, as depicted in Figure 20, it can be seen that Server1 and Server2 properly applied
the new job pricing criteria (here, they lowered the price) for the upcoming clients’ jobs.



Energies 2024, 17, 780 22 of 26

Figure 20. System logs indicating successful adaptation of pricing criteria for Server 1 and Server 2.

Since the price of the job execution is used as a primary criterion for the server selection,
most of the upcoming jobs are executed in CNA1 system region (i.e., by processing units of
company ABC). However, consider now a new client, called GreenClient, which puts more
value on the execution of the job with green energy rather than on the job execution price.
Therefore, she is willing to pay more so that his job will be executed in the region of CNA2
(i.e., the region of company CAB, which still has green energy available). For the purpose
of the simulation. the preference of GreenClient was specified using the GUI, as presented
in Figure 21.

Figure 21. Specification of individual client pricing preference.

When the SCHA received a job execution request from GreenClient, it modified its
rule set by initializing a dedicated rule, responsible for performing the personalized offer
comparison. The system logs, indicating a successful adaptation of SCHA behaviors, are
presented in Figure 22.

Figure 22. System logs presenting application of custom offer comparator for GreenClient.

After collecting all job execution offers for GreenClient, the SCHA selected Server3,
which is the only server that, in the current system state, was not affected by the weather-
caused power disruption (offers green energy for job execution). Figure 23 shows the
information of the execution of GreenClient job in Server3.

Figure 23. Information about GreenClient job being assigned for execution using Server 3.

Overall, this scenario has proven that the system is able not only to alternate the agents’
knowledge base, but also perform the consecutive adaptation of their behaviors. Moreover,
the example, in which personalized client’s preferences were applied, proves that the
proposed representation of demands allows for defining more complicated specifications
of the requirements. This can be specifically useful, when considering the construction
of more complex SLAs, both on the client side and the provider side. Furthermore, this
concept may easily go beyond the considerations of the cloud, e.g., in the context of smart
buildings, it could be used to specify any complex requirement, such as personalized
workspace adjustments.
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7. Concluding Remarks

The main goal of this contribution was to provide an in-depth discussion of the
proposed approach that facilitates the dynamical management of agent knowledge and
allows on-the-fly agent system behavior adaptation. Specifically, an object-oriented model
of resource representation, in which the EL were used to specify methods tailored to
handle arbitrary resource types, has been proposed. Additionally, by using a rule-based
representation of the agent’s behaviors, it was possible to further extend the scope of
knowledge base modification, to take into account cases in which the system logic has to
be adapted within a working system.

The developed model was incorporated into the existing Extended Green Cloud
Simulator, to assess its feasibility in facilitating knowledge management of cloud infras-
tructures. In this context, the proposed method addresses the problems inherent to cloud
environments’ unpredictability. Specifically, the approach offers a promising solution to
dynamically control and optimize the aspects related to energy and power availability.

Moreover, since the developed model is generalized and modular, it can be further
used as a basis for other types of systems, the primary concern of which involves resource
management. Here, the term “resource” is subjective and, may not refer only to hardware
resources. For example, it could be perceived in terms of human resources (e.g., in compa-
nies and organizations), natural resources (e.g., agriculture systems), social resources (e.g.,
social connections and different volunteer groups in community organizations) or other
types of SLA contracts specific to given domain fields (e.g., smart energy communities,
smart buildings).

As part of the introduced approach, the methodology for facilitating runtime system
adaptation was proposed. The incorporation of the EL and the RES enabled the dynamic
modification of the system logic, which, in particular, could streamline the resource man-
agement process. From the practical perspective, the approach can be incorporated into
systems which analyze different strategies and behaviors in time-critical emergency situa-
tions. On the other hand, from the scientific side, the presented consideration addresses the
area of research in fully adaptable resource management, which, up to now, has not been
extensively studied. The majority of the approaches presented in the current state-of-the-art
puts a focus on the restricted space of possible modifications that can be enacted on the
systems. In particular, they consider either (1) changes in system resources that have been
specified beforehand (as in MAPE-K-based resource adaptations) or (2) control knowledge
of the system by using parametrized configurations. As such, the methodology introduced
in this work broadens this scope by enabling modelling cases in which new, previously
unknown knowledge is added to the system during runtime. The term knowledge refers
here to both new system resources and new system behaviors. By combining these two, the
proposed approach allows for modelling complex cases, which would not be possible by
considering only one of these aspects.

Moreover, note that by facilitating the RES, the system’s decisions and behaviors are
fully explainable. It can be an essential factor used to tailor given system strategies, based
on the assessment of results obtained from consecutive simulations. For systems focused
on energy and power control, making explainable decisions can contribute to the social
acceptance of smart systems.

Potential further enhancements to the developed model will be primarily focused on
language independence and extendability. The current implementation can only be used
in Java-based systems; therefore, adapting it to other types of systems requires substantial
changes in the technology selection. For example, MVEL can be used only when referring to
Java, and other EL may behave in a different way during their compilation. Additionally,
the current approach may be directly applied only to the agent systems that are based on
the JADE agent platform since it is a core of the RES extension. Furthermore, the object-
oriented representation does not allow extending the model by adding additional properties,
restricting the simulation to a pre-defined set of handlers. It also poses a limitation in terms
of representing resource characteristics’ values being structures, such as lists, sets, etc.
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Moreover, other alternatives to the direct representation of user-defined handlers should
be explored. Even after generalizing the model to be language agnostic, usage of any kind of
EL requires the user to have a basic understanding of the programming languages. Therefore,
a valuable area of research would involve improving the current model in a way that would
allow the user to specify preferences and behaviors using more “natural language”. This
would, however, require introducing, in the system, a next layer of abstraction. Such a
research direction could possibly involve exploring areas of Natural Language Processing
(NLP) in terms of translating and interpreting human language instructions [27].

Due to those factors, the future plans are to place more emphasis on the aspect of formal
knowledge representation. Additionally, the conceptualization of more user-friendly and
human-understandable approaches is to be explored. In terms of the EGCS, the implemented
approach is to be used in the assessment and comparison of different allocation strategies [28].
The implementation of the EGCS and described extensions can be found under https://github.
com/Extended-Green-Cloud/green-cloud (accessed on 1 February 2024).
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