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Abstract: The penetration of electric vehicles (EVs) in vehicle-to-grid (V2G) interaction can effectively
assist the grid in achieving frequency regulation and peak load balancing. However, the customer
perceives that participating in V2G services would result in the additional cycling of the battery
and the accelerated aging of the EVs’ power battery, which has become a major obstacle to the
widespread adoption of V2G services. Most existing methods require long-term cycling data and
battery parameters to quantify battery aging, which is not suitable for the V2G scenario with large-
scale and short-time intervals. Consequently, the real-time and accurate quantification of battery
aging for optimization remains a challenge. This study proposes a charging scheduling method for
EVs that can accurately and online quantify battery aging. Firstly, V2G scheduling is formulated as an
optimization problem by defining an online sliding window to collect real-time vehicle information
on the grid, enabling online optimization. Secondly, battery aging is more accurately quantified by
proposing a novel amplitude-based rain-flow cycle counting (MRCC) method, which utilizes the
charging information of the battery within a shorter time period. Lastly, an intelligent optimization
algorithm is employed to optimize the charging and discharging power of EVs, aiming to minimize
grid fluctuations and battery aging. The proposed method is validated using a V2G scenario with
50 EVs with randomly generated behaviors, and the results demonstrate that the proposed online
scheduling method not only reduces the EFCC of the battery by 8.4%, but also achieves results close
to global optimization.

Keywords: smart scheduling; electric vehicle; vehicle-to-grid; battery aging

1. Introduction

From the perspective of the global development trend of the new energy vehicle
industry, the large-scale deployment of electric vehicles (EVs) utilizing renewable energy
can effectively reduce carbon emissions [1]. In this context, it has ushered in a climax of
the industrialization of environmentally friendly and energy-saving vehicles, with new
energy vehicles as the main focus. The large-scale integration of EVs will bring significant
changes to the overall architecture of the power system. As EVs spend a significant amount
of time in parking and charging states [2], it provides a possibility for EVs to participate
in grid regulation [3]. EVs’ batteries not only provide energy to the onboard powertrains
but also serve as an energy storage resource (ESS) to supply energy to the grid. Therefore,
the vehicle-to-grid (V2G) interaction between EVs and the grid has attracted much interest
from academia and industry.

However, achieving deep integration between the power grid and EVs is still challeng-
ing. There have been many studies to promote V2G technology in the recent decade [4,5].
In [6], the authors integrated EVs into the smart grid using a multi-agent reinforcement
learning (MARL) approach to optimize peak load management and enhance grid stability.
In [7], the authors considered the uncertainty of photovoltaic (PV) and wind power gen-
eration, and established a two-stage model to reduce the cost of network operation and
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pollution emission. In [8], the authors adopted exact and heuristic approaches to solve EV
scheduling and optimal charging problems. In [9], the authors focus on optimizing coordi-
nated schedules for recharging electric buses to enhance charging efficiency and operational
cost-effectiveness. In [10], the authors design a robust charging positioning system for
electric buses to maintain operational continuity in the event of a charging station failure.
The proposed model optimizes the charging plan and considers the mirroring behavior
between the primary and standby routes to enhance system resilience in a dynamic envi-
ronment. The coordinated scheduling of electric vehicle charging involves optimizing the
timing and location of charging stations to efficiently meet the charging needs of EVs. The
methods presented in [11] aim to minimize waiting times, reduce energy costs and enhance
the overall user experience during the charging process. In [12], the authors solve the
electric vehicle routing problem with time windows and charging stations. These studies
show that V2G enables the bidirectional interaction between the power grid and EVs, which
can be utilized to provide power balancing [13,14], reducing grid operation costs [15] and
bringing significant benefits to users and the grid [16]. However, the frequent charging
and discharging behaviors of EVs in V2G interactions can lead to increased battery cycling,
resulting in battery aging [17], which is a major concern for user engagement in V2G.

The aforementioned studies overlook the impact of battery aging on V2G scheduling,
which directly affects user participation willingness. Scheduling the charging and discharg-
ing behaviors for EVs represents a viable approach to mitigate battery aging among EVs
engaged in V2G operations. Some literature investigates the impact of V2G services on
the lifespan of onboard lithium batteries through real-life experiments. In [18], the au-
thors conducted V2G experiments on lithium iron phosphate (LiFePO4, LFP) batteries.
Tests were performed on batteries with different discharge depths, and it was found that
the impact of energy throughput on battery aging was higher than that of cycling depth,
regardless of whether V2G services were involved. Therefore, due to the higher energy
throughput provided by V2G services, higher degradation was observed. On the other
hand, the authors [19] tested nickel cobalt aluminum batteries (LiNixCoy Alz, NCA). The re-
search found that vehicles providing V2G services twice a day had the highest level of
capacity degradation, resulting in a battery pack lifespan of less than 5 years.

Some studies suggest that through proper and effective scheduling and regulation,
the impact of V2G services on battery aging can be reduced, and even profitability can be
created for users. In [20], the authors investigated the influence of frequency regulation
on battery aging. After 5 years of usage, the degradation rates of the batteries without
V2G services and with V2G services were 7% and 9%, respectively. The authors [21] not
only studied the impact of frequency regulation on battery aging but also explored the
effects of other factors such as electricity price, charger power, average State of Charge
(SoC), and grid frequency characteristics on battery aging and profitability. The simulated
scenarios were similar to those in the literature [20]. The results indicated that simulating
with a lower average SoC could reduce the battery aging rate, and extend battery lifespan,
and if electricity is purchased at industrial prices, V2G services could generate profits
for customers.

Existing battery aging models mainly include electrochemical models [22], equivalent
circuit models [23], and empirical models [24]. The models mentioned above require
either a large number of accurate chemical parameters or extensive data fitting. In V2G
scheduling, we can only access limited charging information. Moreover, the charging and
discharging power of the battery exhibit continuous variability. Consequently, the above-
mentioned battery models are unsuitable for effective implementation in V2G scheduling.
In [25], the authors incorporated battery aging as an optimization constraint, utilizing V2G
technology to enhance the security and economic feasibility of microgrid systems, thereby
reducing operational costs and increasing the absorption of renewable energy. In [26],
the authors considered battery aging in the V2G scheduling process, using battery aging
as the objective function and employing the rain-flow counting (RCC) method to quantify
battery aging, thereby actively mitigating battery aging and alleviating grid fluctuations.
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Nevertheless, the conventional RCC method may not accurately characterize the aging
behaviors of the battery, particularly within the dynamically varying charge and discharge
processes of V2G. This inadequacy may result in substantial errors in the quantification of
the battery aging process.

To effectively mitigate battery aging in V2G services and enhance user participation
in V2G services, this study proposes a novel charge and discharge scheduling optimiza-
tion method for multiple EVs in V2G scenarios. The main contributions are as follows:
(1) proposing a new RCC method to accurately quantify battery aging behaviors in V2G
services; (2) leveraging an online V2G scheduling paradigm utilizing a time-varying sliding
window to collect real-time vehicle information for online scheduling optimization and
(3) establishing an online V2G scheduling model to minimize grid load fluctuations and
equivalent cycle counts of the batteries.

The remaining sections are arranged as follows. Section 2 presents the structure
of the V2G scheduling system, as well as the energy and information flow during the
scheduling process. The V2G scheduling modeling method and the proposed battery aging
quantification method used in this study are described in Section 3. Results and discussions
are provided in Section 4, followed by concluding remarks in Section 5.

2. V2G Scheduling System Architecture

The architecture of the V2G scheduling system discussed in this paper is shown in
Figure 1. The system is divided into three parts: the load side composed of client side and
grid side, the online scheduling system guiding vehicle charging, and the optimization
system considering battery aging and grid fluctuations. Through the collaboration of these
three parts, the optimal V2G charging scheduling is achieved.

Figure 1. V2G scheduling system architecture.

There are two categories of information collected on the client side: one is user-defined
information and the other is information retrieved by the system based on the current
status. When customers arrive at the parking lot, they need to input information about
their EVs, including the departure time of EVs, the Departure SoC of EVs, and the rated
capacity of the battery. Subsequently, the client-side retrieves the information based on the
current status, which includes the vehicle ID, the Connection time of EVs, and the Initial
SoC of EVs. The grid side collects information on electricity consumption in residential
areas and these serve as the base load for the grid. All the mentioned information is then
transmitted to the online scheduling system.
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The online scheduling system is used to receive base load and EVs’ charging demand
data transmitted from the load side, using Information and Communications Technol-
ogy (ICT) [27]. The online sliding window algorithm has been widely applied in various
fields [28]. This method allows decision-makers to make use of data that are revealed as
time progresses [29]. In [30], the sliding window algorithm is incorporated into the method-
ology to address the charging scheduling problem for electric buses while optimizing the
utilization of renewable energy. In this paper, we utilize the online sliding window to
record and update information on EVs connected to the grid and base load, subsequently
sending them to the optimization system. Section 3.2 will provide a detailed introduction
to the definition of online sliding windows.

The V2G scheduling is mathematically modeled as an optimization problem in the
optimization system. The objective is to minimize both grid load fluctuation and battery
degradation. The grid load fluctuation is quantified by the standard deviation, while
battery degradation is measured by equivalent full-cycle count (EFCC).

EFCC =
N × A

Q
(1)

where N denotes the number of cycles of the battery, A is its corresponding amplitude,
and Q is the capacity of the battery. Intelligent optimization algorithms use collected user
demands and grid load status to develop V2G charge/discharge control strategies for each
connected EV. Control instructions are sent to the online scheduling system to guide the
orderly charging of EVs.

3. Methodology
3.1. Magnitude-Based Rain-Flow Cycle Counting

The degradation mechanism of batteries has been well explained in past research.
Existing methods for battery aging include electrochemical models [22], equivalent circuit
models [23], and empirical models [24], all of which require long-term (days or months)
charge/discharge data to quantify battery aging. However, in V2G scheduling, the time
frame is often less than a day or even several hours, rendering the above methods unsuitable
for V2G scheduling. RCC is an intuitive and graphical method for fatigue analysis of
materials. By counting and statistically analyzing strain-time history data, it is widely used
in engineering practice for fatigue life assessment and material design [31].

RCC has been applied in V2G scheduling to quantify battery aging. The RCC algorithm
is mainly implemented through the following three steps, as shown in Figure 2. First,
the SoC curve of the battery is analyzed to remove the plateau sections and retain the
alternating peaks and valleys. This accurately identifies the charge/discharge cycles of the
battery. Next, the obtained curve is traversed, and the four-point method is used to count
the total number of cycles. By identifying the peaks and valleys in the load history and
calculating the amplitude and mean value between adjacent peaks and valleys, the complete
charge/discharge cycles can be determined. Finally, the remaining portion of the curve is
divided into corresponding half-cycles, and the count is recorded. This provides a more
comprehensive cycle counting result. Through Figure 2f, it can be observed that although
they are all one full-cycle or half-cycle, there are still certain differences. The height of each
triangle represents the amplitude corresponding to that cycle. Therefore, only counting the
number of cycles of the battery while ignoring the amplitude can lead to significant errors.

In [26], RCC quantifies the aging of the battery in V2G scheduling by converting the
battery’s SoC curve into the number of full-cycles Nc and half-cycles Nh−c. The SoC of
batteries under two different operating conditions is shown in Figure 3. After applying
the RCC processing to the two sets of data within the red box, the full-cycle count Nc is 1,
and the half-cycle count Nh−c is 2. However, in reality, the degree of degradation of the
battery under these two operating conditions is different. In V2G scheduling, as the number
of EVs increases, the frequency of this phenomenon also increases. Simply counting Nc

and Nh−c results in increased errors for the client. Therefore, this paper proposes the RCC
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considering the amplitude (MRCC). MRCC multiplies the amplitude by its corresponding
cycle number to convert it into the EFCC of the battery, which can more accurately quantify
the battery aging phenomenon in the optimization system.

Figure 2. The process of extracting battery cycles in the rain-flow cycle counting algorithm. (a) Raw
data. (b–d) The four-point method of extracting the full-cycle count. (e) The extracted half-cycle
count. (f) The extracted battery cycles.

Figure 3. Battery State of Charge (SoC) curve.

3.2. Online Sliding Window

When participating in V2G services, the system records the current time point t
and retrieves EVs’ information based on the actual situation, including the EVs number
i, connection time of EVs TS

i , initial SoC of EVs SoCi,t, and current status of EVs stati,t.
Subsequently, the system requires the client to provide information on EVs, including the
estimated departure time TE

i , desired SoC at departure SoCset
i , and the rated capacity of

battery Qi. stati,t represents the status of EV i at time t. If the value of stati,t is 1, it indicates
that EV i is available for dispatch at time t. If the value of stati,t is 0, it means that EV i is
not connected to the grid or not available for dispatch at time t. If the value of stati,t is 2, it
means that EV i has completed the scheduling task at time t.
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The sliding window is used to collect EVs’ information and perform real-time updates.
EVs’ information collected by the sliding window at time t is stored in Et. If EV i satisfies
TS

i ≤ t and TE
i > t, and stati,t = 1, then the information of this EV will be recorded in the

EV collection Et. As time progresses, the data in Et keep updating. This also leads to the
continuous change in the length of the sliding window. The starting time of the sliding
window, TS

cur is equal to the current time t, and the ending time of the sliding window is
defined as TE

cur = max{TE
i |i ∈ Et}.

The definition of the sliding window is illustrated in Figure 4. Firstly, the time that
four EVs were involved in V2G scheduling was counted and represented by blue bars in the
figure. Then, based on the definition mentioned above, we can observe that at t = 0, only
EV1 satisfies TS

i ≤ t, TE
i > t and stati,t = 1, thus E0 = EV1. Therefore, the ending time of

sliding window 0 is calculated as TE
cur = max{TE

i |i ∈ E0} = 7. Similarly, at t = 2, EV1, EV2,
and EV4 satisfy TS

i ≤ t, TE
i > t and stati,t = 1, so E2 = {EV1, EV2, EV4}. Thus, the ending

time of sliding window 2 is calculated as TE
cur = max{TE

i |i ∈ E2} = 7. By applying the
same method, the information for sliding windows 0 and 3 can be determined. The sliding
window only sends the currently collected information to the optimization system for
further optimization.

Figure 4. The sliding window for online optimization.

3.3. V2G Scheduling Modeling

In this algorithm, the optimization variables are the charge/discharge power of EVs at
each time step. The information about EVs and their availability during the online period
denoted as stati,t is collected using the sliding window defined in this paper. The particle
dimension is (m × w). Where m = TE

cur − TS
cur represents the length of the current sliding

window. w = num(Et) is the number of EVs in the current sliding window. A matrix of
EVs’ charge/discharge power Pev is constructed according to Equation (2). Where Pevw(m)

is the charge/discharge power of vehicle w-th at time m.

Pev =


Pev1(1) Pev1(2) Pev1(3) ... Pev1(m)

Pev2(1) Pev2(2) Pev2(3) ... Pev2(m)

... ... ... ... ...
Pevw(1) Pevw(2) Pevw(3) ... Pevw(m)

 (2)

The objective function consists of two terms. Firstly, the grid load variance is used to
reflect the fluctuations in the electric grid, aiming to achieve peak load balancing. Secondly,
EFCCs based on MRCC are used to quantify battery aging.
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According to the historical data from the local grid, the real-time grid variance is
expressed as:

f itness1 = min
{

∑m
t=1[Pload(t) + ∑w

i=1 Pev,i(t)− PAV ]

m

}
(3)

where Pload(t) is the base load power of the grid in the time slot t, PAV is the average grid
load, Pevi (t) is the power of the i-th vehicle at the time slot t.

During the optimization process, MRCC is employed to calculate the cycle counts
of the SoC curves of the battery that can capture the corresponding capacity amplitude.
The expression for EFCC is as follows:

f itness2 = min

{
w

∑
i=1

(Nc
i Ac

i +
Nh−c

i ∗ Ah−c
i

2
)

}
(4)

where Nc
i and Nh−c

i are the battery number of cycles and half-cycles of EVi. Ac
i is the

amplitude of Nc
i , and Ah−c

i is the amplitude of Nh−c
i .

The overall objective function is defined as:

f itness = b1 · f itness1 + b2 · f itness2 (5)

where b1 and b2 are weight parameters. The variation in the charge/discharge power of
EVs can impact the load variance of the power grid. Similarly, different charge/discharge
power levels can also cause changes in the EFCC of the battery. Therefore, it is necessary
to allocate the charge/discharge power of EVs in different time periods appropriately to
achieve V2G scheduling.

The main constraints from the battery include the SoC, charge/discharge power,
and departure SoC of EVs, as shown in (6).

St.


SoCmin ≤ SoCi,t ≤ SoCmax

−Pmax
i,dis ≤ Pi,t ≤ −Pmin

i,dis
Pmin

i,chg ≤ Pi,t ≤ Pmax
i,chg

SoCE
i ≥ SoCset

i

(6)

where SoCmin and SoCmax, respectively, represent the minimum and maximum values
allowed for SoC, SoCi,t represents the SoC of the i-th vehicle at time t. Pmax

i,dis and Pmin
i,dis , re-

spectively, represent the maximum and minimum allowed discharge power, Pi,t represents
the power of the i-th vehicle at time t. Pmax

i,chg and Pmin
i,chg, respectively, represent the maximum

and minimum allowed charging power. SoCE
i is the SoC of EV i-th when leaving, SoCset

i is
the minimum SoC required for EV when leaving.

3.4. Particle Swarm Optimization

The Particle Swarm Optimization (PSO) algorithm possesses global search capabilities,
enabling it to find optimal solutions to complex optimization problems. Compared to other
optimization algorithms, the PSO algorithm is known for its simplicity, efficiency, and fast
computation. Additionally, the PSO algorithm is applicable to solving non-continuous and
non-convex optimization problems, such as V2G scheduling. With its ability to handle
large-scale problems and high-dimensional spaces, the parallelizability of PSO allows
for utilizing multiple processing units, thereby enhancing optimization efficiency and
performance. The conventional convex optimization method [32] is not applicable in
V2G scheduling due to the typically non-linear or non-quadratic nature of the objective
function. Additionally, the introduction of the battery degradation index transforms the
optimization objective into a noncontinuous, non-derivable, and non-gradient function,
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rendering conventional gradient descent algorithms ineffective [33]. Therefore, the PSO
algorithm is employed in this study for solving V2G scheduling strategies.

The flowchart of the PSO algorithm is shown in Figure 5. Firstly, the particles’ positions
and velocities need to be initialized. Assuming the target problem is n-dimensional, the posi-
tion of a particle in the n-dimensional solution space is represented as
Xa = Xa,1, Xa,2, . . . , Xa,n, where a denotes the particle’s index in the population, and Xa,b
represents the position component of the a-th particle in the b-th dimension. The flying
velocity of the particle is represented as Va = Va,1, Va,2, . . . , Va,n, where Va,b denotes the
velocity component of the a-th particle in the b-th dimension. The particles’ positions and
velocities are randomly generated within the feasible range.

Figure 5. The flowchart of the PSO algorithm.

Next, the fitness of each particle is evaluated based on the objective function, which
allows for the calculation of individual best positions and the global best position of the
population. For each particle, an evaluation of the fitness value is performed based on the
objective function of the optimization problem. The fitness values determine the relative
performance of each particle. Based on these values, the best position found by the a-th
particle during the search process is recorded and dynamically updated, denoted as pBesta.
After all the particles have computed and updated their individual best positions, the global
best position, denoted as gBest is determined by comparing the individual best positions
among the entire population. The global best position represents the collective experience
of the population and guides the particles toward the optimal solution.

After obtaining gBest, the convergence criterion is checked to determine if it is satisfied.
If the criterion is met, the algorithm outputs the optimal result. Otherwise, the algorithm
continues to the next step.

After computing and updating the individual best position and the global best position,
each particle needs to update its velocity based on these two values. The velocity update
formula for the a-th particle is as follows:

Va(t + 1) = wVa(t) + c1r1(pBesta(t)− Xa(t)) + c2r2(gBest(t)− Xa(t)) (7)

where w is the inertia weight, representing the degree to which the previous velocity is
retained. The inertia weight allows control over the influence of the particle’s prior velocity
on the current velocity. c1 and c2 are the learning factors, also known as acceleration
constants, representing the strength of the particle’s learning ability towards the individual
best position and the global best position, respectively. They can adjust the maximum step
size of the particle’s flight towards the individual best position and the global best position.
r1 and r2 are random numbers between 0 and 1, enhancing the randomness of particle
flight to ensure search capability. The aforementioned steps are repeated continuously until
the convergence criterion is satisfied.
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4. Results and Discussions
4.1. Simulation Setup and Dataset

The EVs’ travel data in this study are sourced from the 2017 National Household Travel
Survey (NHTS) [34]. It provides a daily travel diary for the United States and its major
census divisions and supplementary regions. It is the sole national-level statistical data
source for individual travel in the United States. This survey series (conducted since 1969)
includes demographic data on households, populations, and vehicles, as well as detailed
information on daily travel for various transportation modes and destinations.

The probability of private EV users’ trips is mainly influenced by their daily habits and
routines. To begin with, it is necessary to obtain the distribution of initial departure times.
The departure time distribution can be fitted using a normal distribution. The probability
density function for the users’ daily trip can be expressed as:

f1(x1) =


1√

2πσ1
exp(− (x1 − µ1)

2

2σ2
1

) 0 ⩽ x1 < µ1 + 12

1√
2πσ1

exp(− (x1 − µ1 − 24)2

2σ1
2 ) µ1 + 12 ⩽ x1 < 24

(8)

where x1 represents the departure time of EV users, expected value µ1 = 7.39, and standard
deviation σ1 = 3.49. After obtaining users’ travel data randomly using the Monte Carlo
algorithm, only the data within the time period of 16:00–24:00 and 0:00–8:00 are retained.
All charging tasks for EVs need to be completed within this time frame.

Based on the analysis of travel habits and patterns, the final destinations driven by
most users are highly random. However, the average daily driving distance is approxi-
mately 38 km/d. The daily driving distance of EV users follows a log-normal distribution,
with the probability density function given by:

f2(x2) =
1

x2σ2
√

2π
exp(− (ln x2−µ2)

2

2σ22 ) (9)

where x2 represents the driving distance of EV users, expected value µ2 = 2.92, and stan-
dard deviation σ2 = 0.93.

The SoC of vehicle batteries, daily average driving distance, charging patterns, and
charging time are statistically analyzed [35]. The remaining SoC of EVs upon return can
also be fitted using a normal distribution. The probability density function of the remaining
SoC of EVs is as follows:

f3(x3) =
1√

2πσ3
exp(− (x3 − µ3)

2

2σ32 ) (10)

where x3 represents the remaining SoC of the EV upon return, expected value µ3 = 51.3,
and standard deviation σ3 = 14.7.

The SoC of vehicle batteries during user travel needs to meet the daily travel require-
ments. Based on the daily driving distance of each EV and the average energy consumption
per kilometer, the daily energy demand can be calculated as follows:

SoCdemand =
x2 × Eeν

Qeν

(11)

where Eeν represents the average energy consumption per kilometer of the vehicle, and Qeν

represents the capacity of the battery. When the vehicle owner selects their desired SoC
upon departure, SoCdemand can provide guidance, meaning that SoCset

i must be greater than
or equal to SoCdemand.

In simulation, we use the Monte Carlo algorithm to obtain the expected value of Eeν

according to Equation (9). We generate the SoC when the EV is connected to the grid
based on Equation (10), and use Equation (11) to guide the provision of the total amount
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of electricity to be charged for participating in V2G. The dataset generated based on the
above formula is shown in Table 1.

Table 1. An example charging segment of the collected datasets.

Vehicle ID Connection
Time Initial SoC Departure

Time Departure SoC Current Status Capacity of
Battery (kW· h)

1 22:58 40% 6:12 56% 0 100
2 16:24 78% 7:20 88% 0 100

. . . . . . . . . . . . . . . . . . . . .
49 18:38 51% 5:30 66% 0 100
50 17:05 63% 6:18 82% 0 100

The individuals’ travel behavior data, including the vehicle ID, EVs’ grid-connected
time and SoC, departure time and SoC, battery system parameters, etc., are further extracted
from the collected data set to simulate the users’ V2G behaviors and verify the proposed
scheduling method.

The simulation parameters are shown in Table 2. This study focuses on the most
active V2G periods (16:00–24:00 and 00:00–08:00). There are several reasons for selecting
these two time periods. Firstly, these periods coincide with peak energy demand, which
corresponds to the highest electricity consumption. Allowing EVs to discharge power
during these periods enables the grid to access additional energy to meet the increased
demand. During other time periods, there are typically fewer EVs available for V2G
scheduling as most EVs are not at charging stations. Secondly, during the nighttime period
(00:00–08:00), electricity demand is generally lower. EVs can utilize this time to charge,
helping to balance the grid load and store excess power for use during peak periods. Lastly,
these time periods hold the greatest market potential for EVs participating in the V2G
market. With a higher rate of charging and discharging activities and increased grid load
volatility during these periods, properly scheduling the charge/discharge power of EVs
can yield greater V2G market benefits. Scheduling is performed for the online vehicles
every 30 min, with a total of 50 EVs participating in V2G.

Table 2. The parameters of the simulation environment.

Parameters Value

V2G period 16:00–24:00 and 0:00–8:00
Base load sampling interval 30 min

Number of vehicles 50
Maximum and minimum battery SoC 90% & 5%

Maximum battery V2G charging and discharging power 10 kW & 20 kW

The parameter settings for the PSO algorithm used in this study are shown in Table 3
and were determined through multiple experiments to achieve improved performance:

Table 3. The parameters of PSO algorithm.

Parameters Value

Interation times 150
Population size 2000
Learning factor c1 = 1.49 and c2 = 1.49

weight parameters b1 = 1 and b2 = 400
Penalty factor 5000
Inertia weight 0.9
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The baseline load curve of the grid and the curve of unscheduled charging of EVs
are shown in Figure 6. We can observe that the integration of EVs increases the load
fluctuation on the grid and also raises the peak value of grid electricity consumption. This
is detrimental to the power grid.

Figure 6. The power system baseload and total load profile when EVs random charging.

4.2. The Results of V2G Scheduling

Global optimization offers advantages such as finding the global optimum solution to
a problem, improving the robustness of solutions, applicability to various problem types,
and efficiency. It is widely applied across different fields. It can find optimal solutions to
complex problems and provides powerful tools and methods for solving practical, complex
issues. Global optimization refers to the assumption that we have access to the behavior
information of all charging vehicles for a specific day and conduct offline optimization
using the PSO algorithm. However, as the EVs’ information in V2G scenarios cannot be
known in advance, global optimization is not applicable in this context. In this study,
an online sliding window approach is used to optimize the problem in real time, collecting
EVs and grid parameter information every 30 min. After each optimization, only the
charge/discharge power of EVs in the current time period is extracted for V2G scheduling.

We conducted multiple experiments using the same vehicle behavior and simulation
parameters. After considering the global particle swarm optimization algorithm with RCC
(G-PSO-RCC) for V2G scheduling, it showed better performance in peak shaving, grid
fluctuation mitigation, and battery aging compared to uncontrolled charging. It can meet
the demands of V2G services and EV owners. The peak load of the grid was measured to
be 453.79 kW, with a standard deviation (STD) of 28.42 and EFCC of 35.92. However, this
method requires obtaining all EVs and grid information for the day at the beginning of the
scheduling, which is not feasible in practical scenarios due to factors such as geographical
location, time, and weather. By using the online particle swarm optimization algorithm
with RCC (O-PSO-RCC) for scheduling, the peak load of the grid was measured to be
460.97 kW, with an STD of 27.34 and an EFCC of 36.20. Compared to G-PSO-RCC, O-
PSO-RCC showed a 1.58% increase in peak load and a 0.78% increase in EFCC, while
reducing the STD by 3.8%. O-PSO-RCC not only achieves results similar to G-PSO-RCC but
also meets the requirements of practical scheduling scenarios. Therefore, the subsequent
research in this paper mainly focuses on the use of online scheduling algorithms.

The V2G scheduling model developed in this study can be viewed as a Pareto prob-
lem. The grid load variance and the battery’s EFCC are mutually constrained, making it
impossible to simultaneously minimize both factors. In the absence of consideration for
battery aging, the V2G scheduling tends to prioritize the grid side. Hence, compared to
uncontrolled charging, the optimization using G-PSO-RCC lowers the peak grid load to
453.6 kW and reduces the STD to 7.49. However, the EFCC increases to 45.93, indicating
excessive battery usage. To address this, RCC is employed to quantify battery aging and
incorporate it into the V2G scheduling. Through G-PSO-RCC optimization, the EFCC of
the battery is reduced by 21.79%, effectively alleviating battery aging. Although the STD
increases to 28.42, this value remains acceptable for the grid side.
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The V2G scheduling results based on the RCC algorithm are shown in Figure 7a.
During the peak grid time, EVs are scheduled to feed energy back to the grid, ensuring
that the peak charging load of EVs no longer overlaps with the peak load of the baseline
grid, successfully reducing the peak grid load. However, there is a significant error in
the assessment of EVs’ batteries aging during this process. In large-scale V2G scheduling
scenarios, this could lead to even greater losses for the battery. To further improve the ability
to quantify battery aging, this paper proposes an MRCC method, with results shown in
Figure 7b. As shown in Table 4 with the proposed method, the V2G scheduling system not
only achieves long-term load transfer performance but also suppresses short-term grid load
fluctuations. Compared to random charging, the peak load and STD of the load are reduced
by 28.35% and 88.99%, respectively. Compared to traditional V2G scheduling methods,
the EFCC and STD in this paper’s V2G scheduling method are reduced by 8.4% and 28.57%,
respectively. This indicates that the method not only suppresses battery degradation
phenomena in V2G services but also suppresses short-term grid load fluctuations.

Table 4. The result of different V2G management method.

Scenario Peak (kW) STD EFCC

Base load 544.24 149.06 -
Random charging 637.24 177.47 31.64

V2G & G-PSO 453.60 7.49 45.93
V2G & G-PSO-RCC 453.79 28.42 35.92
V2G & O-PSO-RCC 460.97 27.34 36.20

V2G & O-PSO-MRCC 456.57 19.53 33.16

V2G & O-GWO-RCC 510.52 60.90 31.11
V2G & O-GWO-MRCC 506.20 55.52 29.92

To validate the robustness of the V2G modeling proposed in this paper, we employed
the grey wolf optimization (GWO) algorithm for V2G scheduling optimization. After opti-
mization with GWO, similar results were obtained compared to PSO. When comparing the
GWO-MRCC algorithm with the GWO-RCC algorithm, the EFCC and STD decreased by
3.82% and 8.83%, respectively.

Figure 7. Power system load profile (a) PSO-RCC algorithm and (b) PSO-MRCC method.
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5. Conclusions

This paper presents an online V2G scheduling method to mitigate battery aging in
V2G services. The approach involves collecting and integrating real-time vehicle informa-
tion using an online sliding window approach and quantifying battery aging during the
scheduling process using the proposed MRCC algorithm. Compared with G-PSO-RCC,
this method showed a 1.58% increase in peak load and a 0.78% increase in EFCC, while
reducing the STD by 3.8%. It not only achieves results similar to G-PSO-RCC but also
meets the requirements of practical scheduling scenarios. Compared to conventional V2G
scheduling methods, this approach achieves results closely approximating global optimiza-
tion, exhibiting an 8.4% reduction in equivalent full-cycle counts and a 28.57% reduction in
STD. Further, the modeling approach demonstrates similar improvements when integrated
with other intelligent optimization algorithms.

In this paper, we focus on battery aging when users participate in V2G. It is assumed
that battery aging is only related to the number of cycles. However, the ambient temperature
also has a relatively large impact on battery aging, and higher or lower temperatures will
exacerbate battery aging. If EV charging and discharging can be reasonably planned with
the battery temperature in V2G scheduling it will avoid the battery working under extreme
temperatures and make the system more perfect. Future work could explore the effects of
temperature on battery aging and suppress these effects in V2G scheduling.
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