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Abstract: In order to safely and efficiently use the power as well as to extend the lifetime 

of the traction battery pack, accurate estimation of State of Charge (SoC) is very important 

and necessary. This paper presents an adaptive observer-based technique for estimating 

SoC of a lithium-ion battery pack used in an electric vehicle (EV). The RC equivalent 

circuit model in ADVISOR is applied to simulate the lithium-ion battery pack. The 

parameters of the battery model as a function of SoC, are identified and optimized using the 

numerically nonlinear least squares algorithm, based on an experimental data set. By means 

of the optimized model, an adaptive Luenberger observer is built to estimate online the SoC 

of the lithium-ion battery pack. The observer gain is adaptively adjusted using a stochastic 

gradient approach so as to reduce the error between the estimated battery output voltage 

and the filtered battery terminal voltage measurement. Validation results show that the 

proposed technique can accurately estimate SoC of the lithium-ion battery pack without a 

heavy computational load. 

Keywords: State of Charge; lithium-ion battery; electric vehicle; adaptive observer 

 

1. Introduction 

Hybrid electric vehicles (HEV) and battery electric vehicles (BEV) are playing more and more 

important roles in improving fuel economy and reducing emissions in public transportation. The 

traction battery pack, as an essential part, has a great impact on the performance of HEV/BEVs. In 

complex and dynamic vehicle operating conditions, a good battery management system (BMS) is 
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required to provide accurate knowledge of the State of Charge (SoC) of the traction battery pack for the 

vehicle energy management unit. Failure to precisely estimate SoC can easily cause over-discharging 

or over-charging situations, resulting in the decrease of the capability to yield power and the lifetime of 

the traction battery pack. Furthermore, the efficiency of the whole vehicle energy control is lowered, 

degrading vehicle fuel economy and aggravating emissions. Therefore accurate SoC estimation is 

considered of great significance and importance for electric vehicles. 

A number of methods to estimate SoC have been proposed, each with its own advantages and 

disadvantages [1]. According to the choice of the battery model, some commonly used methods can be 

approximately categorized into three major types. The first type is nonmodel-based Coulomb counting 

method used by many HEV/BEV battery management systems [2–4]. This approach samples the 

battery’s current and computes the accumulated charge to estimate SoC. It is a simple, online method, 

but highly dependent on the precision of the current sensor. In practical electric vehicle operation this 

open-loop algorithm often leads to the accumulation of measurement errors due to uncertain 

disturbances. A recalibration is therefore required at regular intervals. However, the process of 

correction is not easy to implement in highly dynamic HEV/BEV operation [5]. Additionally, the 

determination of the initial value of SoC is also difficult.  

The second type is based on black-box battery models that describe the nonlinear relationship 

between SoC and its influencing factors. For this kind of method, the key point is how to improve the 

prediction ability of the black-box model. Consequently many computational intelligence-based and 

optimization-based approaches such as artificial neural networks based models [6–13] and fuzzy logic 

models [14–18] have been chosen to implement the processes of input selection, training and 

validation, to establish an adequately accurate SoC estimation model. Support vector regression (SVR) 

based methods were also applied to realize the SoC estimation of batteries, such as the standard  

 -SVR model [19], the least squares SVR model [20], the  -SVR model [21] and the fuzzy 

clustering based SVR model [22]. This type of method can often produce a good estimate of SoC, due 

to the powerful ability to approximate nonlinear function surfaces. However, the learning process is 

quite computationally heavy so most black-box SoC estimation models were established offline.  

The third type is based on state estimation techniques with state-space battery models. Due to the 

advantages of being closed-loop, online, and the availability of a dynamic SoC estimation error range, this 

kind of method is very popular. Kalman filters characterized by minimizing error variance were widely 

used in this type of approach. For instance, a Kalman filter based on the linear RC battery model in 

ADVISOR, was used to estimate SoC of a lead acid battery [5]. Extended Kalman filters (EKF) by means 

of nonlinear state-space battery models were applied for SoC estimation of batteries [23,24]. Sigma point 

Kalman filters were also adopted to indicate SoC of lithium-ion batteries [25,26]. However, the 

assumption that the process noise and the measurement noise are mutually uncorrelated white Gaussian 

random process is required for Kalman filters to be satisfied. If the actual situation cannot meet the 

noise assumption, a decline of the SoC estimation accuracy of Kalman filter based methods might 

occur. Moreover, the covariance values of the process noise and the measurement noise are assumed to 

be known a priori and prespecified, which is quite troublesome and error-prone. SoC estimation errors 

can be large or even diverge when an inappropriate covariance is used. 
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In this paper, an adaptive Luenberger observer is employed to estimate online the SoC of a lithium-ion 

battery pack, based on an optimized RC equivalent circuit model. The model parameters are updated 

with any changes of the SoC estimate. The observer gain is adaptively adjusted to reduce the mean 

square error (MSE) between the estimated output voltage and the filtered battery terminal voltage 

measurement. Thus, this technique does not require any assumption about the noise characteristics and 

the specification of the covariance values for the process noise and the measurement noise. Validation 

results show that this method can provide a good estimate of SoC in electric vehicle driving cycles at a 

low computational cost. 

2. Modeling of Lithium-Ion Battery Pack 

2.1. Battery Model 

As shown in Figure 1, the RC battery model in ADVISOR consists of two capacitors (Cc, Cb) and 

three resistors (Rt, Re, Rc). The capacitor Cc is called surface capacitor, which has a small capacitance 

and mostly represents the surface effects of a cell. The capacitor Cb is called bulk capacitor, which has 

a very large capacitance and represents the ample capability of the battery to store charge chemically. 

SoC can be determined by the voltage across the bulk capacitor. Resistors Rt, Re, Rc are called terminal 

resistor, end resistor and capacitor resistor, respectively [27]. 

Figure 1. Schematic of RC battery model. 
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where UCb and UCc are the voltage of the bulk capacitor and the voltage of the surface capacitor, 

respectively. Uo and I denote the output voltage and the current, respectively. Positive current denotes 

the discharge process. 

The observability of the RC battery model can be determined from the observability matrix Q: 

2[  ]T
Q = C CA CA  (3)  

where A  and C  are the dynamics matrix and the output matrix in Equations (1) and (2), respectively. 

Since the values of parameters are not zero, the observability matrix is always of full rank.  

2.2. Parameter Estimation  

2.2.1. Battery Test Bench 

As shown in Figure 2, the whole battery testing platform mainly consists of a Digatron Battery 

Testing System (BTS-600), a battery management module, a controller area network (CAN) 

communication unit and a Labview-based virtual measurement unit. The Digatron Battery Testing 

System is responsible for loading the battery pack based on the designed program with a maximum 

voltage of 500 V and maximum charging/discharging current of 500 A, while it can record many 

quantities, such as load current, terminal voltage, temperature, accumulative Ah and Wh. The error of 

the Hall current sensor is less than 0.2%. The measurement of load current is transmitted to the battery 

management module through a CAN bus driven by the program in Labview. The management module 

is able to directly collect the voltage and temperature of each cell in the pack. Both the Labview-based 

measurement unit and the management module have low-pass filtering programs to implement large 

noise cancellation. Based on the load current, voltage and temperature, the battery management module 

can estimate online the states of the battery pack, according to different algorithms. Here, a lithium-ion 

battery pack composed of sixteen cells in series for electric vehicles was used for experimentation. 

Each healthy cell has a nominal voltage of 3.6 V and a nominal capacity of 105 Ah. 

Figure 2. Configuration of battery test bench. 
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2.2.2. Acquisition of Estimation Data 

In order to collect estimation data for identifying model parameters, a Hybrid Pulse Power 

Characterization (HPPC) test was conducted for the lithium-ion battery pack at each 10% SoC 

decrement in the range from 90% to 10%, where temperature was controlled within 25 ± 2 °C. One 

HPPC test profile is shown in Figure 3. At 90% SoC, the battery voltage profile is shown in Figure 4. 

Figure 3. A single HPPC test profile. 
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Figure 4. Battery voltage profile in HPPC test at 90% SoC. 
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2.2.3. Determination of Initial Model Parameters 

According to the method provided in the guide document in ADVISOR [27], the data in HPPC 

testing profiles was used to determine the initial values of the five unknown parameters (Cc, Cb, Rt, Re, 

Rc). The results are shown in Table 1. Herein, the initial value of Cb is assumed to be independent of 

SoC, which is a simplification for determining Cb [5,24,27]. 
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Table 1. Initial parameters of the battery model. 

SoC Cb (F) Cc (F) Re (Ω) Rc (Ω) Rt (Ω) 

0.9 52360 65.04 0.0091 0.0091 0.00445 

0.8 52360 74.56 0.0088 0.0088 0.00440 

0.7 52360 74.51 0.0086 0.0086 0.00432 

0.6 52360 68.37 0.0087 0.0087 0.00425 

0.5 52360 63.14 0.0087 0.0087 0.00425 

0.4 52360 50.90 0.0090 0.0090 0.00434 

0.3 52360 47.93 0.0091 0.0091 0.00445 

0.2 52360 46.44 0.0092 0.0092 0.00448 

0.1 52360 45.32 0.0095 0.0095 0.00453 

2.2.4. Optimization of Model Parameters 

At each 10% SoC decrement from 90% to 10%, the numerically nonlinear least squares algorithm is 

run based on the battery model in equation (1) in Simulink with a ±15% deviation in these initial 

parameters to find the best fit with the objective to minimize the sum of squares voltage error over the 

corresponding HPPC profile. For example, at 90% SoC, the change of the cost function during the 

optimization is shown in Figure 5. It can be seen that the optimization drops the sum of squares error 

by 35%. The trajectories of the five parameters are shown in Figure 6. Figure 7 shows the performance 

of the optimized battery model over the HPPC test data at 90% SoC. The associated relative voltage 

error is shown in Figure 8. The average relative error is 0.13% and the relatively bigger error appears 

when the battery pack is loaded suddenly. 

The optimized values of the five parameters over other HPPC profiles can also be obtained using 

the same method. The optimized parameters at each 10% SoC decrement in the range from 90% to 

10% are shown in Table 2. It is noticeable that the optimized value of the bulk capacitor can still be 

viewed as independent of SoC. 

Figure 5. Cost function of Optimization. 
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2.2.5. Model Evaluation 

In order to evaluate the validity of the optimized model, a testing cycle including HPPC profiles as 

shown in Figure 9 was used to excite both the lithium-ion battery pack and the battery model. The 

initial SoC is 0.9. The parameters of the battery model as a function of SoC are updated via linear table 

lookup and extrapolation. The results are given in Figure 10. It is clear that the underlying dynamic 

characteristics of the battery pack and the model are essentially the same. The average absolute and 

relative errors are 0.269 V and 0.45%, respectively. As shown in Figure 11, the voltage across the bulk 

capacitor during the rest of the battery pack is basically unchanged due to a very large capacitance with 

the function of storing the energy of the battery pack. From Figure 12, it is obvious that the voltage 

across the surface capacitor with a small capacitance has a more dynamical change, from which it can 

be known that the surface capacitor is mainly responsible for simulating dynamic behaviors of the 

battery pack. A drift exists when the model is in an open-loop state over a long time. 

Figure 6. Trajectories of the five parameters. 
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Figure 7. Performance of the optimized battery model in HPPC test at 90% SoC. 
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Figure 8. Relative error of the optimized battery model in HPPC test at 90% SoC. 
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Table 2. Optimized parameters of the battery model. 

SoC Cb (F) Cc (F) Re (Ω) Rc (Ω) Rt (Ω) 
0.9 58002 71.55 0.00854 0.00819 0.00409 

0.8 58002 82.01 0.00848 0.00812 0.00396 

0.7 58002 81.97 0.00840 0.00803 0.00394 

0.6 58002 75.20 0.00832 0.00795 0.00392 

0.5 58002 69.45 0.00783 0.00783 0.00391 

0.4 58002 55.99 0.00841 0.00810 0.00405 

0.3 58002 52.73 0.00851 0.00819 0.00410 

0.2 58002 51.09 0.00862 0.00822 0.00416 

0.1 58002 50.12 0.00868 0.00825 0.00416 

Figure 9. A testing cycle for evaluating the validity of the battery model. 
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Figure 10. Voltage response of the battery model. 
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Figure 11. Modeled voltage across the bulk capacitor. 
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Figure 12. Modeled voltage across the surface capacitor. 
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3. SoC Estimation Using Adaptive Luenberger Observer  

From the analysis of the validity of the battery model, it can be seen that a drift appears when the 

model is in an open-loop state for a long time. This effect would be more obvious if the error in the initial 

condition and unknown disturbances exist. Therefore, here an adaptive Luenberger observer by means of 

the optimized battery model is applied in a closed-loop form to estimate SoC of the lithium-ion battery 

pack in electric vehicle driving cycles.  

3.1. The Adaptive Luenberger Observer 

The so-called Luenberger observer was firstly proposed to tackle state estimation for linear 

deterministic dynamic systems [28]. There also have been many studies on extended Luenberger 

observer design for nonlinear and time-varying systems [29–31]. Many analytical methods were 

applied to design the observer gains for linear and nonlinear deterministic systems [29–31]. In order to 

be valid and suitable for state estimation of nonlinear stochastic dynamical systems, an adaptive 

extended Luenberger observer in a prediction form was proposed, where the observer gain can be in 

real time updated to minimize MSE between the measurement and estimated output at each step [32]. 

Here, this technique is extended to a filtering form and illustrated as follows. In the notation we use, 

the decoration “circumflex” represents an estimated quantity.  

Consider a nonlinear and time-varying stochastic dynamical system (MISO) described by: 

( 1) ( ( ), ( ), ) ( )k k k k k  x f x u  , (4)  

( ) ( ( ), ( ), ) ( )y k g k k k k x u , (5)  

where (k) and (k) are the process noise and the measurement noise, respectively. 

The adaptive Luenberger observer in a filtering form is specified by: 

( ) ( ( 1), ( 1), 1) ( )[ ( ) ( )]k k k k k y k y k
  

     x f x u L , (6)  

( ) ( ( / 1), ( ), )y k g k k k k
 

 x u , (7)  

where x
∧

(k/k-1) denotes the state estimate in time update and L(k) is the observer gain.  

Suppose L(k) is updated adaptively such that MSE along a given training trajectory {u(k), y(k)}
N 

k=1 is 

minimized. Instead of using batch training, the stochastic gradient approach proposed by Widrow 

[33,34], is adopted to implement the adaptive mechanism as follows: 

[ ( ) ( )] [ ( ) ( )]TJ y k y k y k y k
  

   , (8)  

( / 1)
2[ ( ) ( )] ( ( / 1), ( ), )TJ k k

y k y k g k k k k

 
   

   
 

x

x
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L L
, (9)  

( / 1) ( 1)
( ( 1), ( 1), 1)

k k k
k k k

 
   

   
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x

x x
f x u

L L
, (10)  
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( ) ( 1)
J

k k 




  


L L

L
, (11)  

( ) ( 1)
[ ( ) ( ( / 1), ( ), )] ( ( 1), ( 1), 1)

[ ( 1) ( 1)][1] ,n n

k k
k g k k k k k k k

y k y k

 
 
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x x

x x
I L x u f x u

L L
 
(12)  

where fx(.) and gx(.) represent the Jacobians of the corresponding functions with respect to the state 

vector, [1]n×n denotes an all-ones square matrix of the size of the state vector, and  is the  

learning rate. 

3.2. SoC Estimation Algorithm Based on the Optimized Battery Model  

Given the battery model in Equations (1) and (2), the stochastic process to be estimated is described 

by the following equations: 

( 1) ( ) ( ) ( ) ( ) ( )d dk k k k I k k   U A U B  , (13)  

( ) ( ) ( ) ( ) ( ) ( )oU k k U k k I k k  C D , (14)  

where U(k) represents the voltage vector for the bulk and surface capacitors, Uo(k) is the  

output voltage: 

1 0
( ) ( )

0 1
d k k t

 
    

 
A A , (15)  

( ) ( )d k k t B B , (16)  

and A(k), B(k), C(k) and D(k) are the dynamics matrix, the input matrix, the measurement matrix and 

the feedthrough matrix in Equations (1) and (2) at the time k, respectively. t is the  

sampling period.  

The equations of adaptive Luenberger observer based on Equations (13) and (14), are described by:  

( 1)
( ) ( 1) 2 [ ( ) ( )] ( 1) ( 1)oo d

k
k k U k U k k k


  

     


U
L L C A

L
, (17)  

( ) ( 1) ( 1) ( 1) ( 1) ( )[ ( ) ( )]od d ok k k k I k k U k U k
  

       U A U B L , (18)  

( ) ( 1)
[ ( 1) ( ) ( 1) ( 1)] [ ( ) ( )][1]od d o n n

k k
k k k k U k U k

 




  
      

 

U U
A L C A

L L
. (19)  

It is obvious that the computation cost is low, since there is no matrix inversion in the observer 

equations for the battery model. Additionally, as the battery model is observable and linear time-

invariant in one sample interval, a globally asymptotically stable observer can be achieved [32]. The 

schematic configuration of SoC estimation of the battery pack is shown in Figure 13. The 

charging/discharging current is applied to the lithium-ion battery pack and the battery model 

simultaneously. MSE between the estimated battery voltage and the filtered battery voltage 
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measurement is reduced by adaptively updating the observer gain. Then the observer with the updated 

gain is used to compensate for the state estimation error. SoC is determined by the estimated voltage of 

the bulk capacitor U
∧

Cb, based on the open-circuit voltage (OCV) profile of the battery pack. The 

estimate of SoC is then fed back to update the parameters of the battery model for the next  

SoC estimation. 

Figure 13. Adaptive observer based SoC estimation. 
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3.3. SoC Estimation Result 

The Federal Urban Driving Schedules (FUDS) cycle is a typical working cycle that is often used to 

evaluate various SoC estimation algorithms [10–12,19,28]. Therefore, in the battery testing bench as 

described in Section 2.2.1, the FUDS test for the lithium-ion battery pack was conducted to validate the 

proposed SoC estimation method. The voltage and current profiles sampled during eleven consecutive 

FUDS cycles are shown in Figure 14 and Figure 15, respectively. The initial parameters for the 

adaptive observer were specified as follows:  
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where [0]2×2 represents an all-zeros square matrix of the size of 2. The initial SoC is intentionally 

specified to be 0.9, deviating from the true value of 0.86, in order to better evaluate the validity of  

the algorithm.  

Figure 14. Battery terminal voltage measurement during FUDS cycles. 
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Figure 15. Battery current measurement during FUDS cycles. 
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The results of the estimation of the output voltage are shown in Figure 16. It is clear that the model 

in an open-loop state has an obvious drift due to the error of the initial SoC value. Nevertheless, the 

adaptive observer can be effective to correct the drift so that the estimate of the output voltage in a 

closed-loop state has a superior performance. It illustrates that the adaptive observer based estimator in 

a closed-loop form is more robust to the error of the initial condition and some unknown disturbances, 
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compared to the battery model in an open loop. The average absolute and relative errors are 0.1455 V 

and 0.24%, respectively. The result of the estimation of the voltage of the bulk capacitor is shown in 

Figure 17. The estimate of SoC is shown in Figure 18. The experimental values of SoC were obtained 

by Coulomb counting in a well-controlled experimental condition, taking the Coulombic efficiency 

into account. The estimation error is shown in Figure 19. It is notable that the absolute error can 

quickly be within 2.5%. 

Figure 16. Estimation of the battery terminal voltage. 
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Figure 17. Estimation of the voltage of the bulk capacitor. 
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Figure 18. Performance of SoC estimation. 
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Figure 19. SoC estimation error. 
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5. Conclusions 

In this paper, an adaptive Luenberger observer is applied to estimate SoC of a traction lithium-ion 

battery pack based on an optimized RC battery model. The numerically nonlinear least squares 

algorithm is used to identify and optimize the parameters of the battery model as a function of SoC. 

The observer gain is updated using a stochastic gradient approach to reduce MSE between the 
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estimated voltage and the measurement. Validation results show that the absolute SoC estimation error 

can quickly converge into a favorable range within 2.5% and the estimator is robust to the error of the 

initial condition and unknown disturbances with a low computational cost and has no requirement for 

knowing and specifying a priori characteristics of the process noise and the measurement noise. 
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