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Abstract: Indirect load control (ILC) is a method by which the customer determines load reduction
of electricity by using a price signal. One of the ILCs is a time-of-use (TOU) tariff, which is the
most commonly used time-varying retail pricing. Under the TOU tariff, the customer can reduce the
energy cost through an energy storage system (ESS). However, because this tariff is fixed for several
months, the ESS operation does not truly reflect the wholesale market price, which could widely
fluctuate. To overcome this limitation, this paper proposes an incentive pricing method in which the
load-serving entity (LSE) gives the incentive pricing signal to the customers with ESSs. Because the
ESS charging schedule is determined by the customer through ILC, a bilevel optimization problem
that includes the customer optimization problem is utilized to determine the incentive pricing signal.
Further, the bilevel optimization problem is reformulated into a one-level problem to be solved
by an interior point method. In the proposed incentive scheme: (1) the social welfare increases
and (2) the increased social welfare can be equitably divided between the LSE and the customer;
and (3) the proposed incentive scheme leads the customer to voluntarily follow the pricing signal.

Keywords: bilevel programming; demand-side management; energy storage system (ESS); indirect
load control (ILC)

1. Introduction

Traditionally, in order to maintain the balance between electricity demand and supply, it was
inevitable to install new infrastructure, such as generators, transmission lines, and distribution lines.
However, such an approach may be constrained by space, finance, and the physical environment.
In addition, for peak demand, the production cost is high, thus increasing the energy cost under this
approach. Thus, demand-side management (DSM), which involves control of the demand for the
various operations, is one of the alternatives to the expansion approach. Through DSM, utilities and
load-serving entities (LSEs) can reduce their operating costs and defer the upgrade of their network
and improve system reliabilities [1–3]. In addition, by participating in the DSM, the customers can
reduce their electricity bills or make the incentives.

DSM can be categorized into direct load control and indirect load control (ILC) [4]. In direct load
control, the LSE determines the amount of customer load reduction based on a predetermined contract.
If the customer receives the command of load reduction, he/she has two choices: To make a profit
when he/she follows the LSE decision, or to make use of electricity without inconvenience and with
the possibility of penalty. On the other hand, in the ILC scheme, the customer determines the amount
of load reduction based on information from the LSE. Price-based programs that adjust different prices
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depending on the system condition can be classified as the ILC. The price-based programs induce the
customer to reduce consumption voluntarily by ensuring his/her profit [5].

Time-of-use (TOU) pricing and real-time pricing (RTP) can be seen as the two mainly considered
price-based ILCs. TOU prices are divided into different fixed price blocks, namely, peak, mid-peak,
and off-peak prices. Because TOU rates are adjusted for some duration, for example, a season,
the TOU tariff can be seen as a stable tariff. Therefore, the TOU tariff can make the customer adapt to
time-varying price more easily [4]. The RTP varies in response to the wholesale prices. Because the
TOU pricing does not reflect the wholesale price immediately compared to RTP, the benefit from
RTP is greater than that from TOU pricing [6]. However, RTP has several drawbacks. First, for the
RTP, enabling technologies, such as those that communicate between the LSE and the customers and
optimize the load profile, are required [7]. Second, because the RTP tariff transfers the uncertainty
and volatility of wholesale prices to customers, it does not tend to attract many customers [8]. Thus,
TOU is the most popular time-varying price tariff in the world [9].

Meanwhile, because an energy storage system (ESS) can respond to the price signal quickly,
the ESS is suitable for the ILC. The method to design RTP for peak reduction of the total system
demand is proposed in [10–12]. In [10], where the retail price is estimated based on the squared value
of total load, when the customers try to reduce their cost, the peak-to-average ratio is also reduced.
In [11], in order to maintain customer demand as a specified amount of energy, the price of energy
increases in proportion to the deviation of the actual energy demand from the specified amount. When
the customer can reduce his/her cost through the ESS, the total demand is maintained within certain
ranges. In [12], by proposing the quadratic cost function and utilizing the game theory, the peak
decreases. It is verified that the ESS reduces the energy cost in response to RTP in [13,14]. The ESS
charging schedules are determined by linear programming to minimize the retail cost. Because the
RTP reflects the wholesale market, the energy cost of the LSE reduces. The utilizations of ESS under
TOU tariff are presented in [15,16]. The method to determine the optimal size of ESSs under TOU
rates is proposed using dynamic programming [15]. In [16], which considers a wind turbine generator
with particle swarm optimization, the method to determine the optimal ESS schedule for TOU rates
is proposed. In [17], a two-stage optimization problem is proposed for increasing the profit of the
customer who participates in the DSM using the ESS. In the first stage, the capacity of the ESS and the
appropriate combination of the ILC are determined. In the second stage, the outputs of the ESS and
the DG are determined based on the decisions in the first stage.

In summary, the ESS can be used for ILC based on both RTP and TOU because of fast response
to pricing signal. Because the TOU pricing is fixed for several months, the wholesale market cost
savings from the ESS in RTP is better compared to TOU pricing [14,18]. However, TOU pricing is
the most commonly used retail pricing tariff because of the customer acceptability mentioned above.
In this paper, the ILC that improves the reduction of the energy cost under the TOU tariff is proposed
using the incentive pricing signal for the ESS operation. In order to overcome the limitation of the ESS
utilization in the TOU rates, it is assumed that the additional measurement is implemented at the ESS
owned by the customer. Then, the LSE determines the incentive pricing signal for ESS operation and
sends the signal to customers. From the pricing signal and additional measurement, the total incentives
of the customers are determined. Therefore, the customer can make two types of profits through
the ESS: The cost savings in the TOU tariff and the incentive for the ESS operation. Simultaneously,
the LSE can reduce the purchasing cost in the wholesale market because the incentive pricing signal
changes the ESS charging schedules of the customers.

In order to determine the incentive pricing signal for the ESS operation, the LSE receives
the information of the ESS from the owner and predicts the wholesale market price, for example,
system marginal price (SMP). Because the ESS charging schedule is determined by the customer for
maximizing his/her profit under the ILC, the total optimization problem of the LSE is formulated
to a bilevel optimization problem, which includes the optimization problem of the customer.
The upper-level problem (ULP) is related to the LSE profit and the lower-level problem (LLP) to
the customer behavior for the incentive pricing signal. Through the bilevel optimization, the incentive
pricing signal is determined. In order to verify the proposed incentive method, the profits of the
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customer and LSE in this method are compared with the profits of the customer and LSE under the
TOU rates.

The main contributions are summarized as follows:

‚ In order to improve the ESS utilization in the TOU rates, the incentive price for the ESS operation
is utilized and the effect of the incentive price is verified.

‚ Because the ESS charging schedule is determined by the customer under ILC, a bilevel
optimization problem is introduced. Further, in order to attract customers to the incentive
scheme and to divide the increased social welfare equitably, the method to determine proper
incentive pricing is proposed.

‚ In order to solve the bilevel problem by using an interior point method, the procedure of
reformulating the bilevel optimization is presented. The procedure is composed of reformulating
the piecewise linear constraint to a linear constraint, adjusting the Karush–Kuhn–Tucker (KKT)
conditions of the LLP, and using the penalty methods.

The rest of this paper is organized as follows. The detailed system model is presented in
Section 2. The formulation of the bilevel optimization problem is presented in Section 3. Because it is
difficult to solve the bilevel optimization problem by using an interior point method, the procedure of
reformulating the bilevel optimization is presented in Section 4. The effect of the proposed incentive
scheme is analyzed in Section 5. Finally, Section 6 concludes the paper.

2. System Model

Despite the fast response of the ESS, it is difficult for the ESS operation owned by the customer
to reflect the variability of the wholesale market price under the TOU rates. In order to utilize the
ESS more economically, an additional measurement is implemented at the ESS, as shown in Figure 1.
The load demand including the ESS operation is measured by the load measurement and the ESS
operation is measured by the ESS measurement independently. Further, the LSE gives the incentive
pricing signal for the ESS operation to the customer. Under this system model, the incentive for the
ESS operation is determined from the incentive price and the ESS operation. The customer can profit
from the load reduction caused by the ESS operation based on the load measurement. Additionally,
it is possible to reward for the ESS operation irrespective of the other load devices based on the ESS
measurement. On the other hand, using the incentive pricing signal, the LSE can influence the charging
schedule of the ESS owned by the customer more directly compared to that using only the TOU rates.
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Figure 1. System model for the proposed indirect load control (ILC). ESS: energy storage system.

The overall process of determining the ESS charging schedule is illustrated in Figure 2.
The incentive price scheme is the day-ahead DSM. The LSE receives the individual information of the
ESS, that is, state of charge (SOC), maximum charging and discharging power, capacities, and charging
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and discharging efficiencies, from the customers and predicts the SMP. Then, the LSE determines the
incentive pricing signal for the ESS operation based on SMP, TOU, and the ESS information and sends
this signal to the customers. The detailed process of determining the pricing signal is presented in
Sections 3 and 4. Finally, the customers determine their ESS charging schedules by the TOU price and
the incentive pricing signal. By this process, the customers can increase the benefit from the incentive
and the LSE can reduce the cost from the wholesale market.
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Figure 2. Process of determining the ESS charging schedule. SMP: system marginal price; TOU:
time-of-use; and SOC: state of charge.

With the development of smart grid technologies, the communication technologies such as ZigBee,
wireless mesh, cellular network communication, powerline communication, digital subscriber lines,
and optical fiber, are utilized for communication between the LSE and the customers. The detailed
information of the communication technologies is presented in [19,20]. Under the day-ahead DSM,
high communication speed is not required and delay of the communication of the data can be tolerated.
However, if the incentive price scheme is expanded into the real-time DSM, communication speed and
delay should be considered.

3. Problem Formulation

Because the final ESS charging schedule is determined by the ESS customer under the ILC,
the LSE should consider the customer behavior depending on the incentive pricing signal for the
ESS operation. In other words, an optimization problem related to the profit of the customer should
be embedded in the total optimization problem in which the LSE determines the incentive price.
Therefore, the optimization problem of the LSE can be formulated as a bilevel optimization problem.
A bilevel problem is the optimization problem where an optimization problem is embedded with
another. The ULP is the outer optimization problem and the LLP is the inner optimization problem,
which is included as a constraint of the ULP. The ULP maximizes the profit of the LSE. The LLP
maximizes the profit of the customers and is the constraint of the ESS charging schedule in the total
optimization problem.

3.1. Upper-Level Problem

The purpose of the ULP is to maximize the profit of the LSE. The profit of the LSE can be calculated
by the revenue of the LSE and the cost of the LSE. Because the LSE sells the electricity with the TOU
tariff, the revenue of the LSE from the customer with the ESS can be obtained as:

RevenueLSE “

NT
ÿ

t“1

CR,t

˜ND
ÿ

i“1

`

Pd,i,t ´ PESS,i,t
˘

¸

(1)

where CR,t is the retail price in TOU tariff at time t; Pd,i,t is the load demand of customer i at time t;
PEES,i,t is the power output of ESS of customer i at time t; NT is the number of time periods; and ND is
the number of customers with ESS.
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The LSE buys the electricity with the SMP from the wholesale market. Further, in the proposed
scheme, the LSE gives the incentive to the customers. Therefore, the cost of the LSE can be written as
the sum of the purchase cost and the expenditure of the incentive:

CostLSE “

NT
ÿ

t“1

CS,t

˜ND
ÿ

i“1

`

Pd,i,t ´ PESS,i,t
˘

¸

`

NT
ÿ

t“1

CI,t

˜ND
ÿ

i“1

PESS,i,t

¸

(2)

where CS,t is the SMP at time t and CI,t is the incentive price at time t. The objective of the LSE is to
maximize the profit. In other words, the objective function can be written as the minimization of the
negative value of the profit:

min
CI,t ,PESS,i,t

˜ NT
ÿ

t“1

˜

CS,t

˜ND
ÿ

i“1

`

Pd,i,t ´ PESS,i,t
˘

¸

` CI,t

˜ND
ÿ

i“1

PESS,i,t

¸

´ CR,t

˜ND
ÿ

i“1

`

Pd,i,t ´ PESS,i,t
˘

¸¸¸

(3)

The load demand changes depending on the retail price by the customer. The retail price in the
TOU rates is the fixed value for several months. In addition, the SMP and the incentive pricing signal
do not have an effect on the load demand. Therefore, the load demand is seen as a constant value in
the proposed incentive scheme. Equation (3) can be simplified as:

min
CI,t ,PESS,i,t

˜NT
ÿ

t“1

˜

p´CS,t ` CI,t ` CR,tq

˜ND
ÿ

i“1

PESS,i,t

¸¸¸

(4)

In order to make the customers participate in this scheme, the incentive of the ESS operation
should be larger than a certain value called the minimum incentive profit. Assuming that the minimum
incentive profit is determined by the function, f I,min,i, the relationship between the incentive of the ESS
operation and the minimum incentive profit can be expressed as:

NT
ÿ

t“1

CI,tPESS,i,t ě fI,min,i
`

PESS,i,t
˘

, @i (5)

It is crucial for the LSE to determine the minimum incentive profit. If the minimum incentive
profit is too low, the customers do not participate in the proposed scheme and they focus on reducing
only their electricity bills. In the excessively high minimum incentive profit case, the LSE may make
a loss because of the high incentive. The method of determining the minimum incentive profit is
presented in Section 4.4.

3.2. Lower-Level Problem

The purpose of the LLP is to maximize the profit of the customer. The profit of the customer
can be calculated using the revenue of the customer and the cost of the customer. The customer who
owns the ESS and participates in the proposed incentive scheme can make revenue from the incentive.
The revenue of the customer i can be expressed as:

RevenueCustomer,i “

NT
ÿ

t“1

CI,tPESS,i,t (6)

Because the customer should pay the electricity bill to the LSE, the cost incurred by customer i
can be expressed as:

CostCustomer,i “

NT
ÿ

t“1

CR,t
`

Pd,i,t ´ PESS,i,t
˘

(7)
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Similar to the LSE, maximizing the profit is equal to minimizing the negative value of the profit.
The objective function can be written as:

min
PESS,i,t

˜ NT
ÿ

t“1

`

CR,t
`

Pd,i,t ´ PESS,i,t
˘

´ CI,tPESS,i,t
˘

¸

(8)

Because the load demand is affected only by the retail price and the retail price is constant in the
proposed method, this term is seen as a constant value. Equation (8) can be simplified as:

min
PESS,i,t

˜ NT
ÿ

t“1

`

´pCR,t ` CI,tq PESS,i,t
˘

¸

(9)

The constraint for the charging and discharging powers of the ESS i at time t can be given by:

PESS,min,i ď PESS,i,t ď PESS,max,i, @t (10)

where the PESS,min,i and PESS,max,i are the minimum and maximum power outputs of the ESS,
respectively. The constraint for the SOC of the ESS i at time t, SOCi,t, can be given by:

SOCmin,i ď SOCi,t ď SOCmax,i, @t (11)

where the SOCmin,i and SOCmax,i are the minimum SOC and the maximum SOC, respectively. The SOC
can be obtained by:

SOCi,t`1 “ SOCi,t ´
∆T

EESS,i
fSOC,i,t

`

PESS,i,t
˘

(12)

where:

fSOC,i,t
`

PESS,i,t
˘

“

#

ηc,iPESS,i,t if PESS,i,t ď 0

PESS,i,t{ηd,i otherwise
(13)

where ∆T is the time step; EESS,i is the capacity of ESS i; SOCi,0 is the initial SOC of ESS i; ηc,i is the
charging efficiency of ESS i; and ηd,i is the discharging efficiency of ESS i.

3.3. Combining Upper-Level Problem and Lower-Level Problem

Because the ESS charging schedules determined by the customers can be estimated by the LLP,
the LLP is the constraint of the ESS charging schedule of the ULP. The total optimization of the LSE can
be derived by combining ULP and LLP. Because the expression of the LLP includes some equations,
for simplification, it is expressed as follows:

»

—

–

PESS,i,1
...

PESS,i,NT

fi

ffi

fl

P arg min
PESS,i,t

# NT
ÿ

t“1

`

´pCR,t ` CI,tq PESS,i,t
˘

|p10q and p11q

+

, @i (14)

By including Equation (14) in the constraint of ULP, the bilevel optimization problem is composed.
The constraint that is related to the range of the incentive price can be necessary for finding the

incentive price within the reasonable range, because more than two incentive price solutions that
determine the identical EES charging schedules and optimal value of the LLP can exist. For example,
as shown in Figure 3, the SMP during 3:00–4:00 is the minimum and the SMP during 14:00–15:00 is the
maximum. Further, the SMPs at other time periods are identical.

Then, the LSE determines the incentive in the direction where the sums of the incentive prices
and the TOU prices in the day except 3:00–4:00 and 14:00–15:00 are equal. In addition, the sum during
3:00–4:00 is lower and the sum during 14:00–15:00 is higher. There are two cases of the sums of the
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incentive prices and the TOU prices as shown in Figure 4. Because the customer determines the ESS
charging schedule based on the sums of the incentive prices and the TOU prices, the ESS charges
the electricity during 3:00–4:00 and discharges the electricity during 14:00–15:00 in both cases. It is
assumed that the charging power is 10 kWh and the discharging power is 9 kWh because of the ESS
characteristic. The optimal value of LLP is ´1.2$ in both cases.
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As shown in this example, different incentive price solutions that cause the same result can exist.
Further, it is possible that the solver finds a larger unit incentive price compared to TOU price and
SMP, for example, in Case 1, the unit of the SMP is 0.1 $/kWh but the unit of the incentive price is
1 $/kWh. For determining the incentive price within a reasonable price range, it should be maintained
within the acceptable price ranges:

CI,min ď CI,t ď CI,max, @t (15)

The CI,min and CI,max are the minimum and maximum acceptable incentive prices, respectively.
Therefore, the proposed bilevel problem is the problem to solve Equation (4) subject to Equations (5),
(14) and (15).

4. Solution Methods

Since Equations (12) and (14) are not twice differentiable, it is hard to solve the bilevel problem
using the interior point method. In order to solve the problem using the interior point method,
the methods to transform all functions to be twice differentiable and to transform the bilevel problem
into a one-level problem are presented in this section. In addition, the overall procedure of determining
the incentive pricing signal is presented at the end of the section.

4.1. Reformulating the Piecewise Linear Constraints to the Linear Constraint

In order to solve the problem using the interior point method, the objective function and the
constraints of problem should be twice differentiable [21]. However, the constraint of SOC, as shown
in Equation (12), is not differentiable because Equation (13) is a piecewise linear function. In order to
transform Equation (12) into the linear constraint that is twice differentiable, the power output of the
ESS is divided into discharging power and charging power. This can be expressed as:

PESS,i,t “ PESS,i,t
` ´ PESS,i,t

´ (16)
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where PESS,i,t
+ and PESS,i,t

´ are the discharging power and the charging power of the ESS, respectively.
By substituting Equation (16), Equations (4), (5), (9) and (10) can be rewritten as:

min
CI,t ,PESS,i,t

`,PESS,i,t
´
´

˜ NT
ÿ

t“1

˜

p´CS,t ` CI,t ` CR,tq

˜ND
ÿ

i“1

`

PESS,i,t
` ´ PESS,i,t

´
˘

¸¸¸

(17)

NT
ÿ

t“1

`

CI,t
`

PESS,i,t
` ´ PESS,i,t

´
˘˘

ě fI,min,i
`

PESS,i,t
`, PESS,i,t

´
˘

, @i (18)

min
PESS,i,t

`,PESS,i,t
´

˜NT
ÿ

t“1

`

´
`

CR,t ` CI,t
˘ `

PESS,i,t
` ´ PESS,i,t

´
˘˘

¸

(19)

0 ď PESS,i,t
` ď PESS,max,i, @t (20)

0 ď PESS,i,t
´ ď ´PESS,min,i, @t (21)

Further, by substituting Equation (16), Equation (12) is modified as:

SOCi,t`1 “ SOCi,t `
∆T

EESS,i

ˆ

ηc,iPESS,i,t
´ ´

PESS,i,t
`

ηd,i

˙

(22)

By replacing Equation (12) with Equation (22), Equation (11) can be transformed into the
linear constraint:

SOCmin,i ď SOCi,0 `
∆T

EESS,i

t
ÿ

τ“1

ˆ

ηc,iPESS,i,τ
´ ´

PESS,i,τ
`

ηd,i

˙

ď SOCmax,i, @t (23)

Therefore, the constraints of the LLP, that is, Equations (10) and (11), are replaced with
Equations (20), (21) and (23). Further, all functions in the LLP are twice differentiable.

On the other hand, the solution is valid if the discharging power is zero for any positive
charging power and vice versa. In order to prevent the ESS from charging and discharging electricity
simultaneously, the following constraint should be satisfied:

´ CR,t ď CI,t, @t (24)

If the ESS charges and discharges electricity simultaneously, because of the efficiency, the charging
power increases more than the discharging power for the same amount of change in SOC.
If Equation (24) is satisfied, the objective value of the LLP decreases during the discharging and
the objective of the LLP increases during the charging. Thus, because charging and discharging
electricity simultaneously increases the objective value, it is prevented.

However, if Equation (24) is not satisfied, the objective of the LLP decreases during the charging
and the objective of the LLP increases during the discharging. Charging and discharging electricity
simultaneously decreases the objective value. Thus, the solution is not valid.

In order to satisfy Equation (24), the minimum value of the incentive price is set to satisfy the
following condition:

´minpCR,tq ď CI,min (25)

4.2. Adjusting Karush–Kuhn–Tucker Conditions

The method of transforming the bilevel problem into a one-level problem can be derived by
transforming the LLP into the KKT conditions of the LLP [22]. In addition, if the LLP is the convex
problem, the solutions of the bilevel and the one-level problems obtained by the KKT conditions are
equivalent [22]. Because all constraints of the LLP are linear functions and the objective function is
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linear function for all incentive prices, the LLP is the convex problem. Therefore, by adjusting the
KKT conditions of the LLP, the bilevel problem can be transformed into a one-level problem and
the solution of the one-level problem is equal to the solution of the bilevel problem. In order to
find the KKT conditions of the LLP, the Lagrangian of the LLP to optimize Equation (19) subject to
Equations (20), (21) and (23) is derived first. This Lagrangian can be expressed as:

Li “

NT
ÿ

t“1

¨

˝´pCR,t ` CI,tq
`

PESS,i,t
` ´ PESS,i,t

´
˘

`

6
ÿ

j“1

µj,i,t fµ,jpPESS,i,t
`, PESS,i,t

´q

˛

‚, @i (26)

where:
fµ,1pPESS,i,t

`, PESS,i,t
´q “ ´PESS,i,t

`

fµ,2pPESS,i,t
`, PESS,i,t

´q “ ´PESS,i,t
´

fµ,3pPESS,i,t
`, PESS,i,t

´q “ PESS,i,t
` ´ PESS,max,i

fµ,4pPESS,i,t
`, PESS,i,t

´q “ PESS,i,t
´ ` PESS,min,i

fµ,5pPESS,i,τ
`, PESS,i,τ

´q “

˜

´
∆T

EESS,i

t
ÿ

τ“1

ˆ

ηc,iPESS,i,τ
´ ´

PESS,i,τ
`

ηd,i

˙

´ SOCi,0 ` SOCmin,i

¸

fµ,6pPESS,i,τ
`, PESS,i,τ

´q “

˜

∆T
EESS,i

t
ÿ

τ“1

ˆ

ηc,iPESS,i,τ
´ ´

PESS,i,τ
`

ηd,i

˙

` SOCi,0 ´ SOCmax,i

¸

Further, the dual variables of the Lagrangian, µ, are satisfied with the dual feasibility of the
KKT conditions:

µj,i,t ě 0, @j, @i and @t (27)

The stationarity of the KKT conditions can be derived by:

BLi

BPESS,i,t
`
“ ´pCR,t ` CI,tq ´ µ1,i,t ` µ3,i,t `

`

µ5,i,t ´ µ6,i,t
˘ ∆T

EESS,iηd,i
t, @i and @t (28)

BLi

BPESS,i,t
´
“ CR,t ` CI,t ´ µ2,i,t ` µ4,i,t ´

`

µ5,i,t ´ µ6,i,t
˘ ηc,i∆T

EESS,i
t, @i and @t (29)

The complementary slackness of the KKT conditions is given by:

µj,i,t fµ,jpPESS,i,t
`, PESS,i,t

´q “ 0, @j, @i and @t (30)

The primal feasibility of the KKT conditions is given by:

fµ,jpPESS,i,t
`, PESS,i,t

´q ě 0, @j, @i and @t (31)

By adjusting KKT conditions of the LLP, Equation (14) is replaced by Equations (27)–(31). In other
words, the problem is reformulated into a one-level problem, because the constraint composed of the
optimization problem, Equation (14), is eliminated. Owing to the reformulation, all dual variables are
included in the decision variables.

4.3. Penalty Methods

In order to satisfy the KKT conditions at a minimum point, the optimization problem should
satisfy constraint qualifications [23]. Because KKT conditions are adjusted to find a solution in many
nonlinear solvers, it is important to verify that the optimization problem is satisfied with constraint
qualifications. The most common constraint qualification is the linear independence constraint
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qualification (LICQ) [23]. The LICQ means that the gradients of the active inequality constraints
and the gradients of the equality constraints are linearly independent at any feasible point.

On the other hand, the set of Equations (27), (30) and (31) do not satisfy the LICQ. The gradients
of the constraints can be derived by:

∇µj,i,t “ p0, 0, 0,∇µµj,i,tq
T (32)

∇ fµ,jpPESS,i,t
`, PESS,i,t

´q “ p0,∇PESS,i,t
` fµ,jpPESS,i,t

`, PESS,i,t
´q,∇PESS,i,t

´ fµ,jpPESS,i,t
`, PESS,i,t

´q, 0qT (33)

∇p´µj,i,t fµ,jpPESS,i,t
`, PESS,i,t

´qq

“ ´p0,µj,i,t∇PESS,i,t
` fµ,jpPESS,i,t

`, PESS,i,t
´q,µj,i,t∇PESS,i,t

´ fµ,jpPESS,i,t
`, PESS,i,t

´q, fµ,jpPESS,i,t
`, PESS,i,t

´q∇µµj,i,tq
T (34)

Denote S “
 

pj, i, tq : fµ,jpPESS,i,t
`, PESS,i,t

´q “ 0
(

. If pj, i, tq P S, then Equations (33) and (34) are
linearly dependent. If pj, i, tq R S, then Equations (32) and (34) are linearly dependent. Thus, because the
LICQ is not satisfied, it is hard to solve this one-level problem by using the general nonlinear solvers.

In other words, although the problem is transformed into a one-level one, it cannot be solved using
general nonlinear solvers because of constraints composed of Equations (27), (30) and (31). To adjust
the interior point method to solve the one-level problem, the penalty methods proposed in [24] are
utilized for the optimization problem. By adding the penalty variables related to Equation (30) to the
objective function, Equation (30) is eliminated from the constraints.

A new value, Λ, which is satisfied with the following condition is defined:

ND
ÿ

i“1

¨

˝

NT
ÿ

t“1

¨

˝

6
ÿ

j“1

´µj,i,t fµ,jpPESS,i,t
`, PESS,i,t

´q

˛

‚

˛

‚ď Λ (35)

This value is added to Equation (17) by multiplying the penalty parameter, π:

min
CI,t ,PESS,i,t

`,PESS,i,t
´,µ,Λ

˜ NT
ÿ

t“1

˜

p´CS,t ` CI,t ` CR,tq

˜ND
ÿ

i“1

`

PESS,i,t
` ´ PESS,i,t

´
˘

¸¸

` πΛ

¸

(36)

The final optimization problem is to solve Equation (36) subject to Equations (15), (18), (27)–(29),
(31) and (35). By the penalty method, Λ is close to zero. Further, the primal feasibility, Equation (31)
and the dual feasibility, Equation (27) are satisfied because these are the constraints of the optimization
problem. Therefore, the complementary slackness of the KKT conditions is also satisfied, because the
total sum of the multiplication of two positive values is close to zero. Although the penalty parameter
can affect the performance of the solving process, the method to determine the penalty parameter is
beyond the scope of this paper.

4.4. Determination of the Minimum Incentive Profit

Determining the appropriate minimum incentive profit is important for attracting customers
and dividing the increased social welfare equitably. In this paper, the minimum incentive profit is
determined on the basis of two values: the maximum profit of the customer with only TOU tariff and
the estimated profit of SMP from the ESS operation.

Because the LSE receives the ESS information from the customer, the LSE can predict the maximum
profit of the customer with only TOU tariff. Because of the absence of the incentive, the objective
function with only TOU tariff can be written as:

min
PESS,i,t

`,PESS,i,t
´

˜ NT
ÿ

t“1

`

´CR,t
`

PESS,i,t
` ´ PESS,i,t

´
˘˘

¸

(37)

Equations (20), (21) and (23) are constraints similar to the constraints of the LLP. The maximum
profit, FR,max,i, is equal to the negative value of the optimal value of the optimization problem with only
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TOU tariff. The optimal ESS scheduling, PTOU˚
ESS,i,t , is determined by the optimal points of the optimization

problem with only TOU tariff and Equation (16). Because the TOU tariff follows three-level pricing
rates, the optimal points are indeterminate. The LSE selects optimal points and predicts the optimal
ESS scheduling of the customer.

As the profit of the customer with the proposed incentive scheme is larger than the maximum
profit of the customer with only TOU tariff, the following condition should be satisfied:

NT
ÿ

t“1

`

pCR,t ` CI,tq
`

PESS,i,t
` ´ PESS,i,t

´
˘˘

ě FR,max,i (38)

On the other hand, the deviation of the SMP profit made by the customer i, between using only
the TOU tariff and using the proposed scheme, can be approximated as:

∆Pro f itSMP,i “

NT
ÿ

t“1

CS,t
`

PESS,i,t
` ´ PESS,i,t

´
˘

´ FS,max,i (39)

where:

FS,max,i “

NT
ÿ

t“1

´

CS,tPTOU˚
ESS,i,t

¯

(40)

This deviation can be seen as the increased social welfare when the incentive pricing scheme is
introduced. In order to provide a portion of the increased social welfare to the customer, a portion of
the deviation is added to the right-hand side of Equation (38).

NT
ÿ

t“1

`

pCR,t ` CI,tq
`

PESS,i,t
` ´ PESS,i,t

´
˘˘

ě FR,max,i ` r

˜ NT
ÿ

t“1

CS,t
`

PESS,i,t
` ´ PESS,i,t

´
˘

´ FS,max,i

¸

(41)

where r is the minimum ratio of the profit given to the customers to the increased social welfare. In other
words, 1 – r is the maximum ratio of the profit given to the LSE to increase social welfare. Equation (41)
replaces Equation (18). Because Equation (41) is twice differentiable, the total optimization problem
can be solved by the interior point method.

4.5. Overall Procedure

The procedure of determining the incentive prices are summarized as:

Step 1 Receive the information of the ESS, that is, the limits of charging and discharging power,
the capacity, the charging and discharging efficiencies, the maximum and minimum of the
SOC, and the initial SOC, and predict the SMP.

Step 2 Solve Equation (37) subject to Equations (20), (21) and (23). Calculate the FR,max,i and FS,max,i
by using Equations (16) and (40), and the optimal value and the optimal points.

Step 3 Formulate the optimization problem to solve Equation (36) subject to Equations (15), (27)–(29),
(31), (35) and (41) by using Equation (16), the KKT conditions, and the penalty method.

Step 4 Set r and solve the optimization problem in Step 3 by using an interior point method.

Then, the incentive pricing signals are sent to the customers, who then determine their ESS
charging schedules.

5. Case Study and Results

In this section, the effect of the proposed incentive scheme is verified by comparing the profits
of the customer and the LSE from the proposed incentive method with those from the TOU rates.
∆T is set to 1 h and NT is set to 24. Therefore, the incentive price is derived as an hourly pricing
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signal. For simplicity, the SMP is assumed to be predicted with high accuracy, and historical data is
used for the predicted SMP. The fmincon function in Matlab is used for a general nonlinear solver
in Step 4 of Section 4.5 because an interior point method is one of the solution methods provided by
fmincon function.

5.1. Simulation Data

It is assumed that the number of customers owning the ESS is five. The detailed specification
of the ESS is shown in Table 1. The retail price in TOU tariff is determined depending on time
and season. The TOU tariff in summer is shown in Figure 5 and these are obtained from Korea
electric power corporation website [25]. The tariff is divided into three level prices. The peak time
periods are 10:00–12:00 and 13:00–17:00. The off-peak time period is 23:00–9:00. The remaining are the
mid-peak times.

Table 1. Detailed specification of the ESS.

Customer 1 2 3 4 5

Capacity (kWh) 60 60 60 60 60
Maximum discharging power (kW) 27 24 21 18 15

Maximum charging power (kW) 27 24 21 18 15
Maximum SOC (%) 100 100 100 100 100
Minimum SOC (%) 10 12.5 15 17.5 20

Discharging Efficiency (%) 95 95 95 95 95
Charging Efficiency (%) 95 95 95 95 95

Initial SOC (%) 10 12.5 15 17.5 20
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The three-day SMP data are obtained from Electric power statistics information system website,
as shown in Figure 6 [26]. These are the weekday SMPs in summer. On Day 1, the SMPs are high
when the TOU price is the peak-time price. On Day 2, the SMPs are high after 13:00 and the SMP
from 12:00 to 13:00 is slightly different from the SMPs before 12:00. On Day 3, the SMPs are high
during 9:00–10:00 and 11:00–12:00 and the SMP from 12:00 to 13:00 is slightly different from the SMPs
after 13:00. Further, the SMPs from 3:00 to 5:00 are the lowest on these three days.

In order to satisfy the mathematical problem with equilibrium, the penalty parameter, π, is set to a
large value. In this paper, the penalty parameter is set to 100. The minimum and maximum acceptable
incentive prices are set to 0 ($/kWh) and 0.14 ($/kWh), respectively, because the unit of incentive price
is kept within the unit of other prices, that is, TOU and SMP.
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To identify the effect of the proposed incentive scheme, the following three case studies were
simulated and the results were compared. Because the schedule is determined by the customer and
not the LSE, it is possible that the customer determines the ESS charging schedule irrespective of the
incentive pricing signal. Case 3 identifies this effect:

Case 1 The customer determines the ESS charging schedule based on the TOU tariff, and there is
no incentive.

Case 2 The incentive pricing signal is determined by the proposed method when r is set to 0.5.
The signal is sent to the customers. The customer determines the ESS charging schedule based
on the TOU tariff and the incentive pricing signal.

Case 3 The incentive pricing signal is equal to the incentive in Case 2. The signal is sent to the
customers. However, the customer determines the ESS charging schedule based on the only
TOU tariff. In other words, the ESS charging schedule is equal to the ESS charging schedule in
Case 1.
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5.2. Test Results

As explained in Section 4.4, because the TOU tariff follows three-level pricing rates, the optimal
ESS charging schedule is indeterminate. In order to determine the optimal ESS charging schedule in
Cases 1 and 3, the objective Equation (37), is modified by Equation (42):

min
PESS,i,t

`,PESS,i,t
´

˜ NT
ÿ

t“1

`

´CR,t
`

PESS,i,t
` ´ PESS,i,t

´
˘˘

`w
NT
ÿ

t“1

`

Pd,i,t ´ PESS,i,t
` ` PESS,i,t

´
˘2
¸

(42)

The constraints are Equations (20), (21), and (23). The additional term is related with the
peak-to-average ratio. Further, w is set to 0.000001. Owing to small w, the charging periods and
discharging periods are determined by TOU price dominantly. It is assumed that the load demands of
customers are shown in Figure 7. The ESS charging schedules in Cases 1 and 3 during the three days
are fixed as shown in Figure 8 because the TOU tariff is fixed. The discharging period is the peak time
period and the charging periods are two time periods. One is the off-peak time period and the other is
the mid-peak time between 12:00 and 13:00. Further, because of the additional term, more electricity is
discharged when the load demand is higher during the discharging periods and more electricity is
charged when the load demand is lower during the charging periods.
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The three-day incentive prices in Cases 2 and 3 are shown in Figure 9. The sums of incentive
prices and TOU prices are shown in Figure 10. The customers determine the ESS charging schedule
based on these sums. In the proposed scheme, if the SMP is higher, the sum of the incentive price and
TOU is also higher. Therefore, it seems that the customers determine the ESS charging schedules based
on the SMP, although they use the TOU rates.
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The ESS charging schedules of Case 2 on Days 1, 2 and 3 are shown in Figures 11–13, respectively.
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The incentive prices are lower from 3:00 to 5:00 than at other off-peak times as shown in Figure 6,
because the SMPs are the lowest among the off-peak time periods. Therefore, the ESSs charge the
electricity during these times intensively. On Day 1, the SMP from 12:00 to 13:00 is sufficiently low
compared to the SMPs in the peak time. Therefore, it is efficient to charge the electricity in this time
period. On Day 2, because of little difference between SMP from 12:00 to 13:00 and SMPs before 12:00,
charging the electricity during this time is improper to increase the cost savings from the wholesale
market upon considering the charging and discharging efficiency. Similarly, on Day 3, charging the
electricity from 12:00 to 13:00 is not efficient because of little difference between SMP in this time
period and SMPs after 13:00. Therefore, the ESSs charge the electricity during this time period on Day 1
but the ESSs do not charge the electricity during this time period on Day 2 and Day 3 in the proposed
incentive scheme.

The discharging times are determined as the time periods when the SMPs are high on three days,
which are during 10:00–12:00 and 13:00–17:00 on Day 1, 17:00–18:00 and 19:00–21:00 on Day 2 and
9:00–10:00 and 11:00–12:00 on Day 3. The remaining energy caused by the limitation of discharging
power is discharged when SMP is the highest among the remaining time periods, because the sum of
the incentive price and TOU price is also the highest in the proposed method.

The profits of all customers and losses of the LSE are summarized for each of the three days in
Tables 2–4, respectively. The customer profits in Tables 2–4 are the sum of the profits of all customers,
and the detailed profit of the individual customer is presented in Tables A1–A3 of Appendix.

The profit and the loss related with the constant load demand are eliminated in the Tables.
The cost savings of the customer is the cost savings from the retail prices and the cost savings of the
LSE is the cost savings from the wholesale prices. The social welfare is equal to the cost savings from
the wholesale market. The values in parentheses denote the ratio of increase in the profit and the
ratio decrease in the loss compared to Case 1. Because the customers use the ESS for the purpose
of the cost savings in the TOU scheme, the revenue of the LSE from the retail market decreases.
Therefore, the total LSE profit caused by the ESS is negative and is described as the loss. Further, if the
expenditure for incentive is negative, the LSE gives the incentive to customers. Otherwise, the bill of
the customer increases.

Table 2. Total profit and loss on Day 1 (unit: $). LSE: load-serving entity.

Case
Customer Profit LSE Loss

Social
WelfareCost

Savings 1
Incentive
Payments Total Revenue

Loss
Expenditure
for Incentive

Cost
Savings 2 Total

1 37.72 0 37.72 ´37.72 0 13.86 ´23.86 13.86

2 37.69 3.59 41.28
(9.44%) ´37.69 ´3.59 19.74 ´21.54

(9.72%)
19.74

(42.42%)

3 37.72 ´0.44 37.28
(–1.17%) ´37.72 0.44 13.86 ´23.42

(1.84%)
13.86

(0.00%)
1 Cost savings from the retail market. 2 Cost savings from the wholesale market.
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Table 3. Total profit and loss on Day 2 (unit: $).

Case
Customer Profit LSE Loss

Social
WelfareCost

Savings 1
Incentive
Payments Total Revenue

Loss
Expenditure
for Incentive

Cost
Savings 2 Total

1 37.72 0 37.72 ´37.72 0 13.71 ´24.01 13.71

2 11.29 30.32 41.61
(10.31%) ´11.29 ´30.32 20.63 ´20.98

(12.62%)
20.63

(50.47%)

3 37.72 ´1.77 35.95
(´4.69%) ´37.72 1.77 13.71 ´22.24

(7.37%)
13.71

(0.00%)
1 Cost savings from the retail market. 2 Cost savings from the wholesale market.

Table 4. Total profit and loss on Day 3 (unit: $).

Case
Customer Profit LSE Loss

Social
WelfareCost

Savings 1
Incentive
Payments Total Revenue

Loss
Expenditure
for Incentive

Cost
Savings 2 Total

1 37.72 0 37.72 ´37.72 0 12.97 ´24.75 12.97

2 22.71 19.00 41.71
(10.58%) ´22.71 –19.00 20.23 ´21.48

(13.21%)
20.23

(55.98%)

3 37.72 ´1.73 35.99
(´4.59%) ´37.72 1.73 12.97 ´23.02

(6.99%)
12.97

(0.00%)
1 Cost savings from the retail market. 2 Cost savings from the wholesale market.

In the incentive scheme using the proposed method, the social welfare increased compared only
to the TOU scheme. In addition, the profit of the customer increased and the loss of the LSE decreased.

In Case 2, owing to setting r to 0.5, more than 50% of increased social welfare compared to Case 1 is
given to the customers. The portions of the customers for the increased social welfare on Day 1, Day 2,
and Day 3 are 60.54%, 56.21%, and 54.96%, respectively. In order to verify the effect of r, r changes
from 0.1 to 0.9 and the interval is 0.2. The portions of the total customers for the increased social
welfare on Day 1, Day 2, and Day 3 are shown in Table 5. Because the LSE increases its portions and
the minimum ratio is maintained by Equation (41), the portion of the customer is close to r. Therefore,
the increased social welfare can be divided by the intention of the LSE. Further, when r is set to 0.5,
the portion of all customers is similar to the portion of the LSE.

On the other hand, as shown in Cases 2 and 3, when the customer determines the ESS charging
schedule irrespective of the incentive pricing signal, the profit of the customer is reduced. Therefore,
in order to maximize the profit, the customer considers the incentive price when it determines the ESS
charging schedule.

Table 5. Portion of the customers for the increased social welfare.

r 0.1 0.3 0.5 0.7 0.9

Day 1 12.82% 36.63% 60.54% 79.58% 97.10%
Day 2 11.85% 34.68% 56.21% 79.94% 91.76%
Day 3 11.57% 35.12% 54.96% 74.34% 98.90%

Therefore, the social welfare is increased and the profit can be divided into the LSE and the
customers equitably in the proposed incentive scheme. In addition, the customer follows the intention
of the LSE to maximize his/her profit from the incentive scheme.

6. Conclusions

In general, the TOU tariff divided into three level prices is the most popular tariff as a price-based
ILC. Because the TOU rates do not change variously contrary to the wholesale market price, the ESS
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operation determined by customer for reducing its energy cost does not effectively reflect the wholesale
market price.

In order to maximize the ESS utilization, ILC using the incentive price for the ESS operation is
proposed under the TOU tariff. An additional meter that measures the ESS operation is implemented
at the ESS owned by the customer and the LSE sends the incentive pricing signal for the ESS operation.
Because the ESS charging schedule is determined by the optimization problem of the customer,
the bilevel optimization problem is utilized for determining the incentive pricing signal in this paper.
In order to solve the bilevel optimization problem by using an interior point method, the bilevel
optimization problem is reformulated into a one-level problem in which the objective function and all
the constraints are twice differentiable. This is done by reformulating the piecewise linear constraint to
linear constraint, adjusting the KKT conditions of the LLP, and using the penalty methods.

The proposed incentive scheme increases the social welfare compared to the TOU rates.
In addition, the increased social welfare is divided into the LSE and the customer equitably. Further,
the proposed incentive scheme leads the customer to follow the signal voluntarily, because the customer
desires to maximize his/her profit.
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Abbreviations

DSM Demand side management
LSE Load-serving entity
ILC Indirect load control
TOU Time of use
RTP Real time pricing
ESS Energy storage system
SOC State of charge
SMP System marginal price
ULP Upper level problem
LLP Lower level problem
KKT Karush–Kuhn–Tucker
LICQ Linear independence constraint qualification

Appendix

The detailed profit of the individual customer is summarized in Tables A1–A3.

Table A1. Profit of customers on Day 1 (unit: $).

Customer Case Cost
Savings

Incentive
Payments Total Customer Case Cost

Savings
Incentive
Payments Total

1
1 8.29 0 8.29

2
1 7.95 0 7.95

2 8.28 0.76 9.04 2 7.92 0.74 8.66
3 8.29 ´0.3 7.99 3 7.95 ´0.09 7.86

3
1 7.53 0 7.53

4
1 7.16 0 7.16

2 7.54 0.73 8.27 2 7.17 0.71 7.88
3 7.53 ´0.22 7.31 3 7.16 0.3 7.46

5
1 6.79 0 6.79

Total
1 37.72 0 37.72

2 6.78 0.65 7.43 2 37.69 3.59 41.28
3 6.79 ´0.13 6.66 3 37.72 ´0.44 37.28
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Table A2. Profit of customers on Day 2 (unit: $).

Customer Case Cost
Savings

Incentive
Payments Total Customer Case Cost

Savings
Incentive
Payments Total

1
1 8.29 0 8.29

2
1 7.95 0 7.95

2 2.39 6.73 9.12 2 2.32 6.41 8.73
3 8.29 ´0.74 7.55 3 7.95 ´0.48 7.47

3
1 7.53 0 7.53

4
1 7.16 0 7.16

2 2.24 6.09 8.33 2 2.18 5.74 7.92
3 7.53 ´0.44 7.09 3 7.16 0.1 7.26

5
1 6.79 0 6.79

Total
1 37.72 0 37.72

2 2.16 5.35 7.51 2 11.29 30.32 41.61
3 6.79 ´0.21 6.58 3 37.72 ´1.77 35.95

Table A3. Profit of customers on Day 3 (unit: $).

Customer Case Cost
Savings

Incentive
Payments Total Customer Case Cost

Savings
Incentive
Payments Total

1
1 8.29 0 8.29

2
1 7.95 0 7.95

2 4.59 4.51 9.10 2 4.43 4.28 8.71
3 8.29 ´0.72 7.57 3 7.95 ´0.36 7.59

3
1 7.53 0 7.53

4
1 7.16 0 7.16

2 4.5 3.84 8.34 2 4.58 3.41 7.99
3 7.53 ´0.34 7.19 3 7.16 0.08 7.24

5
1 6.79 0 6.79

Total
1 37.72 0 37.72

2 4.61 2.96 7.57 2 22.71 19.00 41.71
3 6.79 ´0.39 6.4 3 37.72 ´1.73 35.99
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