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#### Abstract

Pore scale modeling plays a key role in fluid flow through porous media and associated macroscale constitutive relationships. The polyhedral shape and effective local pore size within granular material microstructure are computed in this study by means of the Euclidean Distance Transform (EDT), a local maxima search (non-maximum suppression), and a segmentation process. Various synthetic packed particles are simulated and employed as comparative models during the computation of pore size distribution (PSD). Reconstructed un-sheared and sheared Ottawa 20-30 sand samples are used to compute PSD for non-trivial and non-spherical models.
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## 1. Introduction

Pore space modeling is a challenging issue for scientists in various disciplines. Granular structures yield complex pore geometries, not easily accessible experimentally and difficult to characterize using non-idealized computational methods. Nonetheless, insight into the pore space is essential to homogenization techniques and the macroscale constitutive modeling of flow through porous media [1-3]. Fluid flow takes place within inter-connected pores, which govern seepage, drainage, consolidation, and internal stability [4,5]. In granular filters, which have their drainage capability severely impacted by clogging, it is fundamental to define the pore space precisely [6-8]. Currently, a variety of approaches are available for computing the pore size distribution (PSD) mainly categorized in Delaunay tessellation, medial axis, and watershed based methods [9-18].

In the Delaunay tessellation method [19], a pore is delimited by a tetrahedron with vertices at the centers of four nearest neighboring particles. The effective pore size is then defined as the diameter of the largest inscribed sphere in this tetrahedron. This formulation encompasses two major limitations: (1) reasonable results are only obtainable for packings of spherical particles; and (2) pores bounded by more than four spheres cannot be captured, resulting in a dense tessellation network that often leads to multiple subdivisions of a single pore. In the medial axis approach [9], the skeleton of a continuum pore space is first identified. Subsequently, individual pores are located through a series of merging steps of spherical voids centered along the medial axis. Despite not being restricted by granular arrangement or particle shape, the method suffers from a similar limitation to Delaunay tessellation, in that voids of complex polyhedral shapes cannot be accurately reproduced by the algorithm. In watershed methods [17], the pore space is first converted to an Euclidean distance field [20]. Voxels are then sequentially ascribed to a catchment basin starting at the local maxima until different expansion fronts collide and form the boundaries that constitute
the segmentation. While capable of capturing a range of pore geometries, the method often results in over-segmentation [21], requiring arbitrarily set parameters to achieve successful results [22].

In this study, a new adaptive method is proposed to discretize the pore space and compute the PSD consistent with a diverse range of void shapes and unrestrained by the need of user-defined parameters. The approach consists of three steps. First, similarly to watershed methods, a binarized solid-void digital image is converted into a new domain by applying the Euclidean distance transform (EDT) [20]. Subsequently, pore centers are identified utilizing a robust non-maximum suppression routine [23]. Lastly, a segmentation process (minimum Euclidean distance assignment) [24] is applied to discriminate individual pores, irrespective of shape or size, in the originally continuous void space. Additionally, pore shape and orientation is explored, using the Principal Component Analysis (PCA) technique proposed by Wijewickrema and Paplinski [25].

For verification purposes, spherical packings of known PSD were analyzed employing the method introduced herein. Following a successful validation, the tool was then applied to numerically generated packings at different density states. Random loose packings were generated by inserting spheres one at a time and allowing them to roll until a stable arrangement was reached [26-28]. Denser packings were obtained following a newly formulated procedure for cylindrical domains (Section 2.1), in which randomly placed overlapping spheres are subjected to a series of micro-rearrangements that yield a denser state [29-31].

Finally, the soundness of the PSD characterization technique described in this paper is demonstrated through its application to 3D digital models of Ottawa 20-30 sand specimens [32,33].

## 2. Synthetic Specimen Generation

The macro behavior of granular materials is highly dependent on particle arrangement, local and overall porosity [34-36]. While extensive research has shown that granular materials can be reproduced numerically $[19,29,37,38]$, careful attention should be paid to the packing generation method to achieve reasonable equivalence between physical and simulated materials. Accordingly, a thorough discussion of the methods employed in the present study follows. In general, the structure is represented as random packings of spherical particles, produced via dynamic or geometrical methods. In dynamic packing simulations, particles are subject to Newton's second law of motion and contacts are treated as a linear-spring-dashpot system, after the method developed by Cundall [39], known as the Discrete Element Method (DEM). While DEM can produce any desired randomly packed structure in a predefined density range, particles are allowed to overlap, which requires a high contact stiffness to be assigned in order to avoid numerical artifacts. Since the time step is inversely proportional to contact stiffness, the number of iterations necessary to reach convergence becomes substantially greater. Given DEM's inextricable computational expense [40], such added cost can render simulations intractable. The computational advantage of the presented approach has been discussed in a related study [16]. Similar benefits have been demonstrated by others [41,42].

This study focuses on the characterization of geomaterials, which are generally well-sorted and uniform in size. Therefore, for the comparative study of the pore size distribution presented herein, it was deemed suitable to analyze four mono-sized sphere packings, each pertaining to a different class following Dullien's classification [43] shown in Table 1. In this paper, the terms density and solid ratio are used interchangeably.

Table 1. Density states of packing models, adapted from Dullien [43].

| Model | Description | Packing Density |
| :---: | :---: | :---: |
| Very loose random packing | Spheres slowly settled | 0.56 |
| Loose random packing | Dropped into bed or packed by hand | 0.59 to 0.60 |
| Poured random packing | Spheres poured into bed | 0.609 to 0.625 |
| Dense random packing | The bed vibrated | 0.625 to 0.641 |

### 2.1. Generation Method

Packings classified as "very loose random" according to Table 1 were obtained via the algorithm developed in the previous study by Roozbahani et al. [27]. This method is initiated by randomly generating initial $(x, y, z)$ coordinates for every sphere according to a specific distribution. This determines the initial behavior of every sphere (e.g., collision, rotation, or relative stability with the other spheres).

In order to generate denser specimens, an algorithm was developed to closely pack hard spheres through a series of steps, which can be divided into four main stages: initialization of sphere coordinates, particle expansion/contraction, overlap reduction, and vibration.

Commonly, initialization is done by assigning spheres random positions within the domain, often encompassing an excessive number of anomalously large overlaps. A suitable alternative is to utilize a random loose packing [27] as the initial input for spheres coordinates. By starting the algorithm with an overlap-free packing, several unnecessary overlap reduction and vibration steps are eliminated, improving the overall efficiency.

Post-initialization, the packing is densified by imposing a small ( $2.5 \%$ of radius $_{\text {particle }}$ ) uniform particle expansion. The overlap reduction stage ensues, according to the procedure proposed by He et al. [29]. In each iteration, particles are moved in the direction of an overlap-minimizing vector, and the maximum global overlap (MGO) is calculated. This process is comparable to the particle rearragements produced in DEM simulations by repulsion forces at particle contacts. Nonetheless, the efficiency is much higher since geometrically updating particle positions dispenses the use of a Newtonian time integration scheme [44], necessary in dynamic simulations. Cycling of the overlap-reduction phase is interrupted under two circumstances: the MGO decreases below the intermediate tolerance $T_{i}$, or the number of iterations surpasses the established limit $i_{\max }$. In the first case, spheres are enlarged, and the system is once again subjected to a stage of overlap reduction. Conversely, when the cycling limit is exceeded (iteration $>i_{\max }$ ), a slight contraction is applied to all particles. The packing density is then determined within a virtual container. If the desired density state has been reached, the simulation is stopped and sphere coordinates are recorded. Otherwise, the global overlap tolerance $T_{i}$, initially set at 0.01 , is decreased to accelerate the process, and the specimen is submitted to the overlap reduction process again.

The density is computed inside a virtual rectangular container [19], so as to exclude the zone influenced by boundary effects. This zone was shown to dissipate at a distance no larger than 4 radius $_{\text {particle }}$ from the walls [16].

Due to the quasi-deterministic nature of the overlap reduction process, particles can become jammed, thereby hindering convergence. Hence, a vibration stage was introduced post-particle expansion. This step, which was originally implemented after Clarke and Wiley [31], consists of moving particles in the direction of a random vector. The resulting perturbations promote local rearrangement that releases trapped particles and advances the packing towards its target state. The combination of these steps, allowed tangible improvement of the computational cost. A complete flowchart of the algorithm is shown in Figure 1.

Most available geometric packing methods rely on periodic boundary conditions to avoid handling particle-wall interactions, thus restricting simulations to only producing cuboid specimens [45-48]. The present study addresses this impediment by developing a particle-wall interaction scheme (Figure 2), which enables specimens to be generated within cylindrical containers
 moved and made tangent to its intersecting neighbors. As the new position may lead to an overlap with the container's boundary, the selected sphere is moved along a vector pointing towards the central axis of the cylindrical container (Figure 2b). After a series of iterations, the selected sphere reaches its final position, seen represented in 2D (Figure 2d).


Figure 1. Flowchart of random close packing algorithm.


Figure 2. Schematic representation of sphere-wall interaction. (a) selected sphere movement based on overlap-minimizing vector; (b) selected sphere being moved in direction of central axis; (c) moving overlapping spheres to tangent position with selected sphere; (d) final arrangement.

Figure 3 illustrates a very loose packing ( $\rho=0.58$ ) input and corresponding close dense random sphere packing ( $\rho=0.62$ ) output, in 3D and $(x-y)$ plan view (Figure 3c,d). It can be noted that, as the packing approaches maximum density, the structure becomes more orderly with a predominance of face-centered cubic and hexagonal arrangements. While less evident, the slight increase in sphere diameter ( $4.5 \%$ ) resulting from the method is also perceptible.


Figure 3. Algorithm input and output example (bi-color applied for visualization enhancement). (a) random loose packing input; (b) close random packing output; (c) mid-height cross-section of very loose packing; (d) mid-height cross-section of close random packing.

### 2.2. Method Validation

Statistical mechanics studies [49-51] have demonstrated that a packed bed is only physically possible when its solid fraction, as a function of the average coordination number $\rho(Z)$, lies strictly within the range defined by the random loose packing $\rho_{R L P}(Z)$ and random close packing $\rho_{R C P}$, which can be calculated as follows:

$$
\begin{align*}
\rho_{R L P}(Z) & \approx \frac{Z}{Z+2 \sqrt{3}}  \tag{1}\\
\rho_{R C P} & =\frac{6}{6+2 \sqrt{3}}
\end{align*}
$$

in which $Z$ corresponds to the average coordination number. Therefore, a packing produced by the proposed method can be considered valid by computing $\rho(Z)$ via Equation (1) and verifying that $\rho_{R L P}(Z) \leq \rho(Z) \leq \rho_{R C P}$. Here, this calculation is exemplified for a packing classified as poured random (Table 1), in which the portion outside the virtual container, subject to boundary effects, was disregarded (Figure 4). The average coordination number and density were $5.61 \%$ and $62.64 \%$, which yield $0.618<0.626<0.634$, confirming the packing as an equilibrated structure. Spheres in

Figure 4 c are color coded according to their respective coordination numbers, revealing the increase of this parameter towards the center of the container.


Figure 4. Cont.
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Figure 4. Packing coordination number. (a) statistical distribution; (b) packing within virtual container with cutoff of two particle diameters from cylindrical boundary; (c) diametric section of the same packing.

## 3. Pore Size Distribution Method

The starting stage for the PSD method proposed herein consists of the binary solid-void representation of a granular matrix. This is obtained from the synthetic packings by discretizing the domain in a fine mesh of voxels (the volumetric equivalent of pixels). Each voxel has a size of $\frac{\text { radius }_{\text {particle }}}{15}$, and is assigned zero, if its center is inside a particle (solid), or one if it is located in a void. The pore space is then identified and characterized following a three step approach: conversion to Euclidean distance field; application of a distinct pore locator; and segmentation. The technique is further described in the ensuing sections.

### 3.1. Euclidean Distance Transform (EDT)

Distance transforms are image analysis techniques performed on binary representations to map the original data into a more informative field. In the EDT algorithm, solid voxels are considered to be the fixed information and the Euclidean distance from each value is calculated to the nearest fixed value. Figure 5a shows the solid-void binary representation of a virtual container extracted from a very loose random mono-sized packed structure. The specimen was generated in a cylinder with $\frac{\text { radius }_{\text {container }}}{\text { radius }_{\text {sphere }}}=10$ and a density value of $\rho=57.67 \%$. Figure 5 b shows the corresponding EDT map, which serves as input for the next step of the PSD approach.

### 3.2. Local Voids Center

In this step, the EDT representation is subjected to a series of block processing non-maximum suppression operations. The global voxel matrix is scanned with a search cubic block of odd size, in which the central voxel is compared to its neighbors. If its EDT value corresponds to the local maximum, its global index is stored and its neighbors are set to zero to impede recalculation in later stages. The operation is denoted by Equation (2):

$$
\begin{equation*}
\arg \max _{x \in S \subseteq X} f(x):=\{x \mid x \in S \wedge \forall y \in S: f(y)<f(x)\} \tag{2}
\end{equation*}
$$

where $x$ is the void voxel index in the global 3D $X$ matrix, $S$ is sub-matrix block in $X$, and $f($.$) is the EDT value. However, moving the search block by its equivalent size does not$ guarantee stable local maxima, as it is uncertain whether a stored index is a persistent local maximum in a broader context. To this end, the procedure is repeated increasing the search block. For the aforementioned voxel size, only three iterations were necessary with [ $3 \times 3 \times 3$ ], [ $5 \times 5 \times 5$ ], and $[7 \times 7 \times 7]\left(\frac{\text { radius }_{\text {sphere }}}{5}, \frac{\text { radius }_{\text {sphere }}}{3}, \frac{\text { radius }_{\text {sphere }}}{2}\right)$ block sizes. The matrices resulting from each iteration are juxtaposed, and only consistent local maxima are output as true local pore center indices, represented in Figure 5c.


Figure 5. Very loose mono-sized packed spheres. (a) binary representation, in which solid and void are represented in yellow and purple, respectively; (b) EDT representation; (c) local void centers, represented by the light blue crosses.

### 3.3. Segmentation

After defining the center of local voids, Equation (3) (minimum Euclidean distance assignment) is applied on given $k$ void centers ( $c_{1}, c_{2}, \cdots, c_{k}$ ) to segment local pores ( $P_{1}, P_{2}, \cdots, P_{k}$ ), which correspond to subsets of void voxel $\left(x_{v}\right)$.

$$
\begin{equation*}
P_{i}=\left\{x_{v}:\left\|x_{v}-c_{i}\right\|^{2} \leq\left\|x_{v}-c_{j}\right\|^{2} \forall j, 1 \leq j \leq k\right\} \tag{3}
\end{equation*}
$$

Figure 6 b shows the segmented pore space in a very loosely packed specimen, and Figure 6 c shows individual local voids extracted from the sample.

The volume of each individual pore is calculated as the voxel count of that pore multiplied by a voxel volume. For the purpose of the analyses in this paper, the effective pore size is defined as the radius of the sphere of equivalent volume to that of the voxelized pore.


Figure 6. Segmentation result of a very loose mono-sized sphere packing. (a) solid and void phases; (b) segmented pore space; (c) example of extracted local voids.

### 3.4. Validation

The method is validated by applying the proposed approach to a simple cubic packing and to a close hexagonal packing, both of known pore shape and size distribution. The EDT representation and pore space segmentation for the two structures are presented in Figures 7 and 8. Pore segmentation figures are color coded with respect to pore size, providing visual evidence of the method's precision in partitioning the pore space. Additionally, the precise shape of the voids in these structures is also captured, as illustrated in Figures 7c and 8c. In the simple cubic packing, the effective pore size
determined by the proposed method is $0.97 r$, where $r$ is the sphere radius. In a hexagonal packing, there are two major effective pores of $0.43 r$ and $0.58 r$.


Figure 7. Local void detection in a simple cubic packing. (a) EDT representation; (b) segmented pore space; (c) characteristic local pore.


Figure 8. Local void detection in a close hexagonal packing. (a) EDT representation; (b) segmented pore space; (c) characteristic local pores.

### 3.5. Comparison with Other Methods

In simple cubic packing, a pore is bounded by eight spheres with the effective pore size of $0.97 r$. With the Delaunay tessellation method, a pore size is defined as the inscribed sphere within a tetrahedron constructed by four spheres, the same pore would be divided in two, each with an effective size of $0.366 r$, as reported by Gao [13].

Apart from the inherently different pore size definitions-one method backcalculates the effective size from volume, while the other is defined by geometric boundaries-it is still possible to draw insights from comparing the results obtained by the two methods. Figure 9 shows the PSDs of a very loose mono-sized packing, based on Delaunay tessellation $[13,19]$ and the proposed method (EDT-based). In comparing the mean pore size, it can be observed that the EDT-based segmentation yields significantly larger pores, by approximately a factor of 2 compared to Delaunay tessellation results, as expected. However, it is the stark contrast between the shape of distributions, which provides greater insight. In very loose packings, where a broad range of particle arrangements are present, the limited void definition imposed by Delaunay tessellation precludes the method from
capturing the full spectrum of pore sizes, as evidenced by the narrow range within which most of the data points are contained.

The results obtained using the watershed method were more akin to those obtained with the proposed method (Figure 10). Nonetheless, the aforementioned shortcoming of over-segmentation is evidenced by relatively high frequencies of normalized pore sizes smaller than 0.5 . Improved results can only be obtained by directly specifying potential catchment basins or thresholding the Euclidian distance field, which were not conducted in this case.


Figure 9. PSD according to the Delaunay tessellation and proposed methods in a very loose mono-sized packed spheres.


Figure 10. PSD according to the watershed and proposed methods in a very loose mono-sized packed spheres.

## 4. PSD in Synthetic Microstructure

In this section, the proposed method is applied to an array of packings generated according to Section 2 in cylindrical containers with $\frac{\text { radius }_{\text {container }}}{\text { radius }_{\text {sphere }}}=10$. Density states (Table 1), multi-sized packings and boundary effects are evaluated and discussed below.

### 4.1. PSD of Packings at Different Densities

Figure 11 shows the evolution in PSD from very loose random packing to a dense random packing. It can be observed that, as density increases, there is a tendency for the distribution to become more concentrated towards smaller pore sizes, yielding a positively skewed distribution. This is caused both by the overall reduction of the void space, as well as the diminishing number of potential arrangements.


Figure 11. Cont.


Figure 11. PSD in four different models suggested by Dullien [43]. (a) very loose packing; (b) loose packing; (c) pouring packing; (d) dense random packing.

The mean effective normalized pore size for four different granular specimens are 0.567 (dense random packing), 0.572 (poured random packing), 0.584 (loose random packing), and 0.621 (very loose random packing), as presented in Figure 11. These results highlight the effectiveness of the proposed method in characterizing the pore space and revealing the effects of underlying structural changes. Figure 12a,b illustrate the segmented pore space of both dense and very loose packings, respectively, where the overall contrast in pore size is evident.


Figure 12. Pore segmentation visualization for four different models (color coded according to normalized pore size). (a) dense random packing; (b) very loose random packing.

### 4.2. Pore Shape

No significant differences concerning the distribution of pore shape across different density states was observed. Nonetheless, by calculating the aspect ratio as the quotient between the intermediate and minor axis lengths to the major axis length, it was possible to verify that very few pores present a shape that is close to being spherical. The average aspect ratios of intermediate and minor dimensions to the major length are 0.38 and 0.63 , respectively. Therefore, it could be said that on average a void has approximate dimensions 3:2:1 (Figure 13b).


Figure 13. Pore shape distribution. (a) example of void and corresponding PCA ellipsoid; (b) aspect ratio in dense random packing sample.

### 4.3. Boundary Effects on PSD Analysis of Multi-Sized Packed Spheres

As discussed previously, the interaction of particles with the boundary results in a looser zone in the immediate vicinity of the container walls. In order to evaluate its effect on the overall PSD,
a virtual cylindrical container with a uniform offset of 4 radius $_{\text {particle }}$ was extracted from the original container [19]. The analyzed packing consisted of a specimen with particle sizes uniformly distributed in the range of 0.2 to 1 , and overall density of $\rho=0.58$.

By excluding the boundary affected zone, the mean normalized pore size decreased by $10 \%$ (from 0.935 to 0.850 ), as seen in Figure 14. This ratifies the importance of selecting appropriate container sizes, when characterizing a material, so as to minimize the boundary interference on the overall behavior of the material being characterized.


Figure 14. Cont.
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Figure 14. Pore segmentation visualization and PSD for multi-sized packed spheres inside a cylindrical container (color coded according to normalized pore size). (a) PSD with and without boundary effects; (b) segmented pores with boundary effects; (c) segmented pores without boundary affected zone.

### 4.4. PSD Mono-Sized and Multi-Sized Spheres Packing

Figure 15 shows PSD in two samples of multi- and mono-sized packed spheres with the same density. The multi-sized sample was generated using the drop-roll approach noted in Section 2.1, with uniform particle size distribution ranging from 0.2 to 1 . In order to obtain an equivalent density, a mono-sized sample was generated using the random dense packing method explained in Section 2.1 with a particle radius of 1 . Despite the fact that smaller particles tend to fill the voids formed by the larger fraction [19], additional randomness is incorporated in the system by making the packing polydisperse. Different sphere sizes encompass a broader range of potential arrangements, ultimately yielding a broader distribution than that of a mono-sized specimen with the same density (Figure 15).

### 4.5. PSD in Ottawa 20-30 Sand Specimens

In order to evaluate the performance of the method in an application to real granular materials, 3D digital images of biaxial samples were used as input for the algorithm. These consist of digital reconstructions of sheared and un-sheared specimens of Ottawa 20-30 sand (Figure 16). These were reconstructions obtained by Lu [33], in a procedure involving three major steps: cutting and mounting; grinding and polishing; and imaging and processing.

Figure 17a shows PSD for the un-sheared and sheared reconstructed Ottawa 20-30 sand. During the biaxial compression experiment performed by Lu [33] in a dense sample, stress concentrations evolved into a shear band in the specimen. This localization process leads to particles rolling over each other into a looser state (dilation), yielding bigger voids in the shear zone. For the data input, the mean pore size in the entire initial sample increased from 0.2912 mm to 0.3120 mm after shearing. Note that this is based on an average of the entire specimen as opposed to the shear zone only, where the increase would be even more pronounced. The overall PSD undergoes significant changes. Initially constrained between the 0.02 and 0.52 mm range, it expanded considerably in the sheared sample, ultimately lying in the range of 0.04 and 0.64 mm . Figure $17 \mathrm{~b}, \mathrm{c}$ illustrate the segmented pores in the

Ottawa sand specimens, color coded based on effective pore size. Note the concentration of larger voids within the shear zone in Figure 17c.


Figure 15. PSD multi mono.


Figure 16. Reconstructed Ottawa 20-30 specimens (a) un-sheared and (b) sheared [33].


Figure 17. Pore segmentation visualization and PSD for reconstructed un-sheared and sheared Ottawa 20-30 sand. (a) PSD for reconstructed un-sheared sample; (b) segmented pores for reconstructed un-sheared sample; (c) segmented pores for reconstructed sheared sample.

## 5. Conclusions

In this study, a consistent and operator independent technique to determine PSD is proposed that includes the three major steps of EDT domain conversion, non-max suppression, and segmentation. The method has been shown to perform well for binarizations that preserve the key features of the granular matrix. Nonetheless, noisey or poor quality input may affect the success of the algorithm. This limitation could be addressed by pre-processing the input with a variety of operations, such as erosion and dilation. The main features of the proposed approach are:

- No user defined parameters are required;
- It can be applied in any type of microstructure generated synthetically or experimentally;
- Particle shape is not a constraint in this method;
- Pore centers and polyhedral shapes of pores are calculated;
- It can capture the PSD variations for even small changes in a microstructure.

Acknowledgments: The study presented herein has been supported in part by the US National Science Foundation through the federal award No. EEC-1449501, the School of Civil and Environmental Engineering and the Elizabeth and Bill Higginbotham Chair at the Georgia Institute of Technology.
Author Contributions: J.D.F. and M.M.R. conceived the PSD method. M.M.R. performed the simulations; M.M.R. and R.B. analyzed the data and performed post-processing steps; and the authors contributed equally to writing the paper.

Conflicts of Interest: The authors declare no conflict of interest.

## References

1. Braun, C.; Helmig, R.; Manthey, S. Macro-scale effective constitutive relationships for two-phase flow processes in heterogeneous porous media with emphasis on the relative permeability-saturation relationship. J. Contam. Hydrol. 2005, 76, 47-85.
2. Pan, C.; Hilpert, M.; Miller, C. Pore-scale modeling of saturated permeabilities in random sphere packings. Phys. Rev. E 2001, 64, 1-9.
3. Held, R.J.; Celia, M.A. Pore-scale modeling extension of constitutive relationships in the range of residual saturations. Water Resour. Res. 2001, 37, 165-170.
4. Chapuis, R.P.; Aubertin, M. On the use of the Kozeny-Carman equation to predict the hydraulic conductivity of soils. Can. Geotech. J. 2003, 40, 616-628.
5. Chen, S.; Doolen, G.D. Lattice Boltzmann Method for Fluid Flows. Ann. Rev. Fluid Mech. 1998, 30, 329-364.
6. McDowell-Boyer, L.M.; Hunt, J.R.; Sitar, N. Particle transport through porous media. Water Resour. Res. 1986, 22, 1901-1921.
7. Campos, L.C. Modelling and Simulation of the Biological and Physical Processes of Slow Sand Filtration. Ph.D. Thesis, Imperial College of Science, London, UK, 2002.
8. Tufenkji, N.; Miller, G.F.; Ryan, J.N.; Harvey, R.W. Transport of Cryptosporidium Oocysts in Porous Media: Role of Straining and Physicochemical. Environ. Sci. Technol. 2004, 38, 5932-5938.
9. Al-raoush, R.; Thompson, K.; Willson, C.S. Comparison of Network Generation Techniques for Unconsolidated Porous Media. Soil Sci. Soc. Am. J. 2003, 1700, 1687-1700.
10. Chan, S.; Ng, K. Geometrical characteristics of the pore space in a random packing of equal spheres. Powder Technol. 1988, 54, 147-155.
11. Reboul, N.; Vincens, E.; Cambou, B. A statistical analysis of void size distribution in a simulated narrowly graded packing of spheres. Granul. Matter 2008, 10, 457-468.
12. Mason, G. A model of the pore space in a random packing of equal spheres. J. Colloid Interface Sci. 1971, 35, 279-287.
13. Gao, S.; Meegoda, J.N.; Hu, L. Two methods for pore network of porous media. Int. J. Numer. Anal. Methods Geomech. 2012, doi:10.1002/nag.1134.
14. Sjah, J.; Vincens, E. Determination of the constriction size distribution of granular filters by filtration tests. Int. J. Numer. Anal. Methods Geomech. 2012, doi:10.1002/nag.2076.
15. Lindquist, W.B.; Lee, S.M.; Coker, D.A.; Jones, K.W.; Spanne, P. Medial axis analysis of void structure in three-dimensional tomographic images of porous media. J. Geophys. Res. 1996, 101, 8297-8310.
16. Koval, I.; Roozbahani, M.; Frost, D. Comparison between geometrical and dynamic particle packing. In Geomechanics from Micro to Macro; Soga, K., Kumar, K., Biscontin, G., Kuo, M., Eds.; CRC Press: Boca Raton, FL, USA, 2014; p. 109.
17. Rabbani, A.; Ayatollahi, S.; Kharrat, R.; Dashti, N. Estimation of 3D pore network coordination number of rocks from watershed segmentation of a single 2-D image. Adv. Water Resour. 2016, 94, 264-277.
18. Schmitt, M.; Halisch, M.; Muller, C.; Fernandes, C.P. Classification and quantification of pore shapes in sandstone reservoir rocks with 3D X-ray micro-computed tomography. Solid Earth 2016, 7, 285-300.
19. Roozbahani, M.M.; Graham-Brady, L.; Frost, J.D. Mechanical trapping of fine particles in a medium of mono-sized randomly packed spheres. Int. J. Numer. Anal. Methods Geomech. 2014, 38, 1776-1791.
20. Frisken, S.; Perry, R. Adaptively sampled distance fields: A general representation of shape for computer graphics. In Proceedings of the 27th Annual Conference on Computer Graphics and Interactive Techniques, New Orleans, LA, USA, 23-28 July 2000; pp. 249-254.
21. Szeliski, R. Computer Vision: Algorithms and Applications, 1st ed.; Springer: New York, NY, USA, 2010.
22. Baldacci, F. An Unbiased and intervoxel watershed algorithm for 3D image segmentation. In Proceedings of the 9th International Conference on Image Analysis and Recognition, Aveiro, Portugal, 25-27 June 2012; Springer: Berlin, Germany, 2012; pp. 330-337.
23. Neubeck, A.; Van Gool, L. Efficient non-maximum suppression. In Proceedings of the 18th International Conference on Pattern Recognition, Hong Kong, China, 20-24 August 2006; pp. 0-5.
24. Bishop, C.M. Pattern Recognition and Machine Learning; Springer: Berlin, Germany, 2007; p. 738.
25. Wijewickrema, S.N.R.; Paplinski, A.P. Principal component analysis for the approximation of a fruit as an ellipse. In Full Papers / WSCG 2005, the 13th International Conference in Central Europe on Computer Graphics, Visualization and Computer Vision 2005; University of West Bohemia: Plzen, Czech Republic, 2005; pp. 1-6.
26. Fuggle, A.R.; Roozbahani, M.M.; Frost, J.D. Size Effects on the Void Ratio of Loosely Packed Binary Particle Mixtures; Geo-Congress 2014 Technical Papers; American Society of Civil Engineers: Reston, VA, USA, 2014; pp. 129-138.
27. Roozbahani, M.M.; Huat, B.B.; Asadi, A. The effect of different random number distributions on the porosity of spherical particles. Adv. Powder Technol. 2013, 24, 26-35.
28. Jodrey, W.S.; Tory, E.M. Simulation of random packing of spheres. Simulation 1979, 32, 1-12.
29. He, D.; Ekere, N.; Cai, L. Computer simulation of random packing of unequal particles. Phys. Rev. E 1999, 60,7098-7104.
30. Frost, R.; Schon, J.C.; Salamon, P. Simulation of random close packed discs and spheres. Comput. Mater. Sci. 1993, 1, 343-350.
31. Clarke, A.S.; Wiley, J.D. Numerical simulation of the dense random packing of a binary mixture of hard spheres: Amorphous metals. Phys. Rev. B 1987, 35, 7350-7356.
32. American Society for Testing and Materials. ASTM C778-13-Standard Specification for Sand; ASTM International: West Conshohocken, PA, USA, 2014.
33. Lu, Y. Reconstruction, Characterization, Modeling and Visualization of Inherent and Induced Digital Sand Microstructures. Ph.D. Thesis, Georgia Institute of Technology, Atlanta, GA, USA, 2010.
34. Lambe, T.W.; Whitman, R.V. Soil Mechanics; Wiley: New York, NY, USA, 1969.
35. Holtz, R.D.; Kovacs, W. An Introduction to Geotechnical Engineering; Prentice-Hall Civil Engineering and Engineering Mechanics Series; Prentice-Hall: Upper Saddle Rive, NJ, USA, 1981.
36. Mitchell, J.K. Fundamentals of Soil Behavior, 2nd ed.; Wiley: New York, NY, USA, 1992.
37. Hu, G.; Orkoulas, G.; Christofides, P.D. Regulation of film thickness, surface roughness and porosity in thin film growth using deposition rate. Chem. Eng. Sci. 2009, 64, 3903-3913.
38. Zeebroeck, M.V. The Discrete Element Method (DEM) to Simulate Fruit Impact Damage during Transport and Handling. Ph.D. Thesis, Katholieke Universiteit Leuven Faculteit Bio-ingenieurswetenschappen Dissertationes, Leuven, Belgium, 2005.
39. Cundall, P.A.; Strack, O.D.L. A discrete numerical model for granular assemblies. Géotechnique 1979, 29, 47-65.
40. Malone, K.F.; Xu, B.H. Determination of contact parameters for discrete element method simulations of granular systems. Particuology 2008, 6, 521-528.
41. Jerier, J.F.; Imbault, D.; Donze, F.V.; Doremus, P. A geometric algorithm based on tetrahedral meshes to generate a dense polydisperse sphere packing. Granul. Matter 2009, 11, 43-52.
42. Jerier, J.F.; Richefeu, V.; Imbault, D.; Donzé, F.V. Packing spherical discrete elements for large scale simulations. Comput. Methods Appl. Mech. Eng. 2010, 199, 1668-1676.
43. Dullien, F.A. Porous Media: Fluid Transport and Pore Structure; Academic Press: Cambridge, MA, USA, 2012.
44. Smilauer, V.; Catalano, E.; Chareyre, B.; Dorofeenko, S.; Duriez, J.; Dyck, N.; Eliáš, J.; Er, B.; Eulitz, A.; Gladky, A.; et al. Yade Documentation. Available online: https:/ / yade-dem.org/doc/Yade.pdf (accessed on 27 October 2017).
45. Kamien, R.D.; Liu, A.J. Why is random close packing reproducible? Phys. Rev. Lett. 2007, 99, 1-4.
46. Radin, C. Random close packing of granular matter. J. Stat. Phys. 2008, 131, 567-573.
47. Mueller, G. Numerically packing spheres in cylinders. Powder Technol. 2005, 159, 105-110.
48. Mueller, G.E. Radial porosity in packed beds of spheres. Powder Technol. 2010, 203, 626-633.
49. Song, C.; Wang, P.; Makse, H.A. A phase diagram for jammed matter. Nature 2008, 453, 629-632.
50. Puckett, J.G. State Variables in Granular Materials: An Investigation of Volume and Stress Fluctuations. Ph.D. Thesis, North Carolina State University, Raleigh, NC, USA, 2012.
51. Zamponi, F. Mathematical physics: Packings close and loose. Nature 2008, 453, 606-607.
