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Abstract: In this work we review ounew methods to computer generate amorphous
atomic topologies o$everal binanalloys SiH, SiN, CN;binary systems based on group
IV elementslike SiC; the GeSe chalcogenidealuminumbased system#IN and AlSi,

and theCuzr amorphous alloyWe use arab initio approach based on densitynttionals

and computationally thermalsandomized periodicallgontinued cells withat least108
atoms The computational thermal proce$s generate theamorphousalloys is the
undermekquenchapproach or one of its varianisthat consistdn linearly heatng the
samples to jusbelowtheir melting(or liquidus)temperatures, and then linearly cooling
them afterwardsThese processes are carried out from initial crystalline conditions using
short and long time steps. Wiad that a stegdour-times the defatltime stepis adequate

for most of the simulationgRadial distribution functions (partial and total)e calculated
and compared whenever possible witkperimental resultsand the agreement is very
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good.For some materialseweport studies dhe effect of the topological disorder on their
electronic and vibrational densitiessthtesandon their optical properties

Keywords: amorphous alloys;omputational simulation®ulk metallic glasseslectronic
structureyvibrational densities of states

1. Preamble: Atomic TopologyversusProperties

It is an obvious fact thathe atomic constituents of mattetheir interactionsand their spatial
arrangements determine the properties of the material. It is desirable then to look at the structure of &
substace in order to have a close idefethe properties that one should expect when dealing with it.
This explains the development of experimental techniques that early on gave a picture of the
distribution of atoms long before there were theoretical advaas@snecessary counterpart. This is
especially true when dealing with complex materials, like the amorphous and the porous, where
analytical developments were &est applicable toonly a very restricted class dofubstances.
Computational simulations hao tome of age for them to be really helpful and usefhl initio
techniques had to be further developed to provide results that would not be parameter dependent o
potential dependenBut not everything ishatsimple Ab initio methods are very computéemanding
which restricts the size of treamples that can be studied with these methodsittonostonly a few
hundred atomsThis implies thatnanoscopic structures can 8ealtwith reasonable confidence, but
mesoscopic properties will have to wait lititie first principles methods are further optimized to be
able to handle larger number of constituents and defd@tisre are also a notable amount of
Gpproximation8that depenckitheron the particular method used, or the type of wave funcgtimns
whether full core or pseudopotentials are incorporated in the calculations, sisealétermine the
quality of the approximation.

Another factor to be considered the fact that thecalculations have to be carried out on a large
enough number of atomic gstituents to guarantee resuttgat represent the extended structure
otherwise thdimited sample may not be representative of the bulk since boundary or surface effects
may significantly alter the outcome of a calculatiom.o palliate these deficiencigbe supercell
approach has been devetgpwvhich consists in constructing large atomic cellsth amorphicity or
porosity, subject tgeriodic boundary conditiorthat extendhemt hr oughout space g
sense of a material in the bulkvidently the size of the supercell that can be handled alithnitio
techniques is a limiting factowhen dealng with extended mesoscopic defec&rictly speakingan
amorphous material would hate havea supercell that contains some lftomssince its swcture is
not repetitive andincethere are no simplifying Blochke theoremdike in the crystdine staté that
would allow handlingsmaller but nevertheless regentative atomic arrangemengsgescription of
such alarge structure would be impossibley any meansSo what is there to do? furns out that
supercells thatontain a number of atoms much smaller thafi &8n give us realistic informatiaof
the short and middle range ordering that may exist in a material, since the lengths involvéd®oul
of the order of tens of angstroms, which is accessitddirst principles computational simulation.
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Thus in non-crystalline bulk materials analith present day techniques thle initio approximations
can be used to describe:

U Small nanosopic defets
U Short and middle range ordering

If this is combined with the presence of periodically extended large supercells we can hope to
create an approximate representation of amorphous mat&inaks long range ordering is absent in
these disordered atomic wttures.Periodic supercells are frequently used in the field of computer
simulations ofcomplex (amorphous, porous, liquigke) materials, acknowledging the impossibility
to deal with samples large enough tofldéy representative. This leads to thgpaarance of a spurious
periodicity in the simulations that is extrinsic to the problem.

But how do we go about generating an amorphous supe@rediporous supercell for that matter?
Regarding amorphicity, we have previously reported successful cadoglaising a new approach that
we have denominatedthe undermekquench approach [1]. Regarding porosity we developsed
simple processthat we named thexpanding latticeapproach to generate amorphous nanoporous
structures [2]Both techniques are innowge and useful to descrilgecertain class of materials. In this
review work we concentrate on the approashdin Referencel, and reporsome of ouresults, some
new and some already published, for amorphous semiconducting and metallic alloys.

2. Antecedentq1]

The generation of amorphous topologies has a losigry of gopproachesising a variety of force
fields and different dynamicalpproximationmethods. Since crystalline semiconductors provoked a
revolution in electronics it is understandableatt amorphous semiconductors were extensively
produced and studied experimehtalThis in turn provokedhe development of theoretical model
thatcontributed tahe understanding of the atomic structure of tithserderednaterials Amorphous
metalic systemsare on the other hand very difficult to produce in the laboratory since they tend to
crystallize rapidlybecausehe amorphous phasean bevery unstableln some materialJdigh cooling
rates of ~10K/s are needed to bypassystallization and tis restricts the thickness of the samples
obtainedto a few micrometers [3]The firstattempts at producing metallic glasses wdeeby metal
deposition on cold substrates whiclvariably led to thin film samples. Metallic glasses obtained by
rapidly quenching melts were reported in 1969 Klementet al. who quickly cooled a Aui Si alloy
from about 1300 °C to room temperaturkeading to samples in the micrometer regi@k Ab initio
modeling of metallic systems has beeidely usedto study local strctures inpure and alloyetlquid
metals[4], but its application tohe generation cimorphoustomic topologies a$olid metallic alloys
has beervery limited due perhaps to the small number of atoms that can be dealdestbite the
potentialandnecessargpplicabilty to Bulk Metallic Glasses (BMGRecent work reports the use of the
HoneycuttAnderson method to analyze amorphous alloys generated via computer sim[Bhtions

For amorphousystemghe dtempts to generate reasonable atomic tapetocan be classifieda
two extremes(i) calculationsbased orad hocclassical, parametatependent potentials, constructed
for the specific purpose of generating amorphous sangplesrtain materials(ii) quantum methods,
parameterized andb initio, that can deal from the outset with the thermalization processas to
generate the amorphous strucgimith the interactions among electrical charges that lead to their
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structures antkadto their electroit and relategropertiesto understand #&ir physical and chemical
behavior Much simulational work has been carried out both on pure elements aralloyed
systemg1]. However, for the purposes of the present work we shall ignore some of the wesults
have obtainedor pure elements analill concentrate on the description of amorphous semiconducting
and metallialloys.

For solid amorphous metallic systems the generation of disordered structures using first principles
techniques is to our knowledge Reristent. Therés some published wor&n the properties of liquid
metallic systemspure elementsalloys, and semiconductors, like Si and Gehich are metallic in
nature when in the liquid statéh what follows we report some of our unpublished resoittghe
generation ohmorphousnetallicalloysin the solid state.

Since 1985 CaParrinello molecular dynamicg6] and quenching from the ntelof
periodically-continued supercells have been extensively usediltoinitio generate amorphous
structures of covalent semiconductdrféithout doubt he pioneering work of Car and Parrinello has
been a landmark in the development of the field, and has pernmeastefforts up to the preserthis
technique of quenching from the melt is frequently used and in the literature is commonly known as
the meltand-quenchapproach; it invariably generates a large number of bond defexsing or
dangling,in amorphous semiconductors when their liquid phases are metallic with larger coordination
numbers. There is another common approach to the generationogirems substances in which
Operfectdéd random net wo bykssvitcheng bonds and adjusting pglasedandb y
dihedral angles, wheneo bond defects are incorporated@he two procedures are opposite and only
partially represent real amorphousaterials. So it was necessary to search for a different thermal
procedure that avoids the mel ti n @construstionoof the o f
second, hence thendermekquenchapproach that we have develog&p

Car, Parrinello anccollaborators applied their firgrinciples planevave molecular dynamics
method (CaParrinello Molecular Dynamics, or CPMD) to C, Si, and Ge. Their simulations were done
starting from the corresponding liquid phases and, after cothiei, radial distibution functions
(RDFs) were calculated for the range 0 <1/2, wherel is the length of the supercell edge used and
generally includes the first two radial peaks. Even though the RDFs obtained reproduce reasonably
well the first two peaks of the expaental results, the overall agreement with experiment varies from
material to materialFurthermorethe procedure of quenching from the melt produces a large number
of overcoordinated atoms since some of the liquid phases of these semiconductorsalie met
e.g., liquid silicon and liquid germanium have average coordination numbers between 6 and 7, and the
guenching from the melt preserves some of this overcoordination. This excess of bond defects make:
the electronic and/or optical gaps difficultdbserve.

Chronologically the first application of CPMD was to amorphous &5i [6] and then to liquid
silicon[7,8] and most of the existing calculations stem from this original \w6d2]. Car and Parrinello
performed this firsab initio molecular gnamics (MD) study onrafcc periodic supercell with 54 atoms
of silicon using their planevave MD method. In their approach a Hooal pseudopotential was used
together with the parameterized local density approximation (LDA) form of Perdew and Zuntjer fo
exchangecorrelationeffects[7]. They obtained good agreemeipt to the second radial peaiith the
experimental RDF ob-Ge rescaled to simulate-Si, and argued that because of the size of their
supercell distances larger thaf A could not be midied. They pointed out that comparisons of
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simulated and experimentally determined atomic structures should be carried out with care in view of
the large number of defects generated in the simulation. A typical simufatianSi was started

above the ralting point at about 2,200 K, and the liquid was allowed to equilibrat& @or ps before

it was quenched down #8300 K at a cooling rate @2 x 10* K/s. During the initial quenching the
volume of the cell was gradualthangedo 1080 &, the crystHine value.

Since then several works have appeared that generate disordered structures using CPMD and th
meltand-quenchprocedure We now present a brief&umé of the pertinent works for our purposes
introducing the nomenclaturehere generallya-AB refers to the family ohmorphouslloys that have
varying contents of the elements A and B, whe@#sB1; x or a-AyB, refer to a specific allay
Sometimeswe shall use thenomenclaturea-ABy just to be consistent with the estabégh
identification procedureof having anamorphousalloy thathas 1 part of element A for parts of
element B

Let us begin witramorphous hydrogenated silicdimulatinga-SiH is a difficult task sincéhere
seems to ba strong dependence of its atomic topology on deposition conditions; also, the chemical
reactivity of hydrogen is another factor that has to be addressed. Fihalljaigh mobility of H
compared to the mobility of Si, and the role of its zero point energy have to be taken into account,
indicating the necessity of a quantum mecharabaihitio approach to this materialhe corresponding
CPMD work is due to Budat al. where the plangvave CatParrinello method was applied to an
amorphous hydrogenated cubic cell of 64 silicons and 8 hydrogens (11% concernitt8liomhese
authors started out with a liquid material containing both silicon and hydrogen atoms wdsch w
rapidly quenched, maintaining a density equal to the value of the crystalline material. They report only
partial distribution functions and the-H RDF obtained in theseimulations compares poorly to the
existingneutron scattering experiments. We éed that the poor agreement is mainly due to the fact
that the simulational supercells are melted beb@iagsolidified. Fedders and Drabd@i4] and Tuttle
and Adamg15] have also studied-SiH from first principles Fedders and Drabold do not repanya
RDF, total or partial, whereas Tuttle and Adams report only th8i @ind the SH RDFs of a cell of
242 atoms with 11% hydrogen. Tuttl e and800Kdams
which was then quenched to produce an amorphous sample at 300 K. They assumed that the mass
each hydrogemtom equalsthe mass of each silicatomleading to an unrealistic representation of
the diffusion of hydrogen in the sample. This unrealistic assumption implies an unreal$tROHF
so perhaps that is why no-Hl RDF is reported in #ir work. Furthermore, the higimobility of the
hydrogen atoms relative to the mobility of the heavier silicons makes the handling of an adequate time
step in the simulation more difficult.

There were no CPMibased calculations faa-SiN before the publication ahe results of our
groupin 2002 results that shall be presentedsettions4 and 5 As far as we know-SiN alloys have
not been the subject of any other type of quantum molecular dynamics simulgdibtmshe present,
and thereforeur work was the firstandso farit is the onlyab initio study of this material.

For a-CN, there are somab initio studies using the CPMD approagl6,17]. McKenzie and
coworkersuserandom networks that were generated byriedtand-quenchmethod on a crystalline
64-atom supercell. They stuatl the electronic density of states to investigate the probable doping
mechanism of carbon by nitrogen. Only three different densities were considered, each for two
concentrations, influenced by the experimental work of Wakeral. [18]. The two concemations



Materials2011 4 721

were GoNo and GgNg, and the three densities were 2.£595 and 3.20 g/ctn An additional
simulation was carried out for a density of 2.7 g/emd a concentration ofsg\4. They claimed that,
contrary to the experimentally found substitutionapithg, their results did not indicate that for low
concentrations nitrogen behaves as a dopant in amorphous carbon.

The first (PMD simulation concerning the structure of amorphous silicon carbi@ sCo s, was
reportedin 1992 by Finocchet al.[19]. They performedCPMD on two different samples, oneith
27 C and 27 Si atoms randomly distributertbughoutthe diamond crystalline positiorend the other
with 32 C and 32 Si atoms randomly distributddoughoutthe rocksalt crystalline structure
postions. Both samples hawdensity of 3.1 g/crth The authors used rmeltand-quenchprocedure
where the samples exe heatedup to atemperature of approximately,000 K, thenthey were
equilibratedduringa 1 psintervaland cooled down to apmximately500 K. The authorsffirmedthat
the two samples had very similar structural properties, thus they codc¢hatethe simulations were
not dependentn the initial structures. The electronicopertiesof these samples were calculated at
the G point, despite the small number of atoms and the small size of the supdrcéfis. work the
authors reported the totahd partial RDFs and the electronic density of state®(QS). The authors
observed that the RDFs hagaak around 1.5 A due toi C bond and 1.9 A due to SC bond, so
the first coordination shell was formed by two different bond types, als#640 of the bods present
in the sample were i@ homonuclear bonds. Twoonclusions were drawn in thenalysis of the
electronicstructure ®the amorphous samplettte first was that the material is a semicondydtoe
second was that the ionicity gap observedrystalline silicon carbides-SiC, located at aboutll eV
with respect to the Fermi levdisappears

The second CPMD work was also done by Fino&tlal. and had the objective of studyindpe
local atomic environment ad-SipsCos [20]. Here the authorgeneratedhe amorphous structure of
SiC usinga technique very similar to the previous wqfl9]. In this paper thecould not establisia
samplestructureeither chemically ordered or completely randofhe general remark was that a
detailed analysis of each atomic species is of vitaloma@mce in orde to understand its
physical properties.

In order to explore the local atomic environmenadSiC)H, Finocchi and Gallin 1994worked
out a CRMD amorphization of a simple cubic supercell of 3.18 §/arhich was made up of 32 C,
32 Si and 12 H aton21]. Thea-(SiC)H sample vasproduced byarapid quenching from the meét
~4,000 K to 500 K, using the same procedaein Re¢rencel9. The authors reported the total and
partial distribution functionsand the coordination numbetsut since we haveot studied this sfem
we shall nodwell on it.

There are a few CPMD studies on amorphous @eBecently Massobrio and Pasquarello
generated amorphous netwstky cooling a 12@atomliquid supercell[22,23]. They used 40 Ge and
80 Seanda periodiccubic supercelith an edge lengtbf 15.16 Aand adensityof 4.38 g/cni. There
are ab initio works based onthe Harris densityfunctional methoddeveloped bySankey and
coworkes [24]. In the first work, Cappelletgt al. studied the vibrations in amdrpus GeSgusing a
diamondlike supercell 063 atons, 20 Ge and 43 SR5]. Theyappliedthe meltand-quenchprocess
to their modeland did some removing and adding of atoms to end up with exact stoichiometry: 21 Ge
and 42 Se, and a resultinignsityof 4.20 g/cmi. They compared their vibrationdensity of states
(vDOS) results with the experimental one. In the second worla-@eSeg, Cobbet al. report a
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216-atom supercel[26]. In thisab initio study they reported topological, vibrational and electi©
properties that wilbe comparedvith our resul$ later on.

For completeness, and to the besbof knowledgethere is no CPMDwork reported ora-InSe,
but tightbinding calculations @re performedy Kohary and collaborator®7]. They amorphized
In-Se with different densities and numbef atoms per supercell, depending on the basideand
124 atoms for DNP and SN basis sethesecells were made amorphoby the meltand-quench
procedure. Th@ositions of thefirst peak were in the range 860 and 2.76 A. They concluded that
there were n&e Sehomopolar bonds fa-1ng sSe) s.

No CPMD works on aluminurbased alloys were found, except for a calculation of Alenedray.
wherethe KohnrShamab initio molecular dynamicss applied tostudy liquid aluminum near the
melting point [B]. Our own work, which shall be presented at a later stage, is based on-tHartim
MD, LHMD, and is not self consistent as the CPMD.

Finally, theoretical studies via simulational modeling exist for the glasggrs CuZyg-CuZr, but
not for theamorphousCuZr, a-CuZr. Wanget al performed someab initio molecular dynamics
(AIMD) and reverse Monte Carlo studies (RM@) asample with the same concentration they had
used for ther X-ray diffraction (XRD) analysi[29]. By comparing the AIMD with the XRD results,
and RMC with extended -Xay absorption fine structure (EXAFS), they obtained the 3D structure of
the samplesrom which theyestabliskedthe short range ordering. Likewise, Mattetnal carried out
an RMC study to resolve the partial radial distribution functions (pBD&nd consequently the
coordination numbel30]. In addition to this, Jakse and Pasturaereported an AIMD study for the
CussZrss alloy [31,32]. They obtained a coordination numbersepto the one found by Mattern and
co-workers,i.e,, 13.1. It is noteworthy that these computational works have in common the use of
plane waves as hassets and a thermal procedure which leads to obtaining the metallicgéisg
from the melt Also, neither the AIMD studiegexcept for the work of Jakse and Pastumel) the values
reported experimentally establiskearlythe method they used to compute the coordination numbers.

Another work on theg-CuZr system, worth mentioninglthough it is nogb initio, is the one done
by Sunand coworkersvherethe FinnisSinclair potentialwas used33]. A complete study of the
temperature effects on the structural evolutions and diffusivity of this alloy was conducted. In
particular, he pair distribution faoctions and commaeneighbor analysis were used to investigate the
structural variations. Also, the mean square displacement and the self part of the van Hove function
were calculated to evaluate the relaxation and transport properties. Finally, thetentmaraturel,, a
predicted glass transition temperature forgfuo glass formeris calculated to bel,008 K. An
interesting challenge is to see what the results would be when nabdratio approach to tis problem.

It should be clear that, be®our incursion in the field, th&b initio amorphization of crystalline
supercells was essentially based on theltand-quenchprocedure thahad been in use in the
literature since both classical and quantum computer simulations began to appeaidlakswobe
clear, as mentioned before, that because the group 1V semiconductors are metallic in the liquid state
melting themleads to the appearance of extra bonds in the atomic coordination of the liquid state so
that when the supercells are quencheamnes of this overcoordination is carried over into the
disorderedsolid phase. Té result is hat the samples so generated are not fully representative of the
experimental samples obtained by techniques other than melting and quenching.
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Our contribution tothe field of amorphous semiconductors is having devised a new method: the
undermekquenchapproach, which does not melt the crystalline supercells but heats them to just
belowthe melting temperature, avoiding the liquid state and consequently the adaration that
occurs in this phase compared to the coordination of the crystalline or amorphous solid phases.
Clearly, the code used was also a determining fa€®@sT(STRUCTURE SIMULATED ANNEALING by
Molecular Simulations, Inc.) since it was devisedffoding in a rapid manner the minimum energy
structures of atomic aggregates after having disordereddtuetmastically Because of this, our results
are more representative of the experimental ones and agree better with tisectidn3 we present
this method and its variants. Using our approachsection4 we review results that we obtainexhd
already publishedior the followingamorphous systems: SiH, SiN, Cisw results are reported for
silicon carbidefor the chalcogenide binary allog-GeSs,, for aluminumbased alloysa-AIN, a-AlSi,
and for a-CuZr. In Section 5 we present some physical properties calculatedstone of these
amorphous systemsn particular, we repartthe electronic density of states of the hydrogenated
amorphous siliconsamples the optical gaps of the amorphous silicon nitrogen alloys using an
approacha la Tauc devised by uandthe \DOS using a large, 2t&tom amorphous silicon sanapl
that lead to results in remarkable agreement with experiment. Séciorains genal conclusions.

It remains an issue as to how generally and how accuratelly guitio method that uses a relatively
small supercell can describe the properties of amorphous materials both semiconducting and metallic
The present work addresses this éssund presents nealternativemethods to computer generate
disordered atomic topologies of alloys that agree very well with experiment, when available, as long as
the defects present are not in the mesoscopic regime and as long as the propertiesstodigdya
dependent on the short and middle range order of the material.

3. The UndermeltQuenchApproach [1], Its Variants, the Method and the Bonding Criterion

The newamorphizingthermal procedure described herewas developed by one of the authors
(AAV) while spending aabbatical year (1997) Molecular Simulations IncMSI, (now known as
Accelrys, Inc.), in San Diego, CA, USA, since their cé&sT STRUCTURE SIMULATED ANNEALING
(FAsT for short) [34] seemedappropriateto generate bulk amorphous stwes. The code was
developed by John Harris and collaborators to fast find the structure of atom aggregates, but the
periodic boundary conditions incorporated, and the initial randomness in the atomic velocity
distribution qaveit a broader applicabilit}35].

Theab initio methods attempt to answer questions from first principles and are generally applicable
without adjustment of parameteiSince thesanethodsare very demandingn computer resources
they are presentlfimited to handling a relatively sai number of atomsi.e., to relatively small
supercellsThereisal so a notabl e amount of Oapproxi mat i
used, or on the type of wave functions, or whether full core or pseudopotentials are incorporated in the
calwl ati ons, or the O6parameterso6 that -eopgadomr wh
interaction, to mention thse that occur most commonbnd that determine the quality of the
approximation Within the first principles methods one has theiawptof using a recursive
self-consistent approadi36,37] like the one used in CPMDr usinga linear combination of atomic
orbitals, LCAO, non selfconsistent approackmploying a functional like the one developed by
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Harris [38] and implemented in the. HMD. In general the selfonsistent method is more
computerdemanding thathe non selconsistent one.

FAsT, the code that we used at the beginning is, in shaiensity functional codeased on the
Harris functional which generates energies and &wdaster than traditiah KohnSham functional
methods since the code is not s@bnsistentHowever, it is not always possible to use the Harris
functional since, until recently, it was unable to handle partially filleldaid materials New
developmets that shall be mentioned later on seem to remedy this situltiath.our calculations we
have used theDA with the parameterization of Vosko, Wilk and Nusair (VWR9Y]. Some of our
calculations are performed on an all electron basisne use pseupotentials,particularly when
heavy atoms are considerechelvalenceorbitals are described eitheia minimal or standard basis
set s of amgedmi aeomic orbitals wi t h a cut of f
computational cost and accuracygdan general ardifferent for the various materialBasT, and later
developments of the Codean handle three types of basis s@jsminimal, consisting of the atomic
orbitals occupied in the neutral atospvalence type{ii) standardbroadly equialent to a Double
Numeric basis set, Dldnd (iii) enhancedbroadly equivalent to a Double Numeric set together with
Polarization functions, DNPThe computation scales with a high power of the cutoff radius, because
the timelimiting factor is the numbeof threecenter integrals that have to be carried[d0t41]. The
linear combination of atomic orbitals utilized makes the minimum energy atomic structures generated
very close to experiment. The interatomic distances fall within 1% of the experimealias for a
large variety of small moleculg84,35]. FAST uses optimization techniques through a force generator
to allow simulated annealing/moleculdynamics studies with quantum force calculatiorie forces
are calculated using rigorous formal detives of the expression for the energy in the Harris
functional, as discussed by Lin and Harnd®]. Threecenter integrals were performed using the
weightfunction method of Delleyf40,41] with correction for the dependence of the mesh on the
nuclear coadinatesThis is the essence BAST, the code developed by Harasal.for MSI.

FAasT initially disrupts the atomic aggregatassochastically then heats them using molecular
dynamics to foster the rearrangement of their atomic constituents and ¢oalléythem to what would
be the structure of minimum energy, at least locally. Rather than using this code to find the
minimumenergy atomic structure of a cell, we use it to generate random structures from an originally
crystalline supercell with periodiboundary conditions.

The difference between our approach and previous techniques resides in the heating procedure an
in the code used. It is clear from previous work that quenching from aané&om partially melted
samples generates structures thanly partially resemble the local arrangement of atoms in the
amorphous material; therefore, we took a different roiteorresponding crystalline supercell with
the chosen number of atoms and the same density as the amorphous fiigieetisd to théollowing
processThe supercelliis heated from 300 K tjust belowthe corresponding melting temperatttee
liquidus temperature in binary systemis)100 steps, with a time step three to four times the default
value It is then immediately cooled dowo O K in the necessary number of sapquired by the
cooling ratewhich is the samenimagnitude as the heating ratéis is the proper amorphizing stage.
Physical masses of the atoms are used throughout and this allows realistic atomic diffusisegroces
to occur in thesystem and lets them move within each periodic supercell. Once this first stage is
complete,several variants have evolved. In the origipabcesseach supercell is subjected $ix



Materials2011 4 725

annealing cycles at a temperature dictated by exearti, with intermediate quenching processes, in
order to release the stresses generated. Finally, a geometry optimization is car@tesuiariants
have beermeveloped to descrilspecific systemdf the atoms are heavy, like in the chalcogenides or
the BMGlIlike systems the stressreleasing cyclesare reduced to one, or none, to minimize
computational timesut the structure optimizatioprocessstays Finally, a plateau isometimes
introduced at constant temperatuegher below the melting point roabove the melting point,
depending on the materitd be disorderednd the process desirdc., this constantemperaturds

the value at whiclthe system is maintained long enoughHdster theamorphizingor the liquefying
procedure. Then the systamcooledrapidly, usually in one stepor maintained at this temperature.
The origina] amorphizingprocess willgenericallybe referred to as thendermekquenchapproach
with its variants. Tie original process is shown schematically in Figure 1

Figure 1 Schematic representation of the origimaldermekquenchapproach. The first
process (triangular) is the randomizing part; the rest are the-stliesgng cycles. At the
end a geometry optimization is carried out. The temperatures considereckeife $p
each material. For variants of this process see text.

—— Amorphization Process |
Melting Temperature

Temperature (K)

. 1 . | ) 1 ) 1 \ 1 2
0 100 200 300 400 500 600

Simulation Steps

Since FAST initially disrupts the atomic aggregates randomly, the probability of returning to a
crystalline structure after the initial heating and cooling (amorphizing) cycle is nigfiecenductors.
One might think that our approach may be dependent on the initial crystalline structures used, but we
have demonstrated that the RDFs generated starting with didikeridw density carbon structures
are practically indistinguishable fromhdse obtained from initial hexagonal or rhombohedral
structures [3,44].

In the present work the amorphizing procedure was performedaadfstently for CuZr, since the
Harris functional lacks the tools to deal with partially filledb@hd metals. Howeyr, recent
developments indicate the possibility of generalizing the Harris functional to deal with these
metals[45]. Sometimes energy calculations were carried out usingfrahand the full KohrSham
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DFT approach [8,37] implemented in tha&b initio DMoL3 commercial code40,41,46] to obtain the
eDOS curves of the final amorphous atomic structures.

It should be clear from the outset that our computational processest goetend to mimic the
production of such materials, but only to generate randewarks, usingab initio techniques, that
lead to RDFs that agree with experiment; this agreement allows us to study their topological,
electronic, optical and vibrational properties.

Also, since we use at least 108 atoms almost everywhere, we have Bmoahed the RDFs to
have adequate curves to allow comparison with experiment. The number of atoms used is low and this
leads to statistical fluctuations that are not representative of the bulk.

Finally, we would like to mention the criterion that we haged to determine th@extension of a
bondd Bonds, being electrical in nature, have in principle an infirdtege, but in practice they have a
finite range, so how is one to define when two atoms are bonbeid?is adifficult problem in
amorphous mat&ls and someauthors have carried out extensive searches for possible molecular
(cluster) structures of a given element, silicon for example, to infer a probable bond I&hgDthérs
opted for the use of localized wave functions, like the Wartym, to get an estimate of the bond
lengths[16]. One can also look at the charge distribution between atoms and set a limit below which
the bonding is declared nonexistent. We decided tdhweeghout this worla geometric approadio
the bonding problemie believe that the structure of radial distribution functions is a manifest way to
determine thenaximumbond length, especially when there is a clear zero minimum betwedinst
and the second peakghich is the case for most elementalpnatomic amaphous semiconductors.
When amorphous alloys are considered, a way to determine the bond lengths among the diverse
species is by looking at the minimum between the first and second peaks of the corresponding pRDFs
the maximum bond lengstarethen set eqal to the position of these minima. Using this approach we
determine the extension of the bond, &ydntegrating the area under the corresponding peak of the
adequate RDF we can also calcultte number of neighbors, althoug¥th this procedurdt is
difficult to determine the multiplicity of the bonds (single, double or tripiegg-semiconductors

4. Amorphous Alloys: Their Atomic Topologies

In what follows we shall discuss the amorphization of several alloys, both semiconducting and
metallic. We ale present the atomic topology of some chalcogenide alloys. Some of these amorphous
alloys have been studied before by means of the more conventional methods mentioned above and it i
desirable to compare our results, obtained WwrRT or with DMoL3 and ugng theundermekquench
approacks with previous ones. Both, total and partial RCdfe presented to illustrate the relative
atomic organizationFor some systems coordination numlerdneighbor analysiarereported.

4.1. Amorphous Hydrogenated Silndd., 48]

The experimental hydrogenation of amorphous silicon played a decisive role in the development of
amorphous semiconductors as useful materials for the electronic industry. Howeveomihegter
si mul at i on hasfbeen difiicslt arid alsuiccesg & doubtless due to the procedure that we
followed andis describé next.
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4.1.1 Preamble

Amorphous hydrogenated silicoa;SiH, was a turning point in the technological applications of
amorphous semiconductors. The passivatif dangling bonds foamorphous silicon with hydrogen
opened the door to the doping of @phous semiconductorshib in turn allowed the control of their
electrical properties with a direct incidence in their wsglogous to the way which the n- and
p-doping of crystdine semiconductingnaterials revolutionizi&their use in technology.

The two amorphous networkgenerated for pure silicoii,48], one withthe default time step of
2.44 fs, and the other wittpproximately four times the default time stdp fs were ugd as starting
points for constructing cells a-SiH. Although the short time step simulation gave an amorphous
silicon structure inpoor agreement with experiment, it was not necessarihadstarting point for
preparing a hydrogenated sample. Hydrogiams tend to decorate dangling bonds, and the shorter
time simulation generated more dangling defects. Thus, both configurations of atoms were used in
attempting to generate an acceptable hydrogenated structure. One simulation was performed with eac
a-Si sample, retaining consistency with the time interval between steps. Starting from the 2.44 fs
sample, we used the physical hydrogen default time step of 0.46 fs for the subsequent evolution. We
refer to the resulting structure #ee 2.44/0.46c¢ell. With the second simulation, performed using the
10 fsa-Si as starting point, we used a 2 fs time step for subsequent hydrogen evolution; this structure
is referred to athe10/2cell.

Table 1 Fractionalinitial positions of the 12 hydrogens placed symmeéeityioaithin the
silicon supercells.

Relative starting positions of the hydrogen
atoms in the amorphous silicon cells
H1 (1/4, 1/4, 1/4)

H2 (3/4, 1/4, 1/4)
H3 (3/4, 3/4, 1/4)
H4 (1/4, 3/4, 1/4)
H5 (172, 1/4, 1/2)
H6 (3/4,1/2, 1/2)
H7 (172, 3/4, 1/2)
H8 (1/4, 1/2, 1/2)
H9 (174, 1/4, 3/4)
H10 (3/4, 1/4, 3/4)
H11 (3/4, 3/4, 3/4)
H12 (1/4, 3/4, 3/4)

For hydrogenated amorphous silicon two different procedures were implemented. First the
amorphous pure silicon cell generated with a time step ©f244 fs wasused and then it was
expanded to a volume of (11.0620°4o reproduce the experimental density, 2.2 §/ahthe
hydrogenated structure with 12 hydrogens. Second, a previously expanded crystalline cell of 64 silicon
atoms with the same volume of (11.06®) was amorphized using a 10 fs time step. We then placed
the 12 hydrogens evenly distributed throughout the amorphous cells. The starting locations of the
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hydrogen atoms in the cell are givenTiable 1 The hydrogenated samplevere then subjected to
amealing cycles using a time steptef 0.46 fs for the first cell (the 2.44/0.46 cell), aird 2 fs for the

second cell (the 10/2 cell). The annealing cycles consisted of two cycles of 50 steps at 300 K for the
large time step sample and one cycle of &@ps for the small time step sample, with in between
guenches down to 0 K, to allow the hydrogens to diffuse and mwtdn the cells. This gve a
concentration of hydrogen of practically 16%, adequate to compare with existing experimental results.

Figure 2. Direct comparison of the simulated totallial distribution functiolRDF) and

H-H pRDF (Inset) for &iH (black lines) to the experimental results (green lines) for the
2.44/0.46 fs cell. These simulations give a better overall description ofb$erved

Hi H pRDF.
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4.1.2 Results and Analysis
One i mportant difference between the two sim

in the 10/2 case. The reason for this is the higher number of coordinated Si atoms in this sample, whick
leavesinsufficient opportunities for the {dtoms to bond to silicons. In the 2.44/0.46 case, the
defect/dangling bond density was sufficiently high for all hydrogens to find good bonding locations in
the a-Si environment. Direct comparisomsth experiment foithe two cases are shown in Figures 2

and 3, where in the latter case the peak due-bhydtiiogen (molecular hydrogen) was not included.

While both simulations represent the main features of the measured total RDF reasonably well, the
HiH pRDF is much betterepresented in the 2.44/0.46 simulation than in the 10/2 simulation. The
experimental data of Bellissest al. [49] are better reproduced by the originally highly defective
sample ofa-Si with added hydrogen. The experimental features observedidare spurious [9].
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Figure 3. Direct comparison of the simulated total RDF aridHHbRDF (Inset) fora-SiH
(black lines) to the experimental resultggen lines¥or the 10/2 fs cell. The peak due to
molecular hydrogen is not shown
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The presence of diydrogen in the 10/2 simulation is illustrated in the total RDF in Figure 4. The
molecular hydrogen peak appears at an interatomic distance of 0.875 A, very close to the molecular
radius of 0.86 A found for molecular hydrogen in crystalline silicg). |

Figure 4. Total RDF for the 10/2 fs cell add-SiH (black line) that shows the presence of
molecular hydrogen, compared to the experimental regukeri line).
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Figures 5 and 6 represent pRDFs farStiand SiH for the hydrogenated 2.44/0.46 cell andthe
10/2 cell. The overall agreement between the experimental and simulagdasid SiH pRDFs is
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guite reasonable as the direct comparison indicates. In this case, there is no strong distinction betwee
the two simulations.

Figure 5. Partial Si Si ard Sii H RDFs for the hydrogenated 2.44/0.46 cell. The black lines
are our simulation and the green lines are the experimental results.
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Figure 6. Partial Si Si and SiH RDFs for the hydrogenated 10/2 cell. The black lines are
our simulation and the gredines are the experimental results.
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Thus the most sensitive probe of the structure of the hydrogenated sample is, as one expects, th
H-H pRDF. In Figure 7 weictorially show the locations within the cell where the hydrogen atoms
were placed at theutset of the simulatiorhey correspond tthe coordinates given ifiable 1
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Figure 7. The initial location of the 12 hydrogen atoms (darker, larger balls) within the
amorphous cell of pure silicon is shown. See TableSeation4.1.1.

4.1.3 Summary

Hydrogenated amorphous silicon was the first-amgle, diatomic, semiconducting material that
we amorphized with theandermekquenchapproach and the codsT. This computational protocol
generated amorphous samples with fewer dangling bonds and deereoordinated defects than the
standardwidely used meltand-quenchprotocol it also generated structures having total and partial
radial distribution functions whose main features lined up well with experimental measurements. In
the hydrogenated s®les, the hydrogen atoms were not placed in position as has sometimes been
done, but were allowed to move throoghthe cell and quench into low energy configurations. Where
dangling bonds were available, the hydrogens tended to attach there. In thecatfsa sufficient
defect concentration, diydrogen forred

4.2. Amorphous SiliceNlitrogen Alloyq 1,51-55]

Amorphous silicon nitrogen alloys-SiN,, have attracted a great deal of attention in the last
decades since they have electrical, optical, amthanical features useful from the application
viewpoint and their accentuated covalency makes them very interesting frdomttzanentalpoint
of view.

4.2.1 Preamble

The experimental and theoretical knowledge of the atomic, electronic, and optipalti@®of
a-SiN, is not as ample as its importance merits. For example, experimentally their total RDFs are
practically unknown, except for the stoichiometric composition, and the partial radial features are
nonexistent. Theoretically, nab initio attenpt at simulating total and pRDFs had been performed
before our work although firstprinciples studies of the electronic propertiesrafidom structures
classically generated with Tersofike interatomic potentialdhiad been carried oyb6]. Since no
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first-principles generation of random networks simulating realistic total and pRDFs had been reported,
anab initio approach thatould adequately describe and predict the atomic topolog¢SiN, would

be useful to understand their electronic features ane@xplore its applicability to other covalent
amorphous diatomic materials. This is what we did several years ago.

Since experimental RDFs are scarf&/-60] and, to our knowledge, only a total RDF for the
stoichiometric amorphous composition exipid-63] it was not possible to obtain upper and lower
experimental bound® compare wittour simulational result§l]. A Gaussiarbased decomposition of
the second peak of the total stoichiometric RDF into its partial contributions was carried out by
Misawaetal. [62], and this will be the subject of comparison with our simulations.

We applied our computational protocol to 13 samples each with 64 atoms total and with different
nitrogen contentg where 00x 01.29, or where @ (number of N atomsp 36, and performed two
runs for each sample. The content is defined asy/(64 1 y) wherey is the number of randomly
substituted nitrogens. The core was taken as full which means that an all electronicaleda
carried out, and a minimal basis set of atomic orbitals was chosen with a cutoff radius of 5 A for the
amorphization and 3 A for the optimization. The physical masses of nitrogen and sicealways
used and this alloed us to see realistic ndomizing processes of the nitrogen atoms during the
amorphization of the supercell. The default time step is 1.73 fs; however, in order to better simulate
the dynamical processes that occur in the amorphization and to optimize computer resources, a time
step ofapproximately four times the defaudtfs, was used for all samples.

Table 2 Characteristics of 13 samples of amorphous silicon nitrogen akaygdy with
64 atoms total and with different ®B6trogen
Thecontent isx = y/(641 y) wherey is the number of randomly substituted nitrogens.

Contents, amorphization temperatures, densities and gaps fo

a-SiN,

Amorphous temp Density| Average Gap
sample | x () o) | (eV)
Si64NO | 0.000 1680 2.329 1.09
Si59N5 0.085 1747 2.435 1.11
Si54N10 | 0.185 1814 2.512 1.05
Si49N15 | 0.306 1881 2.600 1.19
Si44N20 | 0.455 1948 2.694 1.69
Si39N25 | 0.641 2015 2.803 2.49
Si34N30 | 0.882 2082 2.931 3.41
Si33N31 | 0.939 2095 2.957 3.73
Si32N32 | 1.000 2108 2.988 4.10
Si31IN33 | 1.065 2122 3.017 4.31
Si30N34 | 1.133 2136 3.048 4.28
Si29N35 | 1.207 2149 3.081 4.69
Si28N36 | 1.286 2162 3.115 4.95

To avoid quenching from the melt we amorphized the crystalline diati@dstructures by
linearly heating them from room temperature to just below the correlsggomelting point for eack
in 100 stepsand then cooling them down to 0 K usifgsT. To determine the melting temperature for
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each concentration we linearly interpolated between pure silicon and the stoichiometric compound,
i.e., the sample with 36 nitrogen. We remained a few degrees below these values (see Table 2) and
this process was then followed by cycles of annealing and quenching at temperatures suggested b
experiment; finally the structures were energy optimized. Since the 6 fs time stkppivasnstant for

all runs and the amorphization temperatures increased xvits indicated in Table 2, the
heating/cooling rates varied from 2.80L0" K/s for pure silicon to 3.1% 10" K/s forx = 1.29. The

atoms were allowed to move within each cefith periodic boundary conditions, whose volume was
determined by the corresponding density and content. The densities were taken from the experimenta
results of Gurayaet al. [59] (See Table 2)Once this first stage was completé@dsT was used to

subgct each cell to annealing cycles at 300 K with intermedjaénchingdown to 0 K. Finally, the
samples were energy optimized to make sure that the final structures would have local energy minima.

4.2.2 Results and Analysis

Since the stoichiometric corapnd is the one that has been experimentally studi#déd we
compared our averaged simulated results for this alloy to the experimental data. In Figure 8 it can be
seen that the agreement is very good.

Figure 8. RDFs for silicon nitride, the stoichiorm&. The lighter line is the experimental
curve. Thedarkerline is our two averaged resulta-$iN; 29, properly weightedwith

} = 3. 1 a6fstgne step, and a 5 A cutfBb).
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In addition, Table 3 gives some parameters 86iN; s This Table shows the positions and
maximum values of the first and second peaks, and the aveuagger ofnearest neighborsna>.
The minimum between the first and the second peaks is 2.15 A and this value was used toehtain <
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Table 3. Topological paramets for the RDF of the stoichiometric SiN amorphous alloy.

Height and position of the maxima of radial peaks and
nearest neighbors {an> for a-silicon nitride (x = 1.29)
Material| FIRST PEAK | SECOND PEAK| <nn>

Position | Height | Position| Height
SiN;z | 1.85A 3.04 | 295A | 1.73 3.47

This gave us confidence to be predictive with respect to other concentrations of nitrogen, and total
and partial radialfeatures are presented for a variety of nitrogen contents in Figure 9 where we
report 12 total and partial RIBRor the corresponding naaero contents of nitrogen that were used in
the simulations. Hopefully such graphs will invite experimentalists to produce and study samples with
nitrogen concentrations different from the stoichiometric material. The contentgaax = 0.09,

(b) x=0.19, (c)x=0.31, (d)x=0.46, (e)x=0.64, (f)x =0.88, (g)x=0.94, (h)x = 100, (i)x = 1.07,
() x=1.13, (k)x=1.21 and (Ix = 1.29 (the stoichiometric).

As the nitrogen content increases the first peak of tiaé RDF (1.85 A) which is due to thei$i
average neareskighbor contributionsrn> increases systematically and thens Sii Si peak (2.45 A)
decreases systematically. The third peak of the total RDFs moves toward ,|@&5 A to 2.95 A, as
x increass since the NN contribution becomes more predominant for higher content. In our structures
there are no R> nitrogens since the content is below stoichiometry and nitrogens have a marked
tendency to bind to silicons. No-ditrogen is formed even thoudghr x > 1 the starting diamond
structuredoescontain nearesteighbor nitrogens. For the nearly stoichiometric sample (.29),
Figure 9(l), the SiSi <nn> contribution to the total RDF has practically disappeared. This implies that
there is a nitrogematom between every pair of silicons indicating a tendency to featord closed
rings, SiNi SiiNiSiiN, typical of the SiN4 structures. The growth of thei8l peak as nitrogen
increases bears out this behavior.

The curves of Figure 9 are bare RDFs andesgmt the number of atoms at a certain radial distance
from a given one. In order to compare wWitkray or neutron diffraction experiments the corresponding
diffraction weights must be calculated, applied to the partial contributions, and then summeal to gi
the total RDFs. This is what we did for the stoichiometric sample, Figure 8

In order toquantitativelycompare our predictions, presented in Figure 9, with experiments one
needs to use the expression quoted by Aiyanza. [61]:

g(r) = [c2® F2&F>7] gua(r) + 2[caco f1 F8F>2] guaolr) + [Co° &> goo(r)

wherec; is the ratio of the number of silicon atoms to the total number of atoms #mel ratio of the
number of nitrogen atoms to the total number of atdns the silicon structure factdor X-ray
scattering, or the scattering amplitude for neutron scatteringf.asdthe factor, or the scattering
amplitude, for nitrogengij(r) are the partial pair distribution functiongi; = gsis; etc Finally,
<f>2=(cy f + C2 )2
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Figure 9. Total and partial RDFs faa-SiN,. The contents area)l x = 0.09 (b) x = 0.19
(c)x=0.32 (d) x=0.46 (e) x=0.64 (f) x=0.88 (g) x=0.94 (h) x=100; (i) x=1.07

() x=1.13 (k) x=1.21and () x=1.29 (the stoichiometric)
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Figure 9. Cont.

P Y T S TN TN SO0 TS T S N S S S S R 2 YO B B R B Y
(9) X = 0.94 — Total () X =1.13 s THL]
- — Si-Si | R — Si-Si |
— Si-N —— Si-N
a2 — N-N | o
o . .
~— ~—
of (=11}
=B Fe = i e a1 o i 7 P L 1 R R (= llll.llllllllllll
01 2 3 45 6 7 8 810 01 2 3 45 86 7 8 910
o o
I‘(A) r(A)
posSR L F P 1 I 1 B S L 01 o O L 1 3 Y B T T T 0 T T T O W 0 W
(h) X =1.00 — Total (k) X=1.21 —— Total
. Si-Si . Si-Si
n — Si-N F — Si-N
- — NN} o — NN
~~ —~
e o
of )
O T T ™ T T T T T T T T T T TTTTTT [ o I 5 B I B B s B S
012 3 45 6 7 8 910 01 2 3 45 6 7 8 910
o 0
r(A) r(A)
™ }1111:::11111111111 G T T T N N T T T Y Y B
() X=1.07 — Total h X=1.29 — Total
. Si-Si - r — Si-Si
ﬂ — SiN — Si-N
- — NN « - — NN}
~~ ~~
1 i 1 _
~ ~
Qf =11]
o I [ i T R [ T L o [ I T N B
01 2 3 45 6 7 8 910 01 2 3 45 6 7 8 9 10
) [+]
r(A) r(A)

It is understandable thalisons are more prominent fof-rays than for neutrons, and the opposite
occurs for nitrogens. That is whyc§ fs?)/<f>?] gsisi (r) is more prominent for the -Xay simulation
and [En® fY)/<f>?] gan (r) is more praninent for the neutron simulation. This observation is
responsible for the displacement of the position of the maximum of the second peak of the
stoichiometric total radial distribution function, as shall be seen later on in this section.
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In Figure 10 a sidy of the average coordination numbecs<in the (12 + 1) random networks is
depictedBased on the bonding assumption discussed at the Sedtidn3, the following cutoff radii
were used: $1i, 2.55 A; N'N, 3.35 A and SiN, 2.15 A, which are the pitions of the minima after
the first peaks of the corresponding pRDFs. Figure 10(a) shows the results of our simulations and it
can be seen that the N plot has a plateau forO1.1, the percolation threshold ofi Si bonds. The
number of SiSi <nn> goes from 4 to practically 0. Thei8l graph refers to thens> nitrogens
around the silicon atoms and varies from zero to four, whereasitBerdfers to the mn> silicons
aroundnitrogens and indicates that nitrogens immediately surround themselves with practically three
Si, saturating its valence. There is a crossing of tii&iSNi Si, and NN plots atx & 0.3 and a
crossing of NISi and SiN at x & 1.0 which have been observexperimentally forhydrogenated
alloys by Gurayat al.[59], Figure 10(b).

Figure 10. Average coordination numberscr> as a function ofx. (@) Our results
(b) Experimental results fdnydrogenatealloys from Gurayeet al.[59]; (c) Comparison
of the irtegrated results (see text). Lines are drawn as guides to the eye
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However, due to the presence of hydrogen a curvature appears ionthéok Sii Si, Si N, and
Ni Si, so in order to compare our results with this experiment, we did the following.[gvéated the
sum of N'H and N Si from the experiment, the average total bemof atoms that surround aNN*,
and plotted it along with ouriNsi. We also did the sum of the experimentaNsiSii Si, and SiH, the
average total nungy of atoms that surrodna SiSii *, and plotted that along with our sum ofi Ni
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plus Si Si. This is presented in Figure 10(c). It is clear that our predictions closely agree with the
integrated experimental results and show that our structures are realistic. The discrepanmest ar
likely due to existing dangling and floating bonds. SeeeReice[55] for a more ample and
complete discussion.

The composition of the second peak of the total RDF for the stoichiometric sample is given in
Figure 9() and it agreegualitativelywith experimenby Misawaet al [62], since it is formed by the
average second neighbor (=2 contributions of mainly the NN and Si Si partials and to a lesser
extent the SiN partial [#4]. In order to quantitatively compare our predictions with the few
experiments available we calculated the structure of the second peak of the nearly stoichiometric cell
considering whether the radial features were determined ushngys or neutron diffraction
experiments. Figure 11 shows the experimental and simukdeatts and thquantitativeagreement is
excellent even though the experimentalists only used Gaussian fits to simulate the structure of the
second peak. For this peakrays show a shift of the total RDF toward higher valuas with respect
to the neutbn resultswhich is reproduced in our simulatiofis},55]

Figure 11 Comparison of the simulatedd)(and €), and experimentalb) and ¢),
structures of the second peak of the nearly stoichiometric sample when neutrons and
X-rays are used, respectiyeFor this peakl-rays show a shift toward higher valuesrof

with respect to neutrons, which is reproduced in our simulations
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Finally, Figure 12 is the comparison of oab initio results with the classial Monte Carlo
simulations of [2 Brito Motaet al. [64-67] who used empirical potentials developedh Tersoff for
the interactions between Si and N. It is clear that although the positions of some peaks are reproduce
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in both simulationsthe total RDFs do not agree. Comparison of the two simulations with experiment
for the stoichiometric samples is also presented in this figure, where the discrepancies of the classica
approach with experiment clearly show the difficulties involved imstmicting parameterized
classical potentials to describamarysystems that are basically quantum mechanical.

Figure 12 Comparison of our results and those obtainedé)Brito Motaet al. [64-67]
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4.2.3 Summary

Evidently ourab initio simulations 6a-SiN, ( 0 x @1.29) are very successful. To our knowledge
there are no other simulations, classical or quaneuohanical, that lead to atomic topologies in
agreement with existing experimental data to this extent. The atomic structures have totalnBDFs
average coordination numbers that agree with the experimental results available. The simulated pRDF:
show that the $5i <nn> peak disappears as nitrogen increases indicating a tendency to-&om 6
arrangements as the conterdapproaches the stdiometric value. Experiment shows that &5isN4
Si and N form éatom closed rings, BNT Sii NT Sii N, typical of the crystalline @\, structures. The
growth of the SiN peak as nitrogen increases bears this outxEdt.1 the effects of the percolation
threshold of the $5i bonds is observed in theMl <2n> and in the optical gaps as we shall see later
(Section 5). For x & 0.7 the SiSi and SiN neighbors are practically the same, as found
experimentally. Also, $iSi, Ni Si, and NN are practically the same fard 0.3 as are $N and N Si
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forxd 1Thd®integrated experimental results fen< and our simulations agree. An analysis of the
second peak in the total RDF of the nearly stoichiometric sample indicatesi t, Sii Si, and SiN
contribute to it, in qualitative agreement with experiment. Howewvben the partials areeighted,
the agreement becomes quantitative. We replbihe barepRDFs and total RDFs for the contents
studied; these curves have to beighted accordingly tbe compared with experiment.

4.3. Amorphous CarbeNitrogen Alloyq 1,69

It is well known that carbon is a versatile element due to the variety of hybridization states that it
assumes which lead to a multiplicity of bond arrangemeastering the formation of compounds with
varied structures. This versatility is reflected in its amorphous phase which, depending on its density,
may have atomic arrangements that go from polymiecto diamondike, including graphitic
structures; hat is, the study of amorphous carbon is a density dependen{6Sstl. Nitrogen also
manifests several possible bonding arrangements, and when it is incorporated into amorphous carbo
the variety of structures that can be formed is evidently nargar [72], exhibiting up to 9 different
competing forms. It is then clear that the description of the bonding nature of the amorphous
carbonnitrogen system can be highly complex, and the unambiguous identification of the bonding
types is difficult. In addion, the experimental density of the CN system depends drastically on the
specific process used to generate the material, and not just on the nitrogen concetutréiepoint
that the dispersion in the experimental correlation between density aneéntmaton is large and
trying to find a systematic behavior becomes diffi¢d8].

4.3.1 Preamble

There is a need to understand amorphous CN since it is potentially useful in diverse applications.
With nitrogen incorporation, amorphous carbon changesléctrical and optical propertiggl-77]. It
is also important to study the effect that the incorporation of nitrogen into an amorphous carbon matrix
has on the bonding structure. This knowledge would allow one to tailor these structures to display
spedfic properties. It is experimentally known that resistivities and optical band gaps decrease,
compared to the purtetrahedrala-C films, ta-C, when nitrogen concentration increadéd-77].

Despite the difficulties encountered with bonding characteozatitwo other experimental
observations make this system attractive: one has to do with the existence of a real upper limit found
for the amount ofnitrogenthat can be dissolved within @rbon matrix; the other is related to the
behavior of nitrogen as possible dopant at low concentrations. It has been established that it is
impossible to generate amorphous CN systems with concentrations abov8020%itrogen since

this element simply escapes from the material at atmospheric pr¢g8t8@]. Also, it has been
reported experimentally that for concentrations less than 5%, nitrogen increases the conductivity of
amorphous carbon in a manner similar to the conventiohgde doping of crystalline silicon; that is,
nitrogen becomes a donj@1,87.

As mentoned inSection 2, ab initio CPMD studies of this system are scarce. In recent work by
Merchantet al. random networks were generated by melting a crystallirat@# supercell and
guenching it afterward$16]. They used Wannier function techniques comdinn the CPMD
approach to describe the types of bonding, and also studiedtb8 ® investigate the doping
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mechanism of carbon by nitrogen. Only two concentrations were considered, each for three different
densities The two concentrations weresf8l, and GsgNg, and the three densities were 2.45 d¢jcm

2.95 g/cmi, and 3.20 g/cfh An additional simulation was carried out for a density of 2.7 Yamd a
concentration of gNs. Because of the small number of atoms in the supercell (64) and the few
concentations considered, it is difficult to see tendencies and the systematics of their results. In
previous studies by this grojif7] they found that when nitrogen was substituted fosgirbonded
carbon atom, the site remained as tHde coordinated, an@ lonepair orbital developed. When
nitrogen was substituted fam sp*-bonded carbon atom, a bond was broken and the coordination of
the site was reduced to 3. The fourth bond was lengthened to accommodate-tiaerionatal on the
nitrogen atom. Theyglaimed that, contrary to the substitutional doping experimentally found, their
results didnotindicate the presence of tetrahedral nitrogen. With respect to the other experimental fact
mentioned above, it is clear that due to the low concentrationsusedll in both papers, the detection

of some signal concerning the limit of doping with nitrogen would have been difficult.

We have applied our computational protocol, based ooridermekquenchapproach and the code
FAsT, to the carbomitrogen systenfi68]. We report theab initio generation of amorphous networks
up to concentrations of nearly 45% nitrogen. We start with crystalline supercells with 216 atoms of
carbon and nitrogen and to avoid unnecessary parameters, the densities used are the ekperiment
values fitted to a straight line; we generate the amorphization by heating them to a value below the
melting temperatureufdermel}. After this undermelting process weenchthe samples.

Our aim in what follows is to show that our results can repuod the two experimental facts
mentioned above. We also find that the variatiomdbld coordinated nitrogen as a function of
concentration agrees with several experiments. These results are based on what could be a
assumption applicable to other covdlesystems,.e., the assumption established at the end of
Section 3: the geometrical fact that the bond length in these amorphous systems can be taken as the
value of the first minimum of the corresponding pRDF, especially when this minimum isV¥ero.
have been consistently using tlissumption in our stigs of binary covalent systems and the results
obtainedsupportthe approximation.

In the cubic diamondike supercellof 216 atoms(21671 y) are carbons; arerandomly substituted
nitrogens and the concentrationcis (y/216) x 100. The supercells are linearly heated, usingr,
from 300 K to a value below the melting temperature, in 100 steps of 4 fs and immediately cooled
down to 0 Kin 108 steps. A process like this has been applied to c§88pwhere a high temperature
of 3,700 K wasusedobtaining RDFs very close to experiment. Due to the lack of information
concerning the melting temperatures of the CN system we decided tceussdua of 3700 K for all
samples §3], which is below the melting temperature of pure carbon. Since the time step (4 fs) and the
melting temperature (300 K) were kept constant, the heating/cooling rate was also constant,
8.50x 10" K/s. The atoms werallowed to move within each cell with periodic boundary conditions,
andthe cellvolumes were determined by the corresponding experimental densities and concentrations.
We next subjected them to annealing cycles at 300 K, with intermediate quenchindastepto 0 K.

At the end of the process a geometry optimization was carried out to find the amorphous struatures
local energy minimum. The densities considered were obtained from a linear fit adjusted to the
experimental data =}(2.8971 1.784) g/cn?, wherec is the nitrogen concentration; the density
values for each of the 9 nitrogenated samples, plus the pure carbon sample, are listeddin Table
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Table 4. Supercells of the amorphous alloy CN with the nitrogen concemsatmd
their densities.

Concentrations and densities foa-CN

N concentratiorc Density
Sample (%) } = [TA78&Ep 7
(g/cn)
C216N00 0.0 2.90
C205N11 5.1 2.81
C194N22 10.2 2.72
C184N32 14.8 2.63
C173N43 19.9 2.54
C162N54 25.0 2.45
C151N65 30.1 2.36
C140N76 35.2 2.27
C130N86 39.8 2.19
C119N97 44.9 2.10

Because carbon and nitrogen have such a small number of electrons, an all electron calculation wa:
carried out. We used a minimal basis set, consisting of the atomic orbitalseocauighe neutral
atom, with a cutoff radius of 3.5 A for the amorphization and for the optimization. For each atom, one
function is used to represent the core part of the electron density and one to represent the valence pa
of the electron density. Thghysical masses of carbon and nitrogen are always used and this allows the
visualization of realistic randomizing processes of all the atoms during the amorphization of
the supercell.

4.3.2 Results and Analysis

Based on the bonding assumption discussethe end ofSection 3, we proceeded to obtain the
number of nearest neighbors to any carbon or any nitrogen as a function of nitrogen concentration
using the fact that the first minima of the corresponding pRDFs are the same for all concentrations and
are given by 2.0 Afor ©C, 1.9 Afor @N, and 1.8 A for NN.

We focused mainly on the nearest neighbors to nitrogens, in order to investigate the two
experimental results mentioned above; namely, the fact that nitrogen becomes tetrahedrally
coordinated atdw concentrations and the fact that there is an experimental upper limit to the nitrogen
concentration in an amorphous carbon matrix. Once the maxima of the bond lengths are set, then th
number of nitrogen atoms that asimglefold, two-fold, threefold, and fourfold coordinated can be
determined; no fivdold or higher bonding arrangements were found.

In Figure 13 the dependence of the bonding nature of carbon with nitrogen concentration is
presented. Evidently, the total number of carbon atoms dineimiihearly as the number of nitrogens
increases, and there is an almost linear variation of tetrahedral and graphitic carbon. Tetrahedral
(four-fold) carbons show a plateau between 10% and 15% and another between 35% and 40%,
although thismay be the regt of statistical fluctuations and larger cells should be studiettak
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(two-fold) carbons begin appearing at 30% and graphitic @wlde carbons behave in a
complementary manner.

Figure 13 The bonding nature of carbon is shown as a functiontodgen concentration.
The tetrahedral carbsifsquares) decrease whereas the graphitic ca bonles) increase
as the nitrogen concentration increases
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Figure 14. Tetrahedral (dopant) nitrogens are prominent at low concentratioh8%0
This behaviois masked by other types of bonding for higher concentrations. Bonding to 4
carbons is represented by squares; to 3 carbons and one nitrogen by circles
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No five-fold coordinated carbons were found. At about 15% nitrogen, graphitic carbons diminish
and, correspondingly, tetrahedral carbons increase; at 35% the number of graphitic and tetrahedral
carbons is practically the same, whereas linear carbons become nonzero. For concentrations larger the
40%, graphitic carbons outnumber tetrahedral carbons a@arIcarbons are distinctively finite. This
behavior indicates a slight departure from linearity at about 10% and 35%; this departure could be
related to the behavior of nitrogen as a dopant below 10% and to the saturation limit around 35%;
clearly more iformation is needed to support this point.

In order to further investigate the bonding structure of these alloys we looked at the possibility of
finding fourfold (overcoordinated) nitrogens for certain concentrations. In fact, at 5% (the lowest
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concentrabn of nitrogen we investigated) the first sign of overcoordination appears and this is due to
the coordination of one nitrogen atom with four carbons, Figure 14. Such overcoordination should
manifest itself at concentrations lower than 5% if continuitghie behavior occurs. This fetwld
coordinationeads to the appearance of an electronic state within the ener{84pap

It is interesting to note that fodiold coordination due to three carbons and one nitr@aem is
also important up to 3% nitrogen concentration. As the number of nitrogen atoms increases the
preponderance of these fefotd-coordinated atoms becomes less relevant since they remain constant
while other types of bonding become more prominent. See total curves in Figures 15 and 16.

Figure 15 shows how threefold coordination of nitrogen with three carbons appe&r5% and
increases up to 30%. Thereafter it decreases while an important rise of the coordination with two
carbons and one nitrogen begins. Coordination with one carmbiva nitrogens starts growing at
25%, whilethreefold coordinationwith three nitrogens never appears in the range studied.

Figure 15. Nitrogens triple bonded. The total number is practically constant between 5%
and 10%. The squares are nitrogens bortdethree carbons; the circles are nitrogens
bonded to two carbons and one nitragen
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It is clear that something drastic happens at 30% since theftildeeoordination with three
carbons starts diminishing abruptly, Figure 15. We believe this is anotheation of the existence of
an upper limit to the nitrogen incorporation into an amorphous carbon matrix. Double bonded nitrogen
appears at larger concentrations (10%) ematinuouslyincreases up to 45%, Figure 16. A plateau is
observed between 10%c 15% for the total twdold coordination and for nitrogen bonded to two
carbons. Double bonded nitrogen to one carbon and one nitrogen iscséagly but is always
smaller than the previous case. Fiotd coordination to two nitrogens is nonexistentept at the
highest concentration, which incidentally may not exist as a stable solid amorphous system.
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Figure 16. Nitrogen double bonded. The total number is practically zero at 5%, shows a
plateau between 10% and 15% and increases systematically after8guares represent
nitrogens bonded to two carbons and circles to one carbon and one nitrogen

Figure 17. Single bonded nitrogens appear only at concentrations larger than 25%. There
are nitrogens bonded to one carbon (squares) and to another mitnogéecular
nitrogen (circles)

Figure 17 shows that single bonded (siriglel) nitrogen coordinated to one carbon exists starting
at 25%; it has a maximum at about 33%8% and then begins to decrease. Something similar occurs
with the appearance of Nl coordination since it begins at 30%, two sinfyllel nitrogen atoms
appear at 35%, reach a maximum of four at 40%, and then diminish. This behavior indicates the
passible formation of nitrogen molecules ;Nn the system. But why should we have molecular
nitrogen in these amorphous alloys for large concentrations? We believe that since our approach doe
not allow nitrogens to abandon the cubic supercell when a saturation concentration is reached, the
nitrogen cannot leave the material and therefore resrairthe gaseous state within the CN system;
eventually it forms molecules that appear in the voids of the supercell.



