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Abstract: Aiming at the pitting fault of deep groove ball bearing during service, this paper uses
the vibration signal of five different states of deep groove ball bearing and extracts the relevant
features, then uses a neural network to model the degradation for identifying and classifying the fault
type. By comparing the effects of training samples with different capacities through performance
indexes such as the accuracy and convergence speed, it is proven that an increase in the sample
size can improve the performance of the model. Based on the polynomial fitting principle and
Pearson correlation coefficient, fusion features based on the skewness index are proposed, and the
performance improvement of the model after incorporating the fusion features is also validated.
A comparison of the performance of the support vector machine (SVM) model and the neural network
model on this dataset is given. The research shows that neural networks have more potential for
complex and high-volume datasets.

Keywords: deep groove ball bearings; degeneration model; neural network; feature fusion

1. Introduction

A deep groove ball bearing is a widely used rolling bearing. In the service process, over time,
the deep groove ball will gradually meet various kinds of problems, such as fatigue, wear, corrosion,
plastic deformation, and other forms of damage. The accumulation of damage will lead to degradation
of the serviceability of the rolling bearing and ultimately lead to the failure of the bearing. Thus it is
important to carry out research on the degeneration model for deep groove ball bearings. From the
vibration signal generated by the rolling bearing operation, the characteristic of the vibration signal
is extracted, and the machine learning algorithm is used to classify and identify the degraded state.
A model of the service performance degradation of the rolling bearing can be obtained. As an excellent
machine learning method, the neural network (NN) method [1] has very good performance in solving
the classification problem of complex nonlinear relationship between the factor and the dependent
variable. As an adaptive model, the neural network method can improve the accuracy of the model
through a continuous learning process.

In the research of the neural network method applied to the fault diagnosis of rolling bearings, in
order to improve the diagnostic accuracy, research concentrates on two aspects: putting forward new
features and using more complicated models.

In presenting new features, there have been many research findings in previous studies.
Rai et al. [2] proposed a new data-driven prediction method based on non-uniform input nonlinear
autoregressive neural network and wavelet filter technology, which was applied to estimate the
remaining life of the bearing, and achieved high accuracy. Dubey et al. [3] used Hilbert transform
to extract features and input neural network to carry out fault analysis of ball bearings, achieving
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high fault classification accuracy. Li et al. [4] introduced the root-mean-square (RMS) characteristics
of the vibration signal based on the fast Fourier transform to obtain a distance matrix, which was
used as an input convolution neural network to diagnose bearing faults. Sadegh et al. [5] used the
continuous wavelet transform to extract features from bearing signals and input them into artificial
neural network to identify faults with high accuracy. Zong et al. [6] used the multi-scale entropy of
the rolling bearing fault signal as the characteristic input probabilistic neural network for pattern
recognition, and found the damage location and the damage degree. Prajapati et al. [7] used an artificial
neural network to predict the change of roughness, coefficient of friction, and other parameters in the
process of rolling bearing wear, and achieved good prediction accuracy. Zhao et al. [8] extracted the
time-frequency characteristics by using singular value decomposition and applied the radial basis
function neural network to fault identification of the rolling bearing in the gas turbine, achieving high
recognition accuracy.

People have already made some attempts to more complex models in previous studies.
Kankar et al. [9] used artificial neural network and support vector machine (SVM) to analyze the
faulty vibration response of ball bearings and used a statistical method to verify the feasibility of
automatic diagnosis of the pitting corrosion of ball bearings by two methods. You et al. [10] combined
neural network with support vector regression and applied it to fault identification of locomotive
bearings with high accuracy. Jia et al. [11] compared the performance of deep neural networks
and artificial neural networks to bearing fault diagnosis and the results showed that deep neural
networks performed better. Zhang and other researchers [12–15] used deep neural networks to identify
the fault state of rolling bearing, and achieved a higher accuracy. Chen et al. [16] used three deep
neural networks (Deep Boltzmann Machines, Deep Belief Networks, and Stacked Auto-Encoders) to
identify rolling bearing failures with very high accuracy. He et al. [17] applied deep belief networks
to the fault identification of rolling bearings and achieved good results. Eren et al. [18] proposed a
one-dimensional convolutional neural network for fault monitoring system of bearings, which reduced
the computational complexity while having higher detection accuracy. Kanai et al. [19] proposed
an innovative system based on model estimation and an artificial neural network to successfully
detect the failure of deep groove ball bearings. Yang et al. [20] integrated the neural network of
adaptive resonance theory with the neural network based on the residual norm and obtained the
fault identification of the rolling bearing with high accuracy. Jiang et al. [21] adopted an automatic
encoder to learn features from the original data and input them into the deep neural network for
fault diagnosis, achieving high diagnostic accuracy. Gan et al. [22] used deep confidence networks to
identify faults in mechanical systems and identified the structures with high reliability. Zhao et al. [23]
applied the hybrid frog leaping algorithm to neural networks and proposed an improved BP neural
network model. Experiments show that this model has achieved good performance in early fault
diagnosis of rolling bearings.

From the previous research, the way to enhance the effect of the neural network model is to
increase the complexity of the feature extraction or the model itself. This paper carries on the research
on the neural network model of degradation for deep groove ball bearings, and tries to find simple
and effective features to enhance the effectiveness of neural networks and reduce the complexity of the
model at the same time.

Aiming at the pitting fault of deep groove ball bearing during service, this article uses neural
network to model the degradation model, and then identifies and classifies the fault type. Improved
model performance based on the fusion feature of skewness factor is proposed. The main contents of
this paper are as follows: The fundamental theory of neural network is presented in Section 2. Section 3
introduces the experimental data and the feature extraction based on the data. A neural network is
used to build the degradation model, and train the samples collected from the experimental data in
Section 4. In Section 5 a fusion feature is presented based on the skewness factor and the improved
performance of the model after incorporating the fusion features is also validated. Conclusions are
given in Section 6.
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2. Fundamental Theory of Neural Network

A neural network is a biologically inspired adaptive model that complements the learning of
training data by mimicking the functioning of neurons in the human brain. Each neuron in the neural
network is a computational module in which each input has a weight, all inputs are weighted and
summed, and the resulting value is subtracted from the neuron’s threshold. So a pre-excitation value
can be obtained, and then the pre-excitation value is input into the activation function to calculate an
excitation value. Finally, the neuron output can be positive or negative according to the magnitude of
the excitation value. The above is the calculation and output process of neurons in the general form of
the neural network model. It can be seen that the process mainly consists of weighting and biasing the
input (minus the threshold), activating the function to calculate the stimulus value, and determining
whether to activate or inhibit the two parts in fact. This is just a simple simulation of the working
principle of neurons in biology; true neurons are much more complex and the output is pulsed.

A single neuron can also achieve classification functions; when the training set is linearly separable,
a single neuron is sufficient for good classification performance. When the training set is inseparable,
in order to achieve the accurate classification of data, we need to use multiple, multi-layer neurons,
which is the neural network.

The number of neurons in the input layer and output layer of the neural network is often fixed,
determined by the number of features of the training data and the number of tags. One or more neural
networks between the input layers and output layers are called hidden layers. Hidden layers increase
the learning ability of the neural network model for the nonlinearly separable training set. The neurons
of hidden layers and output layers are all functional neurons that have an activation function, while
the neurons in input layers are just neurons that accept inputs and are not computationally functional.

3. Bearing Experiment and Feature Extraction Method

3.1. Introduction of Experimental Data

In this paper, experimental data [24] come from the bearing experiment of Case Western Reserve
University. The experimental device is illustrated in Figure 1.
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Figure 1. Experimental device.

The experimental device includes a 2 HP (1.5 kW) motor, a torque sensor, a power meter, and an
electronic controller. The load of the motor is zero. During the rotation of the motor, the bearing to be
tested supports the rotating shaft of the motor. The bearing at the driving end of the rotating shaft is
6205 deep groove ball bearing, which is the bearing researched in this paper.

The single-point damage was machined on the outer ring of the bearing by EDM (Electrical
Discharge Machining), and single-point damage of four different diameters, 0.007 inches, 0.014 inches,
0.021 inches, and 0.028 inches, respectively, were machined. The accelerometer, which was fixed at the
rotating shaft of the motor, was used to collect the vibration signal of the fault bearing. The sampling
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frequency was 12 kHz. In order to get more sample data for evaluate the artificial neural network, the
sampling time was 20 s for the normal bearing and 10 s for the fault bearings. The former collected
240,000 data points and the latter 120,000 data points. This paper uses data of 10 s.

3.2. Feature Extraction Method

According to the bearing experimental conditions, the bearing outer ring is fixed, the speed
is 0; the speed of the bearing inner ring is 10,776 deg/s = 29.93 r/s. According to the speed
relationship, the speed of the bearing cage is 4271.2 deg/s = 11.87 r/s; the angular speed of the
roller is 24,971.8 deg/s = 69.37 r/s. When processing the data, the data points collected by each fault
bearing need to be segmented, and the features are extracted from each segment to obtain a trained
sample. In order to ensure that each section of the data points can contain a number of complete cycles
of the bearing operation, take the cage that has the slowest speed as a benchmark, and ensure the cage
can rotate to three laps or more when segmenting the data.

By calculating 12 kHz ÷ 11.87 r/s = 3033, so that each segment of data needs to contain at least
3033 data points in order to facilitate the calculation, this paper takes 4000 data points per segment.
Using this as a standard, each of the four faulty bearings, each of which has 120,000 data points, can be
divided into 30 segments, which makes 30 samples. The 240,000 data points collected on the normal
bearing, in order to maintain the alignment of the samples, are also segmented to obtain 30 samples
by using only the first 120,000 data points. This gives a total of 150 samples in five different fault
categories. The statistical features are extracted from the acceleration signal. Equations (1)–(6) are the
statistical characteristics of the formula:

(1) Mean

The mean represents the mathematical expectation of the signal, as shown in Equation (1):

X =
1
N ∑N

i=1 xi, . (1)

(2) Root mean square (RMS)

The RMS is a measure of the size of an important indicator of vibration. From the energy point of
view, it is to convert the alternating current (AC) component into the equivalent direct current (DC)
component, as shown in Equation (2):

Xrms =

√
1
N ∑N

i=1 x2
i . (2)

(3) Square root amplitude

The physical meaning of the square root amplitude is to reflect the vibration amplitude at a certain
frequency, and the expression is as shown in Equation (3):

Xr =

[
1
N ∑N

i=1

√
|xi|
]2

. (3)

(4) Skewness

The skewness reflects the asymmetry of the probability density function of the signal distribution
with respect to the ordinate, and the larger the skewness value is, the more serious the asymmetry is.
This feature calculates the third-order central moment of the sample space, as shown in Equation (4):

m =
1
N ∑N

i=1 x3
i . (4)
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(5) Kurtosis

The kurtosis is mainly effective in analyzing whether the signal contains a pulse fault. The
expression is as shown in Equation (5):

β =
1
N ∑N

i=1 x4
i . (5)

(6) Standard deviation

The standard deviation, as a measure of the uncertainty of a sample, reflects the degree of
dispersion of the mean of the sample data, as shown in Equation (6):

σ =

√
1
N ∑N

i=1

(
xi − X

)2. (6)

(7) Absolute mean

The absolute mean of the signal represents the statistical mathematical expectations of the absolute
value, as shown in Equation (7):

|X| = 1
N ∑N

i=1|xi|. (7)

The above is the dimension of statistical features. In order to ensure the consistency of the sample
features, this paper also uses the dimensionless features. The calculation formulas of dimensionless
features are shown in Table 1.

Table 1. Dimensionless features.

Feature Equation

Shape Factor S f =
Xrms

|X|
Crest Factor C f =

Xmax
Xrms

Impulse Factor I f =
Xmax

|X|
Margin Factor CL f =

Xmax
Xr

Skewness Factor α = m
σ3

Kurtosis Factor Kv =
β

X4
rms

In this paper, the above six dimensionless features are taken, besides an absolute average
(dimension features), so a total of seven features are used as the input features of the training samples
of the degenerative model. This paper sets normal bearings to Category 0 as a label for this category;
bearings with 0.007 inches of failure are set to Category 1; bearings with 0.014 inches of failure are set
to Category 2; bearings with 0.021 inches of failure are set to Category 3; bearing with 0.028 inches is
set to Category 4. The label setting result is shown in Table 2.

Table 2. Bearing labels.

Label Bearing Type

0 Normal bearings
1 Bearings with 0.007 inches of failure
2 Bearings with 0.014 inches of failure
3 Bearings with 0.021 inches of failure
4 Bearings with 0.028 inches of failure
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Table 3 shows the results for the statistical features from each category. Here, the first three of 30
samples in each category are illustrated.

Table 3. Value of statistical features.

Label Absolute Mean
(m/s2)

Shape
Factor

Crest
Factor

Impulse
Factor

Margin
Factor

Skewness
Factor

Kurtosis
Factor

0 0.012566 1.23187447 3.6337506 4.47632462 5.28194 −0.0948106 2.9031877
0 0.011475 1.23281404 3.4248338 4.22218312 4.9671475 −0.0823644 2.90118091
0 0.011053 1.23041602 2.9480345 3.62730882 4.2840401 −0.0976983 2.77140046
1 0.015452 1.39794467 5.1771788 7.23740953 9.0825825 0.12473383 5.4470428
1 0.01528 1.39697415 5.3681822 7.49921182 9.3689355 0.12262814 5.67139855
1 0.014523 1.39665376 5.5099342 7.69547032 9.6334086 0.14372596 5.66742352
2 0.050414 1.59591926 9.5319981 15.2122993 19.78025 −0.144491 22.3901311
2 0.048688 1.62707031 8.5809309 13.9617779 18.339879 0.06575567 20.3030647
2 0.046767 1.6431311 9.1235632 14.9912104 19.764463 0.03716416 22.2385791
3 0.019804 1.47237616 5.5168049 8.12281206 10.485159 0.34665274 7.16871024
3 0.018877 1.46768005 6.8820267 10.1006133 13.052605 0.35161847 7.46175939
3 0.018286 1.46783372 6.158466 9.03960406 11.635453 0.34561281 7.55165032
4 0.008011 1.2818403 4.1804227 5.35863428 6.4009591 0.13830736 3.48278044
4 0.007579 1.27312284 3.6516067 4.6489439 5.5276294 0.10151341 3.29118482
4 0.007539 1.27710124 4.7200015 6.02791982 7.1994001 0.08903434 3.41036724

3.3. The Trend of Feature Change

The features of the first 50 samples are plotted in Figures 2–8.
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It can be seen from these figures that except for the sample labeled 2 (bearings with 0.014 inch fault),
a single index cannot distinguish the bearing samples with different fault degrees well. The samples
with different labels have a confusion in the value of feature and do not have a good distinction. Taking
the trend of the kurtosis factor (Figure 7) as an example, the kurtosis factor of a normal bearing (label 0)
and the kurtosis factor of a bearing with 0.028 inch fault (label 4) are basically in the same range. It
is difficult to distinguish between the two categories by this feature. Therefore, the neural network
degradation model is proposed based on multiple features of samples to identify and classify faults.
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4. Model Training

4.1. Training Sample Division

In order to research the change of the learning process of the degenerative model with the increase
of the number of samples, five different numbers of training samples are used to train the degenerative
model, and the numbers are 50, 75, 100, 125, and 150. In addition, the training samples need to be
divided into training sets and verification sets. The former is used to train the degradation model
and the latter is used to test the degradation model. This paper takes 80% of the training data as the
training set and the remaining 20% as the verification set. The division of training set and verification
set is shown in Table 4.

Table 4. Training set and verification set division.

Number of Samples Training Set Verification Set

50 40 10
75 60 15

100 80 20
125 100 25
150 120 30

4.2. Neural Network Degradation Model Modeling

This paper uses Python to build a neural network model, as shown in Figure 9.
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The functions of the model are as follows:

(1) Constructor

The function of the constructor is to initialize the neural network, including the neural network
size that needs to be set manually, and the weights and thresholds. In this paper, 0–1 Gaussian
distribution (i.e., the normal distribution) is used to initialize the thresholds and weights. This method
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takes into account the statistical assumption of the machine learning algorithm that all the samples are
independent of each other, and in the case of enough samples, the distribution of samples follows the
Gaussian distribution. This assumption is based on the central limit theorem.

(2) Feedforward function

The feedforward function is to input the value to be stimulated into the excitation function to
calculate the stimulus value and transmit the activation information to the next neuron.

(3) Back propagation function

The back propagation function is to calculate the error between the output of the neural network
and the label of the training sample at the current weights and thresholds and inversely propagate the
error as the return value to the previous neuron. This function is called the update function.

(4) Stochastic gradient descent function

The stochastic gradient descent function is the core function of training neural network. In this
paper, the small batch random gradient descent method is used. Compared with the general full
gradient descent method and the stochastic gradient descent method, the gradient descent method has
the following advantages:

(a) Compared with the full gradient descent method, the proposed method disrupts the training
samples randomly while updating iteration. The training samples are divided into multiple small
samples of appropriate size, and a gradient descent is used for each small sample instead of all
samples. The benefit of doing so is a great reduction in the convergence time and an improvement
of the calculation speed.

(b) The general stochastic gradient descent method is randomly applied by a sample from the
training samples while updating the iteration. Although this method can increase the calculation
speed, it is easy to cause large errors. On the contrary, the small-scale stochastic gradient descent
method used in this paper reduces the error while preserving the computational speed.

(5) Update function

The function of the update function is to update the weights and thresholds of the entire neural
network according to the calculated gradient after applying the gradient descent to each small sample.
The function is called a stochastic gradient descent function.

4.3. Model Setting

Neural network model parameters are: iteration times, small batch size of the sample, the size of
the neural network, learning rate, etc.

(1) Iteration times

For ease of comparison, the neural network learning process under different sample numbers of
training samples all has 1000 iteration times.

(2) Small batch size of the sample

Since there are five sample categories, the small batch sample is set to 5, which should guarantee
that all classes of samples will have a high probability of occurrence each time the gradient is applied
with a uniform probability.

(3) The size of neural network

For the size of the neural network, it is known that there are seven neurons (seven features) in the
input layer, five neurons in the output layer (five bearings with different degrees of failure). As the
number of hidden neurons in a neural network increases, the learning performance of a neural network
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is better, but the computation speed of the neural network is slower. In this paper, a benchmark is
given when all the verification sample samples can be correctly classified after 1000 iterations. There
are 50 training samples to test the minimum number of neurons needed for the hidden layer of the
neural network. At the time of testing, the undetermined initial learning rate was set to 1. Hidden layer
neuron number adjustment process is shown in Table 5. Here the accuracy of classification achieves
100% for 30 or 40 number of neurons. As the accuracy of classification is only the basic feature, we
can make future analysis in the following sections. If we cannot get enough sampling data on faulty
and healthy systems as in this experiment, indicators such as sensitivity, specificity and ROC (receiver
operating characteristic) curve may be selected for the actual data.

Table 5. Number of hidden layer neurons.

Number of Neurons Accuracy of Classification after 1000 Iterations

10 70%
20 90%
30 100%
40 100%

So the size of the neural network is set to 7 × 30 × 5.

(4) Learning rate

The larger the learning rate, the faster the model converges. However, if the rate is too high,
the model will oscillate. Therefore, it is necessary to set the learning rate as high as possible without
causing any vibration. The learning rate test was performed in the case of 50 training samples, as
shown in Table 6.

Table 6. Adjust the learning rate.

Learning Rate Minimum Number of Iterations to Reach 100% Accuracy of Classification

1 980
1.1 953
1.2 919
1.3 896
1.4 880
1.5 Oscillation occurred
1.6 Oscillation occurred

So the learning rate is set to 1.4. In summary, the initial settings of neural network model
parameters are shown in Table 7.

Table 7. Neural network model initialization parameters.

Parameter Parameter Value

Iteration times 1000
Small batch size of the sample 5

Size of neural network 7 × 30 × 5
Learning rate 1.4

4.4. Analysis of Training Results Model Setting

The training samples of different capacities are input into the neural network training in turn, and
the neural network classification results of the current weights and thresholds are calculated for each
iteration. So we can observe the progress of learning accompanied by neural network classification
ability. The training process is shown in Figures 10–14.
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Through preliminary observation of the training process after each training sample is input into
the neural network, we can see that as the number of samples increases, the classification ability of the
neural network increases. At the same time, we notice that when the training sample size is 75, the
training process is rather special. As the number of iterations increases, the classification accuracy of
the model for the verification set does not stabilize after reaching 100%, but is 86.7% (13/15), 93.3%
(14/15), and 100% (15/15). That is, oscillations occurred. In order to make a better comparison, we
use some indexes to calculate them. The indexes include: the average correct classification rate of
1000 iterations, the standard deviation of the correct classification rate of 1000 iterations, the minimum
iterations times and the training time required to achieve the 100% classification accuracy and maintain
the stability. The calculation results are shown in Table 8.
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Figure 11. Seventy-five training samples of the neural network.
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Figure 12. One hundred training samples of the neural network.
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Table 8. Training outcome indicators for different training sample sizes.

Training Sample
Size

Average Classification
Accuracy

Accuracy Standard
Deviation

Minimum Number of
Iterations

Training Time
(s)

50 0.9236 0.1168 880 15.10
75 0.8556 0.1466 oscillation 18.35

100 0.9433 0.1026 630 23.71
125 0.9566 0.0986 492 29.36
150 0.9729 0.0744 365 35.03

Since different sample size models converge in different iterations, the corresponding iterations
are set according to the training results for the training under each sample size to test the training time.
The results are shown in Table 9.

Table 9. Convergence training time test.

Training Sample Size Number of Iterations Training Time (s)

50 900 13.70
75 null null

100 650 12.91
125 500 12.24
150 380 11.43

From the above results, we can make the following observations.

(1) In addition to the sample size of 75, with the increase of training sample size, the learning effect of
the neural network will get better and better. The average correct rate of classification under the
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setting of 1000 iterations, the standard deviation of classification accuracy, the minimum number
of iterations, the training time, and other indicators showed an increasing trend, indicating that
the learning ability of the model, the learning stability, and the convergence rate of the calculation
will increase with the increase in training samples.

(2) When the sample size is 75, the model oscillates during the training process. When the training
sample size increases, the phenomenon vanishes. It can be seen that it is not because the learning
rate is set improperly. Instead, there are some indistinguishable sample points and we should
enhance the learning ability and generalization ability of the model to increase the training
samples. This is confirmed by the test results after increasing the sample size.

5. Feature Fusion Based on Skewness Factor

Based on the above study, it can be seen that even with 150 samples (the largest number of
samples), the BP neural network model still needs 365 iterations to converge smoothly so as to obtain
100% correct classification of the verification set, and the calculation time required is 11.43 s. As offline
calculation of the script, this calculation time is completely acceptable, but to apply the model to online
monitoring procedures for real-time updates on the model, the calculation speed needs to be improved.

Based on the sigmoid function activation function, which turns linear regression into a
classification problem in order to improve the fitting ability of the neural network, we need to improve
the nonlinearity of variables in linear regression. This paper starts with a study of adding nonlinear
fusion features.

5.1. Pearson Correlation Coefficient between Features

In order to research the change of the learning process of the degenerative model with an increase
in the number of samples, five different numbers of training samples are used to train the degenerative
model: 50, 75, 100, 125, and 150. In addition, the training samples need to be divided into training sets
and verification sets. The former are used to train the degradation model and the latter are used to test
the degradation model. This paper takes 80% of the training data as the training set and the remaining
20% as the verification set. The division of training set and verification set is shown in Table 5.

The Pearson correlation coefficient is a linear correlation coefficient that reflects the linear
correlation between two variables, the value of which is between −1 and 1. The smaller the absolute
value, the lower the correlation. Supposing two variables x and y, each having n samples, correspond
to n values, the formula for calculating the Pearson correlation coefficient r between x and y is shown
in Equation (8):

r = ∑n
i=1(xi − x)(yi − y)√

∑n
i=1 (xi − x)2

√
∑n

i=1 (yi − y)2
. (8)

For all 150 training samples, the Pearson correlation coefficients between the two features are
calculated. The calculation results are shown in Table 10.

Table 10. Pearson correlation coefficients between features.

Absolute
Mean

Shape
Factor

Crest
Factor

Impulse
Factor

Margin
Factor

Skewness
Factor

Kurtosis
Factor

Absolute Mean 1 0.8192 0.8480 0.8633 0.8633 −0.3890 0.9206
Shape Factor 0.8192 1 0.9755 0.9817 0.9839 −0.0498 0.9317
Crest Factor 0.8480 0.9755 1 0.9967 0.9954 −0.0994 0.9440

Impulse Factor 0.8633 0.9817 0.9967 1 0.9998 −0.1470 0.9640
Margin Factor 0.8633 0.9839 0.9954 0.9998 1 −0.1462 0.9645

Skewness Factor −0.3890 −0.0498 −0.0994 −0.1470 −0.1462 1 −0.3538
Kurtosis Factor 0.9206 0.9317 0.9440 0.9640 0.9645 −0.3538 1

According to the results, it can be seen that the Pearson correlation coefficient between the
skewness factor and other features is significantly lower than the Pearson correlation coefficient
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between the other features. The skewness factor has a strong nonlinear relationship with other features.
Therefore, we choose the skewness factor for the feature fusion.

5.2. Feature Fusion Pearson

In order to research the change of the learning process of the degenerative model with the increase
of the number of samples, five different numbers of training samples are used to train the degenerative
model: 50, 75, 100, 125, and 150. In addition, the training samples need to be divided into training sets
and verification sets. The former are used to train the degradation model and the latter are used to test
the degradation model. This paper takes 80% of the training data as the training set and the remaining
20% as the verification set. The division of training set and verification set is shown in Table 5.

When the relationship between two variables is non-linear, in order to better fit the variables, it is
usually considered to use quadratic polynomials or even higher-degree polynomials to fit. The general
form of quadratic polynomial fitting is shown in Equation (9):

a0 + a1x + a2x + a3x2 + a4y2 + a5xy = 0. (9)

Among them, x2, y2, and xy increase the fitting nonlinearity, making the quadratic polynomial fit
the general linear regression with a more complex curve. Inspired by this, and considering the use of
skewness factor with very low Pearson coefficients with all features to multiply other features, six new
fusion features are constructed. The absolute value of the Pearson correlation coefficient between the
skewness factor and the fused features is sorted accordingly. The results are shown in Table 11.

Table 11. New features based on skewness factor fusion.

New Feature Feature Fusion Method Pearson Correlation Coefficient between Features

New feature 1 Skewness × Shape −0.0498
New feature 2 Skewness × Crest −0.0994
New feature 3 Skewness ×Margin −0.1462
New feature 4 Skewness × Impulse −0.1470
New feature 5 Skewness × Kurtosis −0.3538
New feature 6 Skewness × Absolute Mean −0.3890

Considering that too many features will lead to an overfitting of the model, based on the training
samples of 50 samples, we gradually add features to the sample from the new feature 1 until the model
is overfitting, and the result is shown in Table 12. The experimental results show that when the number
of features increases to three, the model begins to overfitting. Therefore, two new features are added
based on the original features of the sample: new feature 1 and new feature 2.

Table 12. Test result of new features with 50 samples.

Number of New Features Minimum Number of Iterations for 100% Accuracy

1 660
2 550
3 Overfitting
4 Overfitting

5.3. New Feature Verification

After adding new feature 1 and new feature 2 based on the original features of the sample, in order
to compare with the original neural network model, the other parameters of the neural network model
are kept unchanged; only the size of the neural network is changed from 7 × 30 × 5 to 9 × 30 *× 5.
Then training samples with different capacities are input into the neural network training in turn; the
training process is shown in Figures 15–19.
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Figure 16. Seventy-five training samples of the neural network.
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Figure 17. One hundred training samples of the neural network.
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Figure 18. One hundred twenty-five training samples of the neural network.
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Figure 19. One hundred fifty training samples of the neural network.

After completing the training, four indexes for evaluating the training effect are counted, and the
training effect of the model after adding the new feature is compared with the training effect of the
previous model. The results are shown in Table 13. Similarly, the number of iterations for different
sample size models to converge is also different, and the corresponding iterations are set according to
the training results for the training under each sample size to test the training time. The results are
shown in Table 14.

Table 13. Different training sample size model training results indicators comparison.

Training Sample
Size

Average Classification
Accuracy

Accuracy Standard
Deviation

The Minimum Number
of Iterations

Training Time
(s)

50 0.9236 0.1168 880 12.61
50 (new feature) 0.9471 0.1102 611 12.54

75 0.8556 0.1466 Oscillation 17.36
75 (new feature) 0.8783 0.0883 Oscillation 17.35

100 0.9433 0.1026 630 22.95
100 (new feature) 0.9620 0.0916 488 23.18

125 0.9566 0.0986 492 28.18
125 (new feature) 0.9730 0.0741 342 28.25

150 0.9729 0.0744 365 33.41
150 (new feature) 0.9809 0.0666 293 33.38

Table 14. Comparison of model training results with different number of training samples.

Number of Training Samples Number of Iterations Training Time (s)

50 900 13.70
50 (new feature) 600 7.52

75 null null
75 (new feature) null null

100 650 12.91
100 (new feature) 500 6.88

125 500 12.24
125 (new feature) 350 6.19

150 380 11.43
150 (new feature) 300 5.36

After a comparison, we can draw the following conclusions:

(1) Compared with the previous model, the model with new features 1 (skewness × shape) and new
features 2 (skewness × crest) has been obviously improved in the training effect, and the average
accuracy of the classification has improved too. The standard deviation of classification accuracy,
the least number of iterations, training time, and so on all improved, which shows that adding
new features can improve the model’s learning ability, learning stability, and the convergence
rate of the calculation.
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(2) After adding new features, the training sample size is 75; although these three indicators,
the classification accuracy, the standard classification accuracy, and the minimum number of
iterations, are all improved, the oscillation phenomenon still exists. If you want to further improve
the model’s ability to classify difficult-to-distinguish sample points, you need to increase your
training sample size.

It should be noted that the decision to add only two new features was based on a training sample
size of 50 benchmark results. With the increase in the sample size, the ability of the model to prevent
overfitting is constantly improving. So, we use a training sample size of 150 to test what happens
when the sample size increases, and continuing to add new features will not further enhance the
effectiveness of the model. When the model appears to be overfitting, we will get the stop condition,
as shown in Table 15.

When the number of new features is increased to three, the effect of the model is further improved.
When the number of new features is increased to more than four, the model appears to be overfitting
again. Thus, as the capacity of the training samples increases, new fusion features continue to be
added to further enhance the effect of the model. Even when no more data are being collected, we can
continue to increase the new fusion features to improve the neural network algorithm to establish the
effect of the bearing degradation model.

Table 15. Test results of new features with 150 samples.

Number of New Features Minimum Number of Iterations

2 293
3 247
4 Overfitting
5 Overfitting

5.4. Comparison with SVM

In this section, the result of neural network is compared with SVM, as shown in Table 16. The main
indicators for the verification are the classification accuracy and the training time.

(1) For the classification ability, the degenerative model built by neural network or SVM has the
same effect. Even in the case of 75 training samples, the classification accuracy of the degraded
model built by SVM is also in the oscillation range of neural network.

(2) The training time of the degenerative model built by neural network is actually longer than
the model by SVM. It can be seen that SVM is the better model than neural network for the
6205 bearing.

(3) Although the performance of neural network is weaker than that of SVM, it should be noted that
for neural network, with an increase in the number of training samples and the inclusion of fusion
features, the improvement of training speed is obvious. In contrast, for SVM, with an increase in
the number of training samples, although the computational speed of each iteration increases,
the total training time is not significantly reduced. The training time ratio of SVM and neural
network has increased from 11.57% in 50 training samples to 16.41% in 150 training samples.
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Table 16. Results comparison between neural network and SVM.

Number of Training Samples Classification Accuracy Training Time (s) Time Ratio
(SVM/Neural Network)

50 (neural network) 100% 7.52 null
50 (SVM) 100% 0.87 11.57%

75 (neural network) 86.7~100% null null
75 (SVM) 93.3% null null

100 (neural network) 100% 6.88 null
100 (SVM) 100% 0.81 11.77%

125 (neural network) 100% 6.19 null
125 (SVM) 100% 0.85 13.73%

150 (neural network) 100% 5.36 null
150 (SVM) 100% 0.88 16.41%

6. Conclusions

This paper uses a BP neural network algorithm to build a degradation model of 6205 deep groove
ball bearings, through the degradation model to identify and classify the different fault state of the
bearing. The main research results are as follows:

(1) In this paper, 150 training samples were extracted from the experimental data collected in the
experiment, and five training samples of 50, 75, 100, 125, and 150 samples were extracted from the
training data and input into the neural network for training. The training results show that with
an increase in training sample size, the learning effect of the neural network gets better and better,
and the learning ability, learning stability, and convergence speed of the model gradually increase.

(2) When the training sample size is 75, with an increase in the number of iterations, the classification
accuracy of the model to the verification set fails to stabilize at 100%, resulting in oscillation.
When the number of samples increases, the oscillation phenomenon disappears. It can be seen that
the oscillation occurs not because the model itself, but the indistinguishable samples. The results
show that further enhancement of the classification ability of BP neural network degeneration
model for indistinguishable samples needs to be achieved by increasing the training sample size.

(3) Based on the Pearson correlation coefficient and polynomial fitting principle, feature fusion based
on the skewness factor improves the model significantly. Although too many fusion features lead
to overfitting of the model, overfitting will be alleviated with the increase in training samples.
The model’s performance can be further improved by increasing the fusion features.

(4) The comparison of the performance of the SVM model and the neural network model on this
dataset is discussed, and the possible effects and performance of these two different modeling
methods on more complicated problems and more data are discussed. The research shows that
neural networks have more potential on complex and high-volume datasets.
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