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Abstract

:

Particle swarm optimization (PSO) algorithm is generally improved by adaptively adjusting the inertia weight or combining with other evolution algorithms. However, in most modified PSO algorithms, the random values are always generated by uniform distribution in the range of [0, 1]. In this study, the random values, which are generated by uniform distribution in the ranges of [0, 1] and [−1, 1], and Gauss distribution with mean 0 and variance 1 (   U  [  0 , 1  ]    ,    U  [  − 1 , 1  ]     and    G ( 0 , 1 )   ), are respectively used in the standard PSO and linear decreasing inertia weight (LDIW) PSO algorithms. For comparison, the deterministic PSO algorithm, in which the random values are set as 0.5, is also investigated in this study. Some benchmark functions and the pressure vessel design problem are selected to test these algorithms with different types of random values in three space dimensions (10, 30, and 100). The experimental results show that the standard PSO and LDIW-PSO algorithms with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are more likely to avoid falling into local optima and quickly obtain the global optima. This is because the large-scale random values can expand the range of particle velocity to make the particle more likely to escape from local optima and obtain the global optima. Although the random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are beneficial to improve the global searching ability, the local searching ability for a low dimensional practical optimization problem may be decreased due to the finite particles.
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1. Introduction


Based on the intelligent collective behaviors of some animals such as fish schooling and bird flocking, particle swarm optimization (PSO) algorithm was first introduced by Kennedy and Eberhart [1]. This algorithm is a stochastic population based heuristic global optimization technology, and it has advantages of simple implementation and rapid convergence capability [2,3,4]. Therefore, PSO algorithm has been widely utilized in function optimization [5], neural network training [6,7,8,9], parameters optimization of fuzzy system [10,11,12], and control system [13,14,15,16,17], etc.



However, the PSO algorithm is easily trapped in local optima when it is used to solve complex problems [18,19,20,21,22,23,24,25,26,27,28,29,30,31]. This disadvantage seriously limits the application of the PSO algorithm. In order to deal with this issue, many modifications or improvements are proposed to improve the performance of the PSO algorithm. Generally, the improved methods include changing the parameter values [19,20,21], tuning the inertia weight or population size [22,23,24,25], and combining with other evolution algorithms [26,27,28,29,30,31], etc. In recent years, the PSO algorithms for dynamic optimization problems are developed. The multi-swarm PSO algorithms, such as, multi-swarm charged/quantum PSO [32], species-based PSO [33], clustering-based PSO [34], child and parent swarms PSO [35], multi-strategy ensemble PSO [36], chaos mutation-based PSO [37], distributed adaptive PSO [38], and stochastic diffusion search—aided PSO [39], are developed to improve their performances. Furthermore, some dynamic neighborhood topology-based PSO algorithms are developed to deal with dynamic optimization problems [40,41]. These improvements or modifications have improved the global optimization ability of the PSO algorithm to some extent. However, these methods cannot effectively prevent the stagnation of optimization and premature convergence. This is because the velocity of particle becomes very small in the position of the local optima, which renders the particle unable to escape from the local optimum. Therefore, it is necessary to propose an effective way to make the particle jump out of the local optimum.



In the PSO algorithm, the velocity of particle is updated according to its previous velocity and the distances of its current position from its own best position and the group’s best position [20]. The coefficients of previous velocity and two distances are inertia weight and random values, respectively. In previous research, a variety of inertia weight strategies were proposed and developed to improve the performance of the PSO algorithm. However, the random values for most modified PSO algorithms are always generated by uniform distribution in the range of [0, 1]. Obviously, the random values represent the weights of two distances for updating the particle velocity. If the range of random values is small, these two distances have little influence on the new particle velocity, which means that the velocity cannot be effectively increased or changed to escape from local optima. In order to improve the global optimization ability of the PSO algorithm, it is necessary to expand the range of random values.



In this paper, the random values generated by different probability distributions are utilized to investigate their effects on the PSO algorithms. In addition, the deterministic PSO algorithm, in which the random values are set as 0.5, is investigated for comparison. The performances of PSO algorithms with different types of random values are tested and compared by the experiments of benchmark functions in three space dimensions. The rest of the paper is organized as follow. Section 2 presents the standard PSO algorithm and its modification strategies. The different types of random values are provided in Section 3. Section 4 provides the performances of PSO algorithms with different types of random values, and the effects of random values on PSO algorithms are also analyzed in this section. Finally, Section 5 concludes this paper.




2. Standard and Modified Particle Swarm Optimization Algorithms


2.1. Standard Particle Swarm Optimization Algorithm


In standard PSO algorithm, each particle represents a potential solution to the task within the search space. In the D-dimensional space, the position vector and velocity vector of the ith particle can be expressed as     x i  =  (   x  i 1   ,  x  i 2   , ⋯ ,  x  i D    )     and     v i  =  (   v  i 1   ,  v  i 2   , ⋯ ,  v  i D    )    , respectively. After the random initialization of particles, the velocity and position of the ith particle are updated as follow,


    v i  ( t + 1 ) = w  v i  ( t ) +  c 1   r 1   (   p i  −  x i  ( t )  )  +  c 2   r 2   (   p g  −  x i  ( t )  )    



(1)






    x i  ( t + 1 ) =  x i  ( t ) +  v i  ( t + 1 )   



(2)




where,   w   is the inertia weight and can be used to control the influence of previous velocity on the new one; the parameters     c 1     and     c 2     are two constants which determine the weights of     p i     and     p g    ;     p i     represents the best previous position of the ith individual and     p g     denotes the best previous position of all particles in current generation;     r 1     and     r 2     represent two separately generated random values which uniformly distribute in the range of [0, 1]. The pseudocode of standard particle swarm optimization is shown in Figure 1.




2.2. Modifications for Particle Swarm Optimization Algorithm


In the original studies of the PSO algorithm, the range of inertia weight (  w  ) attracted researchers’ attention, and they suggested that the PSO algorithm with an inertia weight within the range of [0.9, 1.2] can take the least average number of iterations to find the global optimum [42]. In later research, the inertia weight adaptation mechanism is established to improve the global optimization ability of the PSO algorithm. Generally, the various inertia weighting strategies can be classified into three categories: (1) constant or random inertia weight strategies; (2) time varying inertia weight strategies; (3) adaptive inertia weight strategies.



2.2.1. Constant or Random Inertia Weight Strategies


The value of inertia weight is constant during the search or is determined randomly [20,43]. The impact of the inertia weight on the performance of the PSO algorithm is analyzed by Shi and Eberhart [20], and then they proposed a random inertia weight strategy for the PSO algorithm to track the optima in a dynamic environment, which can be expressed as,


   w = 0.5 +  r 2    



(3)




where   r   is a random value in [0, 1]. Then   w   is a uniform random variable in the range of [0.5, 1].




2.2.2. Time Varying Inertia Weight Strategies


The inertia weight is defined as a function of time or iteration number [44,45,46]. In these strategies, the inertia weight can be updated in many ways. For example, the linear decreasing inertia weight can be expressed as [35,36],


   w ( i t e r ) =   i t e  r  max   − i t e r   i t e  r  max      (   w  max   −  w  min    )  +  w  min     



(4)




where    i t e r    is the current iteration of algorithm and    i t e  r  max      represents the maximum number of iterations;     w  max      and     w  min      are the upper and lower bounds of inertia weight, and they are 0.9 and 0.4, respectively.



Based on the linear decreasing inertia weight strategy, the nonlinear decreasing strategy for inertia weight is proposed for the PSO algorithm [47], and it can be expressed as,


   w ( i t e r ) =    [    i t e  r  max   − i t e r   i t e  r  max      ]   n   (   w  max   −  w  min    )  +  w  min     



(5)




where   n   is the nonlinear modulation index. Obviously, with    n = 1   , this strategy becomes the linearly decreasing inertia weight strategy.



In addition, some similar methods [48,49,50,51], which use linear or nonlinear decreasing inertia weight, haven been proposed to improve the performance of the PSO algorithm.




2.2.3. Adaptive Inertia Weight Strategies


The inertia weight is adjusted by using one or more feedback parameters to balance the global and local searching abilities of the PSO algorithm [52,53,54,55]. These feedback parameters include the global best fitness, the local best fitness, the particle rank, and the distance to the global best position, etc.



In each iteration, the inertia weight determined by the ratio of the global best fitness and the average of particles’ local best fitness can be expressed as [17],


   w ( i t e r ) = 1.1 −    p g  ( i t e r )    1 N    ∑  i = 1  N    p i  ( i t e r )       



(6)




where     p i  ( i t e r )    and     p g  ( i t e r )    represent the best previous positions of the i-th individual and all particles, respectively; N is the number of particles.



The inertia weight updated by the particle rank can be expressed as [53],


    w i  ( i t e r ) =  w  min   +   r a n  k i   N   (   w  max   −  w  min    )    



(7)




where     w i  ( i t e r )    is the inertia weight of the i-th particle in current iteration;    r a n  k i     represents the position of the i-th particle when the particles are ordered based on their best fitness.



The inertia weight adjusted by the distance to the global best position can be expressed as [54],


    w i  =  w 0   (  1 −   d i s  t i    max _ d i s t    )    



(8)




where the inertia weight     w 0  = r a n d ( 0.5 , 1 )   ;    d i s  t i     is the current Euclidean distance of the i-th particle from the global best, and it can be expressed as,


   d i s  t i  =    [    ∑  d = 1  D      (   p g d  −  x i d   )   2     ]     1 2      



(9)




and    max _ d i s t    is the maximum distance of a particle from the global best in the previous generation.



In recent research, the PSO algorithm with inertia weight adjusted by the average absolute value of velocity or the situation of swarm is proposed to keep the balance between local search and global search [56,57,58]. In addition, the adaptive population size strategy is an effective way to improve the accuracy and efficiency of the PSO algorithm [59,60,61,62].



It is obvious that the improvements of the PSO algorithm are generally implemented by adaptively adjusting inertia weight or population size. These methods can avoid falling into local optima by adaptively updating the velocity of particle to some extent. However, the effect of random values on the particle velocity has never been discussed. Therefore, the PSO algorithm with different types of random values will be studied in Section 3 in detail.






3. Particle Swarm Optimization Algorithm with Different Types of Random Values


3.1. Random Values with Uniform Distribution in the Range of [0, 1]


In the traditional PSO algorithm, the random values     r 1     and     r 2     are generated by uniform distribution in the range of [0, 1] (   U  [  0 , 1  ]    ). As shown in Figure 2, the probability of each random value is similar in the range.




3.2. Random Values with Uniform Distribution in the Range of [−1, 1]


In order to expand the range of random values, the random values     r 1     and     r 2     are generated by uniform distribution in the range of [−1, 1] (   U  [  − 1 , 1  ]    ) for the PSO algorithm. As shown in Figure 3, the probability of each random value is similar in the range.




3.3. Random Values with Gauss Distribution


In order to expand the range of random values and change their probability, the random values     r 1     and     r 2     are generated by Gauss distribution with mean 0, and variance 1 (   G ( 0 , 1 )   ) for the PSO algorithm. As shown in Figure 4, the probability of each random value is different and symmetrically distributes about    r = 0   . Furthermore, its probability is increased with decreasing the absolute value of random number.





4. Experiments and Analysis


4.1. Experimental Setup


In order to investigate the performances of PSO algorithms with different types of random values, some commonly used benchmark functions are adopted and shown in Table 1. The dimensions of search space are 10, 30 and 100 in this study. The standard PSO algorithm is selected to investigate the effects of random values. In addition, because the linear decreasing inertia weight (LDIW) PSO algorithm has a better global search ability in starting phase to help the algorithm converge to an area quickly and a stronger local search ability in the latter phase to obtain high precision value, so the LDIW PSO algorithm is also utilized to study the effects of random values. Moreover, although the effects of setting parameters on deterministic PSO algorithm have been studied [63], the deterministic PSO algorithm (r = 0.5) is adopted to compare with standard PSO and LDIW-PSO algorithms.



To have a fair comparison, the parameter settings of all algorithms are same. In this study, the population size is 100, and the maximum number of function evaluations is 10,000. The parameters     c 1     and     c 2     are all 2. For standard PSO algorithm, the inertia weight   w   is 0.7. For LDIW-PSO algorithm,     w  max      and     w  min      are 0.9 and 0.4, respectively. In order to eliminate random discrepancy, the results of all experiments are averaged over 30 independent runs.




4.2. Experimental Results and Comparisons


For some benchmark functions, the comparisons of standard PSO algorithm with different types of random values are shown in Table 2. The bold numbers indicate the best solutions for each test function in the certain space dimension. Obviously, the performances of deterministic PSO algorithm (r = 0.5) are the worst for all the benchmark functions. This is because the random values are deterministic which decreases the diversity of particles. For the random values generated by    U  [  0 , 1  ]    ,the standard PSO algorithm can only obtain the optimal solutions of Sphere1, Sphere2, Alpine and Moved axis parallel hyper-ellipsoid when the space dimension is 10, but this algorithm is useless for other test functions or higher space dimensions. However, for the random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   , the standard PSO algorithm can obtain the optimal solutions of all test functions in every space dimension except Rosenbrock. In the low space dimension (10), the best solution of Rosenbrock is obtained by the standard PSO algorithm with random values distributed in    U  [  0 , 1  ]    . However, in the high space dimension (30 or 100), its best solution is obtained by the standard PSO algorithm with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   . In addition, the best solutions of Levy and Montalvo 2 (30 dimensions) and Sinusoidal (100 dimensions) are also obtained by the standard PSO algorithm with random values distributed in    U  [  0 , 1  ]    . Obviously, the random values make an important effect on the performance of standard PSO algorithm, and its performance is highly improved when the range of random value is expanded. This implies that the standard PSO algorithm with large-scale random values can avoid falling into local optima and obtain the global optima.



The comparisons of LDIW-PSO algorithm with different types of random values for benchmark functions are shown in Table 3. In addition, the bold numbers indicate the best solutions for each test function in the certain space dimension. For all the benchmark functions, the performances of deterministic LDIW-PSO algorithm (r = 0.5) are also the worst. For the    U  [  − 1 , 1  ]     and    G ( 0 , 1 )   , the performance of LDIW-PSO algorithm is similar with that of standard PSO algorithm. However, for the random values distributed in    U  [  0 , 1  ]    , the performance of LDIW-PSO algorithm is improved compared to the standard PSO algorithm, which is also reported in some references [5,20,45,46]. It should be noted that the LDIW-PSO algorithm with random values generated by    U  [  0 , 1  ]     can obtain the optimal solutions of all test function in low space dimension (10 and 30) except Sphere2, Rotated Expanded Scaffer and Schwefel. In addition, for Levy and Montalvo 2, Sinusoidal and Alpine in 30 dimensions, the performance of LDIW-PSO algorithm with random values generated by    U  [  0 , 1  ]     is better than that with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   . However, in the high space dimension (100), the LDIW-PSO algorithm with random values generated by    U  [  0 , 1  ]     cannot obtain the optimal solutions of these test functions, which implies that this algorithm is useless for the problems in high dimension space. Therefore, the performance of improved PSO (LDIW-PSO) algorithm is also influenced by the random values, especially for solving the problems in high dimension space. Furthermore, the LDIW-PSO algorithm with a wide range of random values is more beneficial to escape from local optima and obtain the global optima.



Figure 5 shows the mean best fitness of the standard PSO algorithm with different types of random values for benchmark functions. For the same type of random values, the performance of the standard PSO algorithm improves with decreasing the space dimension, and the convergence velocity also improves with decreasing the space dimension. For the same space dimension of each test function, the performances of deterministic PSO algorithm (r = 0.5) are the worst. However, the performances of standard PSO algorithm with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are the best for the most benchmark functions. In the low dimension (10 and 30), the performances of standard PSO algorithm with random values generated by    U  [  0 , 1  ]     and    U  [  − 1 , 1  ]     are the best for Levy and Montalvo 2 and Sinusoidal, respectively. The performance of the standard PSO algorithm with random values distributed in    U  [  − 1 , 1  ]     is slightly worse than that of the standard PSO algorithm with random values distributed in    G ( 0 , 1 )   . In addition, the global optima can be obtained within 50 iterations by the standard PSO algorithm with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   . This indicates that the standard PSO algorithm with large-scale random values can more quickly obtain the global optima.



The mean best fitness of the LDIW-PSO algorithm with different types of random values for benchmark functions are shown in Figure 6. In addition, the performance and convergence velocity of the LDIW-PSO algorithm are all improved with decreasing the space dimension for the same random values of each test function. When the random values are generated by    U  [  0 , 1  ]    , compared to the standard PSO algorithm, the LDIW-PSO algorithm has better performance. In the space dimensions 10 and 30, the global optima of some test functions can be obtained by the LDIW-PSO algorithm with random values are generated by    U  [  0 , 1  ]    , but its convergence velocity is slower than that of the LDIW-PSO algorithm with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   . Moreover, in the low dimension (10 and 30), the performance of the LDIW-PSO algorithm with random values generated by    U  [  0 , 1  ]     is the best for Levy and Montalvo 2, Sinusoidal and Alpine. When the space dimension is 100, the global optima cannot be obtained by the LDIW-PSO algorithm with random values distributed in    U  [  0 , 1  ]    , but can be obtained by the LDIW-PSO algorithm with random values distributed in    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   . This implies that the LDIW-PSO algorithm with large-scale random values can be more likely to obtain the global optima with less iterations.




4.3. Application and Analysis


4.3.1. Application in Engineering Problem


The pressure vessel design, which was initially introduced by Sandgren [64], is a real world engineering problem. There are four involved variables, including the thickness (x1), thickness of the head (x2), the inner radius (x3), and the length of the cylindrical section of the vessel (x4). The highly constrained problem of pressure vessel design can be expressed as,


   Min :   f ( x ) = 0.6224  x 1   x 3   x 4  + 1.7781  x 2   x 3 2  + 3.1611  x 1 2   x 4  + 19.84  x 2 2   x 4    



(10)






     Subject   to :        g 1  = 0.0163  x 3  −  x 1  ≤ 0 ,       g 2  = 0.00954  x 3  −  x 2  ≤ 0 ,       g 3  = 1296000 − π  x 3 2   x 4  −  4 3  π  x 3 3  ≤ 0 ,       g 4  =  x 4  − 240 ≤ 0 ,       g 5  = 1.1 −  x 1  ≤ 0 ,       g 6  = 0.6 −  x 2  ≤ 0 .     



(11)




where x1 and x2 are integer multipliers of 0.0625. x3 and x4 are continuous variables in the ranges of 40 ≤ x3 ≤ 80 and 20 ≤ x4 ≤ 60. In this study, the standard PSO and LDIW-PSO algorithms with different types of random values are utilized to solve this engineering problem.



The parameters of standard PSO and LDIW-PSO algorithms for the engineering problem are the same as those for benchmark functions. In order to eliminate random discrepancy, the results are averaged over 30 independent runs. The optimization results are shown in Table 4. Obviously, the results of all algorithms are similar. However, the performances of LDIW-PSO algorithm random values generated by    U  [  − 1 , 1  ]     and    G ( 0 , 1 )    are slightly poorer than those of other algorithms. This is because the pressure vessel design is a low dimensional optimization problem. Although the random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are beneficial to improve the diversity of particles, the local searching ability may be decreased due to the finite particles.




4.3.2. Analysis


According to the experimental results and comparisons, it can be concluded that the performances of standard PSO and LDIW-PSO algorithms are all highly improved by expanding the range of random values. This is because that the large-scale random values are helpful in increasing the velocity of particles, and then the particles avoid falling into the local optima. As shown in Figure 7, in the local optima areas (A or C), if the velocity cannot be increased or its direction cannot be changed, the particle will gradually fall into the local optima and cannot jump out. However, if the velocity of particle can be increased or changed according to a certain probability, the global optima will be obtained more easily and quickly.



For the standard PSO and LDIW-PSO algorithms, if the random values are set as 0.5 or generated by    U  [  0 , 1  ]    , the diversity of particle is decreased, and the variation range of particle velocity is limited in a narrow band. Therefore, the probability of escaping local optima is very small. This is because the particle velocity gradually tends to 0 when the particle falls into local optima. In addition, the random value is a positive/negative number, which may lead to the monotonous variation of particle velocity. This also decreases the possibility of escaping local optima. However, the PSO algorithms with large-scale random values (distributed in    U  [  − 1 , 1  ]     or    G ( 0 , 1 )   ) can overcome these problems to some extent. Furthermore, for a low dimensional practical optimization problem, the random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    can improve the diversity of particles, but the local searching ability may be decreased due to the finite particles. However, keeping the balance between local search and global search is very important for the performances of these PSO algorithms. So, the PSO algorithm with random values distributed in    U  [  0 , 1  ]     and deterministic PSO algorithm (r = 0.5) have better local searching ability for some low dimensional optimization problems.






5. Conclusions


In this paper, the standard PSO algorithm and one of its modifications (LDIW-PSO algorithm) are adopted to study and analyze the influences of random values generated by uniform distribution in the ranges of [0, 1] and [−1, 1], Gauss distribution with mean 0 and variance 1 (   U  [  0 , 1  ]    ,    U  [  − 1 , 1  ]     and    G ( 0 , 1 )   ). In addition, the deterministic PSO algorithm, in which the random values are set as 0.5, is also investigated in this study. Some benchmark functions and the pressure vessel design problem are utilized to test and compare the performances of two PSO algorithms with different types of random values in three space dimensions (10, 30, and 100). The experimental results show that the performances of deterministic PSO algorithms are the worst. Moreover, the performances of two PSO algorithms with random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are much better than that of the algorithms with random values generated by    U  [  0 , 1  ]     for most benchmark functions. In addition, the convergence velocities of the algorithms with random values distributed in    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are much faster than that of the algorithms with random values distributed in    U  [  0 , 1  ]    . It is concluded that the PSO algorithms with large-scale random values can effectively avoid falling into the local optima and quickly obtain the global optima. However, for a low dimensional practical optimization problem, the random values generated by    U  [  − 1 , 1  ]     or    G ( 0 , 1 )    are beneficial to improve the global searching ability, but the local searching ability may be decreased due to the finite particles.
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Figure 1. Pseudocode of standard particle swarm optimization. 






Figure 1. Pseudocode of standard particle swarm optimization.



[image: Algorithms 11 00023 g001]







[image: Algorithms 11 00023 g002 550] 





Figure 2. Random values with uniform distribution in the range of [0, 1]. 
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Figure 3. Random values with uniform distribution in the range of [−1, 1]. 
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Figure 4. Random values with Gauss distribution. 
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Figure 5. The mean best fitness of standard PSO algorithm with different types of random values for benchmark functions: (a) Sphere1; (b) Sphere2; (c) Rastrigin; (d) Rosenbrock; (e) Griewank; (f) Ackley; (g) Levy and Montalvo 2; (h) Sinusoidal; (i) Rotated Expanded Scaffer; (j) Alpine; (k) Moved axis parallel hyper-ellipsoid; (l) Schwefel. (The solid, dash, short dash and short dash dot lines represent the random values generated by uniform distribution in the ranges of [0, 1] and [−1, 1], Gauss distribution, and 0.5, respectively; the black, red and blue lines represent the space dimensions 10, 30, and 100, respectively). 
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Figure 6. The mean best fitness of LDIW-PSO algorithm with different types of random values for benchmark functions: (a) Sphere1; (b) Sphere2; (c) Rastrigin; (d) Rosenbrock; (e) Griewank; (f) Ackley; (g) Levy and Montalvo 2; (h) Sinusoidal; (i) Rotated Expanded Scaffer; (j) Alpine; (k) Moved axis parallel hyper-ellipsoid; (l) Schwefel. (The solid, dash, short dash and short dash dot lines represent the random values generated by uniform distribution in the ranges of [0, 1] and [−1, 1], Gauss distribution, and 0.5, respectively; the black, red and blue lines represent the space dimensions 10, 30, and 100, respectively). 
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Figure 7. Schematic diagram of particles’ velocity. 
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Table 1. Benchmark functions.
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	Function Name
	Test Function
	Search Space
	The Range of Particle Velocity
	The Best Solution
	The Best Result





	Sphere1
	    f 1  ( x ) =   ∑  i = 1  D    x i 2      
	      [  − 100 , 100  ]   D    
	    [  − 100 , 100  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Sphere2
	    f 2  ( x ) =   ∑  i = 1  D    x i 2      
	      [  − 10 , 190  ]   D    
	    [  − 10 , 10  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Rastrigin
	    f 3  ( x ) =   ∑  i = 1  D    (   x i 2  − 10 cos ( 2 π  x i  ) + 10  )      
	      [  − 5.12 , 5.12  ]   D    
	    [  − 5.12 , 5.12  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Rosenbrock
	    f 4  ( x ) =   ∑  i = 1   D − 1     (  100    (   x  i + 1   −  x i 2   )   2  +    (   x i  − 1  )   2   )      
	      [  − 30 , 30  ]   D    
	    [  − 30 , 30  ]    
	    [  1 , ⋯ , 1  ]    
	0



	Griewank
	    f 5  ( x ) =  1  4000     ∑  i = 1  D    x i 2  −   ∏  i = 1  D   cos  (     x i     i     )      + 1   
	      [  − 600 , 600  ]   D    
	    [  − 600 , 600  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Ackley
	      f 6  ( x ) =   − 20 exp  (  − 0.2    1  30     ∑  i = 1  D    x i 2       )       − exp  (   1 D    ∑  i = 1  D   cos ( 2 π  x i  )    )  + 20 + e     
	      [  − 32 , 32  ]   D    
	    [  − 32 , 32  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Levy and Montalvo 2
	      f 7  ( x ) =   0.1  (    sin  2   (  3 π  x 1   )  +   ∑  i = 1   D − 1       (   x i  − 1  )   2   [  1 +   sin  2   (  3 π  x  i + 1    )   ]             +    (   x D  − 1  )   2   [  1 +   sin  2   (  2 π  x D   )   ]   )      
	      [  − 5 , 5  ]   D    
	    [  − 5 , 5  ]    
	    [  1 , ⋯ , 1  ]    
	0



	Sinsolidal
	      f 8  ( x ) =   −  [  2.5    ∏  i = 1  D  sin  (   x i  −  π 6   )         +  ∏  i = 1  D  sin  (  5  (   x i  −  π 6   )   )   ]      
	      [  0 , π  ]   D    
	    [  − π , π  ]    
	    [   2 3  π , ⋯ ,  2 3  π  ]    
	−3.5



	Rotated Expanded Scaffer
	     F ( x , y )   = 0.5 +     sin  2   (     x 2  +  y 2     )  − 0.5      (  1 + 0.001  (   x 2  +  y 2   )   )   2         f 9   ( x )    = F  (   x 1  ,  x 2   )  + F  (   x 2  ,  x 3   )  + ⋯      + F  (   x  D − 1   ,  x D   )  + F  (   x D  ,  x 1   )      
	      [  − 100 , 100  ]   D    
	    [  − 100 , 100  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Alpine
	    f 1  ( x ) =   ∑  i = 1  D    |   x i  ⋅ sin  x i  + 0.1  x i   |      
	      [  − 9 , 7  ]   D    
	    [  − 7 , 7  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Moved axis parallel hyper-ellipsoid
	    f 1  ( x ) =   ∑  i = 1  D   5 i ⋅  x i 2      
	      [  − 10 , 30  ]   D    
	    [  − 10 , 10  ]    
	    [  0 , ⋯ , 0  ]    
	0



	Schwefel
	    f 1  ( x ) =   ∑  i = 1  D    [  −  x i  ⋅ sin (    |   x i   |    )  ]      
	      [  − 300 , 500  ]   D    
	    [  − 300 , 300  ]    
	    [    420.9687     ⋮     420.9687    ]    
	   − D ⋅ 418.9829   
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Table 2. Comparisons of standard particle swarm optimization (PSO) algorithm with different types of random values for benchmark functions.
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Function

	
r1, r2

	
    U  [  0 , 1  ]     

	
0.5

	
    U  [  − 1 , 1  ]     

	
    G ( 0 , 1 )    




	
Dimension

	
10/30/100

	
10/30/100

	
10/30/100

	
10/30/100






	
Sphere1

	
Average solution

	
0/19.90/4203.68

	
0.74/1390.12/34,069.52

	
0/0/0

	
0/0/0




	
Standard deviation

	
0/12.37/4400.60

	
1.62/575.44/10,343.18

	
0/0/0

	
0/0/0




	
The worst solution

	
0/48.87/13,080.62

	
7.90/2730.92/53,024.46

	
0/0/0

	
0/0/0




	
The best solution

	
0/4.13/303.05

	
0/443.08/17,579.98

	
0/0/0

	
0/0/0




	
Sphere2

	
Average solution

	
0/1726.67/9386.74

	
130.34/5076.33/56,870.86

	
0/0/183.33

	
0/0/220




	
Standard deviation

	
0/466.04/6716.49

	
180.26/9114.11/75,788.47

	
0/0/159.92

	
0/0/174.99




	
The worst solution

	
0/2600/44,700

	
600/38,700/323,027.84

	
0/0/600

	
0/0/600




	
The best solution

	
0/900.00/6400.80

	
0.01/2319.72/9236.02

	
0/0/0

	
0/0/0




	
Rastrigin

	
Average solution

	
1.03/52.83/357.43

	
17.01/116.61/810.69

	
0/0/0

	
0/0/0




	
Standard deviation

	
1.60/21.87/81.84

	
9.70/33.22/76.28

	
0/0/0

	
0/0/0




	
The worst solution

	
4.97/100.77/499.92

	
42.81/215.88/932.59

	
0/0/0

	
0/0/0




	
The best solution

	
0/3.62/186.01

	
4.98/62.26/670.46

	
0/0/0

	
0/0/0




	
Rosenbrock

	
Average solution

	
0.40/462.38/308,982.29

	
250.36/63,215/13,665,740.29

	
1.93/28.86/98.92

	
0.98/28.90/98.94




	
Standard deviation

	
1.22/292.83/182,460.39

	
663.05/59,859/6,367,792.97

	
2.86/0.08/0.05

	
2.43/0.07/0.03




	
The worst solution

	
3.99/1383.17/874,057.21

	
3515.43/260,355.55/27,517,029.65

	
8.93/28.96/98.98

	
8.75/28.97/98.98




	
The best solution

	
0/165.84/36,093.44

	
5.86/1614.69/5,391,184.05

	
0.00/28.67/98.77

	
1.63 × 10−6/28.69/98.86




	
Griewank

	
Average solution

	
0.19/1.13/17.27

	
0.22/12.88/289.00

	
0/0/0

	
0/0/0




	
Standard deviation

	
0.15/0.15/9.06

	
0.12/5.64/84.70

	
0/0/0

	
0/0/0




	
The worst solution

	
0.51/1.51/39.44

	
0.59/26.48/519.72

	
0/0/0

	
0/0/0




	
The best solution

	
0/0.90/3.45

	
0.08/3.34/123.68

	
0/0/0

	
0/0/0




	
Ackley

	
Average solution

	
1.46/6.07/11.12

	
1.64/9.00/15.63

	
0/0/0

	
0/0/0




	
Standard deviation

	
1.22/1.50/2.26

	
1.02/1.25/1.10

	
0/0/0

	
0/0/0




	
The worst solution

	
3.22/8.90/15.17

	
3.58/12.06/17.46

	
0/0/0

	
0/0/0




	
The best solution

	
0/2.73/3.44

	
0.02/6.98/13.44

	
0/0/0

	
0/0/0




	
Levy and Montalvo 2

	
Average solution

	
0/0.14/12.83

	
0.01/1.31/20.28

	
0/0.23/8.63

	
0/1.34/8.78




	
Standard deviation

	
0/0.17/2.31

	
0.01/0.54/4.57

	
0/0.46/0.48

	
0/0.64/0.44




	
The worst solution

	
0/0.81/17.84

	
0.06/2.78/34.78

	
0/1.60/9.42

	
0/2.49/9.57




	
The best solution

	
0/0.01/9.09

	
0.00/0.28/14.28

	
0/0/7.38

	
0/0/7.89




	
Sinsolidal

	
Average solution

	
−3.43/−1.02/−0.11

	
−3.43/−0.41/0

	
−3.50/−1.59/−0.09

	
−3.18/−1/0




	
Standard deviation

	
0.29/1.14/0.31

	
0.14/0.46/0

	
0/1.56/0.32

	
0.74/1.18/0




	
The worst solution

	
−2.12/−0.01/0

	
−2.93/−0.01/0

	
−3.50/−0.01/0

	
−0.87/−0.01/0




	
The best solution

	
−3.50/−3.45/−1.66

	
−3.50/−1.47/0

	
−3.50/−3.50/−1.75

	
−3.50/−3.50/0




	
Rotated Expanded Scaffer

	
Average solution

	
1.27/6.77/26.10

	
2.58/10.92/43.13

	
0/0/0

	
0/0/0




	
Standard deviation

	
0.74/1.96/5.54

	
0.47/1.18/1.59

	
0/0/0

	
0/0/0




	
The worst solution

	
2.60/9.24/34.49

	
3.56/13.11/45.81

	
0/0/0

	
0/0/0




	
The best solution

	
0/1.92/13.45

	
1.73/8.63/39.45

	
0/0/0

	
0/0/0




	
Alpine

	
Average solution

	
0/2.67/39.15

	
0.12/6.36/57.50

	
0/2.14/27.04

	
0/3.36/30.12




	
Standard deviation

	
0/1.70/8.56

	
0.34/1.81/8.48

	
0/1.17/3.96

	
0/1.19/3.65




	
The worst solution

	
0/7.30/62.51

	
1.81/10.83/75.846

	
0/5.71/34.30

	
0/6.04/38.17




	
The best solution

	
0/0.27/17.71

	
0/2.94/44.30

	
0/0/16.87

	
0/1/23.11




	
Moved axis parallel hyper-ellipsoid

	
Average solution

	
0/976.19/102,196.49

	
10.66/14,535.57/714,363.54

	
0/0/56,727.35

	
0/0/44,270.31




	
Standard deviation

	
0/2276.36/46,700.85

	
21.97/6358.06/125,266.58

	
0/0/54,460.61

	
0/0/70,284.76




	
The worst solution

	
0/8532.57/196,643.04

	
105.74/33,237.39/967,098.52

	
0/0/195,537.54

	
0/0/235,721.53




	
The best solution

	
0/7.13/21,301.13

	
0.01/5625.85/484,347.13

	
0/0/0

	
0/0/0




	
Schwefel

	
Average solution

	
−3472.55/−8400.88/−25,222.99

	
−3072.44/−6957.38/−17,338.78

	
−3772.47/−10,596.14/−31,640.44

	
−3772.47/−10,651.80/−30,094.87




	
Standard deviation

	
301.97/862.61/2717.54

	
402.88/941.95/2511.55

	
229.58/745.71/2489.84

	
233.82/635.86/1790.82




	
The worst solution

	
−2865.61/−6560.66/−20,423.87

	
−2151.57/−4665.91/−12,121.78

	
−3355.12/−9101.35/−25,385.62

	
−3235.87/−9101.35/−26,155.70




	
The best solution

	
−4070.58/−9946.11/−31,017.18

	
−3733.40/−8648.21/−21,643.45

	
−4189.83/−11,854.02/−37,370.87

	
−4189.83/−11,854.01/−32,695.87
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Table 3. Comparisons of LDIW-PSO algorithm with different types of random values for benchmark functions.
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Function

	
r1, r2

	
    U  [  0 , 1  ]     

	
0.5

	
    U  [  − 1 , 1  ]     

	
    G ( 0 , 1 )    




	
Dimension

	
10/30/100

	
10/30/100

	
10/30/100

	
10/30/100






	
Sphere1

	
Average solution

	
0/0/1666.67

	
0/937.89/62,668.95

	
0/0/0

	
0/0/0




	
Standard deviation

	
0/0/4611.33

	
0.01/1954.53/19,933.81

	
0/0/0

	
0/0/0




	
The worst solution

	
0/0/20,000

	
0.04/8616.07/110,110.64

	
0/0/0

	
0/0/0




	
The best solution

	
0/0/0

	
0/62.99/35,629.65

	
0/0/0

	
0/0/0




	
Sphere2

	
Average solution

	
56.67/2033.33 /46,393.33

	
151.13/3905.81/49,939.96

	
0/0/293.33

	
0/0/236.6667




	
Standard deviation

	
67.89/256.41/35,977.84

	
122.87/6591.85/40,171.84

	
0/0/228.84

	
0/0/225.1181




	
The worst solution

	
200/2600/189,200

	
500.38/38,800/153,700

	
0/0/900

	
0/0/700




	
The best solution

	
0/1600/8600

	
0.03/2361.29/9103.90

	
0/0/0

	
0/0/0




	
Rastrigin

	
Average solution

	
0/18.90 /130.24

	
26.30/142.34/865.88

	
0/0/0

	
0/0/0




	
Standard deviation

	
0/22.91/83.07

	
11.70/31.11/82.15

	
0/0/0

	
0/0/0




	
The worst solution

	
0/82.72/335.59

	
48.75/193.01/1096.66

	
0/0/0

	
0/0/0




	
The best solution

	
0/0/28.92

	
7.97/67.63/737.39

	
0/0/0

	
0/0/0




	
Rosenbrock

	
Average solution

	
0.27/26.04/98.15

	
379.22/20,307.62/33,690,571.22

	
0.47/28.81/98.87

	
2.39/28.90/98.93




	
Standard deviation

	
1.01/0.54/0.08

	
845.50/34,257.18/41,367,235.20

	
1.54/0.09/0.04

	
3.33/0.06/0.04




	
The worst solution

	
3.99/27.30/98.24

	
3032.11/107,129.05/231,274,237.32

	
7.48/28.94/98.94

	
8.95/28.98/98.99




	
The best solution

	
0/25.04/97.89

	
4.96/1698.53/6,545,833.08

	
0/28.59/98.77

	
1.29 × 10−8/28.76/98.79




	
Griewank

	
Average solution

	
0/0/28.04

	
0.19/5.28/478.06

	
0/0/0

	
0/0/0




	
Standard deviation

	
0/0/42.54

	
0.18/3.19/155.18

	
0/0/0

	
0/0/0




	
The worst solution

	
0/0/90.93

	
0.84/14.45/941.53

	
0/0/0

	
0/0/0




	
The best solution

	
0/0/0

	
0.05/1.70/203.77

	
0/0/0

	
0/0/0




	
Ackley

	
Average solution

	
0/0/9.64

	
0.80/8.25/18.27

	
0/0/0

	
0/0/0




	
Standard deviation

	
0/0/6.53

	
0.85/2.90/0.79

	
0/0/0

	
0/0/0




	
The worst solution

	
0/0/19.97

	
2.81/16.67/19.44

	
0/0/0

	
0/0/0




	
The best solution

	
0/0/0

	
0/4.40/16.92

	
0/0/0

	
0/0/0




	
Levy and Montalvo 2

	
Average solution

	
0/0/10.48

	
0/3.35/34.54

	
0/0.36/8.28

	
0/1.08/8.64




	
Standard deviation

	
0/0/3.20

	
0/1.84/8.01

	
0/0.50/0.62

	
0/0.68/0.37




	
The worst solution

	
0/0/17.73

	
0/7.62/49.10

	
0/1.51/9.37

	
0/2.20/9.32




	
The best solution

	
0/0/5.40

	
0/0.70/18.90

	
0/0/6.31

	
0/0/7.70




	
Sinsolidal

	
Average solution

	
−3.38/−1/−0.03

	
−3.07/−0.12/0

	
−3.27/−0.72/−0.05

	
−3.21/−0.54/0




	
Standard deviation

	
0.44/1.13/0.09

	
0.53/0.16/0

	
0.61/1.02/0.18

	
0.66/0.80/0




	
The worst solution

	
−1.75/0/0

	
−1.75/0/0

	
−1.75/0/0

	
−1.75/0/0




	
The best solution

	
−3.50/−3.50/−0.44

	
−3.50/−0.70/0

	
−3.50/−3.50/−0.87

	
−3.50/−3.50/0




	
Rotated Expanded Scaffer

	
Average solution

	
0.07/1.44/8.33

	
3/11.74/43.49

	
0/0/0

	
0/0/0




	
Standard deviation

	
0.25/1.49/3.53

	
0.47/1.03/1.02

	
0/0/0

	
0/0/0




	
The worst solution

	
1/5.98/14.94

	
3.70/12.97/46.10

	
0/0/0

	
0/0/0




	
The best solution

	
0/0/0

	
1.42/8.57/41.56

	
0/0/0

	
0/0/0




	
Alpine

	
Average solution

	
0/0.91/16.46

	
0.31/8.41/73.22

	
0/2.45/27.24

	
0/2.93/30.70




	
Standard deviation

	
0/1.94/7.65

	
0.76/3.95/13.39

	
0/1.23/6.95

	
0/1.44/4.19




	
The worst solution

	
0/8.46/34.94

	
2.85/15.54/96.89

	
0/5.02/36.40

	
0/6.16/37.74




	
The best solution

	
0/0.02/5.71

	
0/1.08/48.66

	
0/0/0

	
0/1/22.49




	
Moved axis parallel hyper-ellipsoid

	
Average solution

	
0/1383.33/102,196.49

	
20.64/9487.68/714,363.54

	
0/265.79/56,727.35

	
0/132.76/44,270.31




	
Standard deviation

	
0/2215.48/46,700.85

	
90.81/5798.05/125,266.58

	
0/865.18/54,460.61

	
0/727.13/70,284.76




	
The worst solution

	
0/7000/196,643.04

	
500/24,372.80/967,098.52

	
0/3982.80/195,537.54

	
0/3982.65/235,721.53




	
The best solution

	
0/0/21,301.13

	
0/2221.47/484,347.13

	
0/0/0

	
0/0/0




	
Schwefel

	
Average solution

	
−3764.52/−9823.92/−26,540.45

	
−3134.09/−7401.16/−18,304.47

	
−3764.52/−10,431.89/−30,589.24

	
−3732.73/−10,492.05/−29,986.84




	
Standard deviation

	
142.42/1344.37/3360.98

	
450.61/794.06/2000.45

	
243.94/662.12/2767.91

	
226.00/698.81/2431.96




	
The worst solution

	
−3474.36/−6944.90/−20,227.96

	
−2057.33/−5583.79/−14,272.03

	
−3235.87/−8743.62/−25,650.73

	
−3235.87/−8624.37/−25,743.44




	
The best solution

	
−3951.34/−11,854.02/−31,935.70

	
−3832.10/−9056.25/−22,371.46

	
−4189.83/−11,496.29/−37,956.42

	
−4189.83/−11,948.07/−34,477.94
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Table 4. Comparisons of standard PSO and LDIW-PSO algorithms with different types of random values for pressure vessel design.






Table 4. Comparisons of standard PSO and LDIW-PSO algorithms with different types of random values for pressure vessel design.





	
Type

	
r1, r2

	
    U  [  0 , 1  ]     

	
0.5

	
    U  [  − 1 , 1  ]     

	
    G ( 0 , 1 )    






	
SPSO

	
Average solution

	
5975.93

	
5975.93

	
5975.93

	
5975.94




	
Standard deviation

	
0.00

	
0.00

	
0.01

	
0.01




	
The worst solution

	
5975.93

	
5975.93

	
5975.96

	
5975.99




	
The best solution

	
5975.93

	
5975.93

	
5975.93

	
5975.93




	
LDIW-PSO

	
Average solution

	
5975.93

	
5975.93

	
6001.34

	
6026.76




	
Standard deviation

	
0.00

	
0.00

	
139.18

	
193.41




	
The worst solution

	
5975.93

	
5975.93

	
6738.24

	
6738.26




	
The best solution

	
5975.93

	
5975.93

	
5975.93

	
5975.93












© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
6.0x10"

o0

T 2000 4000 600 8000 10000
erston

@

6 200 4000 600 8600 10000
Heraton

(b)





media/file4.png
(V]
=)
®
>
£
@]
©
C
©
—
Y
(@]
>
=
Fe
®
Ko
O
—
(a

0.000
0.00 0.25 0.50 0.75

Random value






media/file18.png
Best fithess

80,000

60,0004

40,0001

20,000+

0

2,000

4,000

6,000

Iteration

(k)

8,000

10,000

Best fithess

0
-5,000-
-10,000[~~=
10 30 100
-15.000- o] —
UAI] mmmmmm ==
-20.000- e P ———
\ . 05 mememee cmime mimme
25,0004 T _
-30,000- B
0 2000 4000 6000 8000 10000
Iteration
)





media/file3.jpg
0.010 5

0.005

Probability of random value

0.000
0.00 0.25 0.50 0.75 1.00

Random value






media/file14.jpg





media/file19.jpg
Local optim
h

a

Local optima

i
i

G loMptima





media/file7.jpg
0.04

T T

fs2] N

o =)
(=} (=]
anjeA wopuel Jo Ajjiqedold

0.014

Random value





media/file6.png
o)
=
©
>
S
o
°
c
©
o

anjeA wopued Jo AljIgeqold





media/file15.jpg
O 200 4000 6000 8000 10000
Horaton

(k)

Bestiness.

5000
10000
15,000
20000
25000
20000

20 4000 600 80 10000
erston

[}





nav.xhtml


  algorithms-11-00023


  
    		
      algorithms-11-00023
    


  




  





media/file11.png
Best fithess

Best fithess

0,000 100,000 1p= 10 30 100

Best fithess

10 30 100 b
uo1] — — —— : uo,1] — — ——
80,000 i Ut 1] === === ==~
i G(0,1) =-==n= =mmmmn -eeee-
4,000+ ',|l 10,000 = OB —memim —ememe —memm
» 60,0004 [ \
Q n
S ) ! . '
% 40,000 f 1 000%™ Y
2 000+ @ 5 R
20,000- e i T
“ 500 1000 1500 2000
O = ] ] ]
0 2000 4,000 6,000 8,000 10,000 0 2,000 4,000 6,000 8,000 10,000
Iteration Iteration
(a) (b)
1,500
10 30 100 6.0x10° o) iiﬂ
upo,1] — — — Uddl o — oo
- UAA] —-- - - - - -1,1]
G(0,1) =wmrer menees weeee L odo | GO oo
1,000 \ )-SR w o e |
Y N ;] 4.0x10° 1 8004 : '\.‘ K
=ity 2 ' 'y
‘ \_\\\ & 600} |
B | \
- b} Je! o
500 e , , , o 2.0x10°4| g N e
40 60 80 104 B
A g e
083 . ' ' - 0.0 0 50 100 150
0 2,000 4,000 6,000 8,000 10,000 0 2000 4000 6,000 8,000 10,000
Iteration lteration
(c) (d)
300 15—
IU .‘l
o) 10 30 100 154(\L
5;':1' U0, 1] ———\ 10 30 100
LRl U-11] ==-=------- upo,1] — — ——
200 : |1‘- G(0,1) =m==== mmmmmn mmmees U11] ——--------
Ty n G(0,1) ====== ===cns meenn
5- .:IE?‘; % 101 (0_5) ——mte memmes e
R &
100 8 | L
- | : :
: | m 5+ 0.1{; : : \\
O_ i : T T : : |I : \\
20 40 60 OO . ........... . . . .
01t 0 3 4 5 6 7 8
0 2000 4000 6000 8000 10000 0 2000 4000 6000 8000 10000
Iteration Iteration
(e) (f)
10 30 100 2 o 30 100
90 - uo1l] — — — upo,1] — — ——
“““““ U —-=-------
""""""""" G(0,1) =-=ves womoer woaonn
0.5 =r=imre mimims e 0- 05 =mrmee mimeme mmeme
@ 6091 | NN a b e
S | Y R N LI | ——
7 [ —— F A | R P PP EE PR P
B 301 o -2
S,
80 100 '
01@7 y
0 2000 4000 6000 8000 10,000 0 2000 4000 6000 8000 10000

lteration Iteration

(8) (h)





media/file16.png
Best fithess

20,000

o o —
| 10 30 100
! uo,1] — — —
15,0001 %074 | U] == -
05 mimimee momims mamame
10,000+
5,000+
80 100
O-I_r ' : :
0 2,000 4,000 6,000

Iteration

(a)

8.000 10,000

Best fithess

5
6.0x10 0,000 ;
b 10 | 80 100
Loy uolt] —v—— —
Y R i
4.0x10°|\ It R NS
15,000+ i S \
| I N 1
‘l l:l ': \‘." ll- ~ -~
5144 : AR =
2.0x10°- '! B
] o
t‘. 0'. = : . = . :
v Q7 200 400 600 800__ 1,000
0.0 - T T T T
0 2,000 4,000 6,000 8,000 10,000

Iteration

(b)





media/file2.png
1  Initialize population

2 for =1 : maximum generation
3 for i =1 : population size
4
5

if f(x,(0)<f(p() then p,(1)=x,,()
/() =min(1(p,0))

6 end
7 for d =1 : dimension

v, (t+)=wy , (O)+cr(p,—x () +c ( -x, (r))
,rf.ﬂd(! +1) = X; 4 (1)+ "‘}1.::(’ +1)

-

if v, ,(t+1)>v

max

then v, ,(1+1)=v,_

—

elseif v, (r+1)<v,, then v (1+])=v

end
if x ,(t+1)>x_  then x  (1+1)=x

T e T T O S S S ")
W

4 else if ”rf,a' (f + ]) < Xiin then id (I + l) X min
5 end

6 end

7 end

8 end





media/file20.png
Local optima

Local ioptima

0 v 5
; Global optima i





media/file10.jpg
Bestfiness

Bestiness.

@

5 20 400 6om 860 10000

0.000-

0000-

| .

20000-

13

2000

430 6000 8000 10000
Heraton

(k)

Bestiness

Horaton
)
o
5000
10000
15000
2000
25000
30000
as000
T 20w 4w %0 eow 1000
Heraion
)





media/file5.jpg
0.010

0.005

Probability of random value

-1.0 -0.5 0.0 0.5 1.0
Random value






media/file1.jpg
Initialize population
for /=1 : maximum generation
for i = 1 : population size

if £ (%, (0)</(p(0) then p,()=1x,,()
S (ps0)=min(/ (p,0)))

end
for d =1 : dimension

n )=, (0465 (p, =3, 0) +er (p, =x,0)
5o+ = 2,00+ v, (4D

if v, (t+1)>v,, then v, (1+)=v,,

elseif v, (1+1)<v,, then v, (+)=v,,

end
if x,(¢+)>x, then x  (t+1)=

elseif x, ,(1+1)<x,, then x (1+)=x,,

end
end
end
end






media/file12.png
Best fithess

100 10 30 100
upo,1] — — ——
7))
H 2]
£ 504
= 4
m ] 40
0
O | IN—
0 2000 4000 6000 8000 10,000
[teration
(i)
80,000
\__ .......
60,000 oo T T 1o e
= =1
10 30 100 | |
40,000- U] — —— ——
% U-11] === -=-- - -~-
M. G(01) mmmmms mmeees seeee
20.000- \ e 95 .....................
0-
0 2,000 4000 6,000 8,000 10,000
Iteration

(k)

Best fitness

Best fitness

300
2004
100
\\-.. Pt
ol
0 2,000 4,000 6,000 8,000 10,000
Iteration
§)
0
-5,000-
-10,000 4] *~-
-15,000 - 10 30 100
//[n71] — . e
-20,000+ ot ===
G(0,1) =====n =meeee momeen
_25’000_ \:n ........ 05 —emtemes mremiemie msmmemmss
\\\ ..........................
30,0000 el T
-35,000- T T T Y
0 2,000 4,000 6,000 8,000 10,000
Iteration

(D)





media/file9.jpg





media/file0.png





media/file17.png
600 2
: o 10 30 100
! | | upo1l] —— —
; | B
i ) I R I R —
% 400 24 ?\ : : 05 —mmee —mimes —mmee
o ' ! I
k= |- o
- L
) by : |
8 200' O_ ' \ . ! :
C;Z/‘- 10 20 30 40
O-wl ] ] ] ]
0 2000 4,000 6,000 8,000 10,000
Iteration
()
150
10 30 100
uo,1] — —— ——
U] —=-====--=
G(0,1) ====mr =mnmmm mmmmn-
_ 100+ o) J———
[72] 1
§50- | | _\
20 30 40 50
O [l‘2 ] ] ] ]
0 2,000 4000 6,000 8,000 10,000
Iteration
(e)
[7)]
[72]
()]
S
k7]
(b]
m
0 2000 4000 6000 8000 10,000
Iteration
(8)
100 10 30 100
up1] — — ——
7
()]
S
7
()]
o
0 2000 4000 6,000 8000 10000
Iteration

(1)

Best fithess

140000- o) —0 2 12
120000 o T
1000004 120 1] 05 =mimee mrmemee mememee
80000 - 80-
y
60000+ wl}
40000} ] —
L _.0' -------------------
20000 0 {00 ""200 ~"""300"~ 200"~ ~500
043
0 2,000 4,000 6,000 8,000 10,000
Iteration
(d)
15
10 30 100
uo1] — — —
U] =====-=-==-
G(0,1) ==-=e= =emeer —eeeee
10 - 05 oo mimime mmems
(7]
(7] -
= O I
':E lil :I ......... -
N i : |:
& 91} os :E:
o \
0.0t . . . |
O-| [ ™0 20 40 B0 80 700

2000 4,000 6,000 8000 10,000

lteration

(f)

[7)]
[72]
()
S
= v,
$ \‘\“
M -2 - \"‘.
1§ R L T T T T ST T DT
0 2000 4,000 6,000 8,000 10,000
Iteration
(h)
300
10 —
v e - -
X 10 30 100 TTe--
\ uo1] — — —
» 2909 5] 3 U] — == —————-
a e R R S —
c
=
k7]
g 1004ly]
0
0 2000 4,000 6,000 8,000 10,000
Iteration

()





media/file8.png
4
Q
o

0.03-
0.02-
0.01-

anjeA wopued Jo Ajljigeqold

J
o
Q
o

-2

<

Random value





