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Abstract: This special issue of Algorithms is devoted to the study of Computational Intelligence and
Nature-Inspired Algorithms for Real-World Data Analytics and Pattern Recognition. The special
issue considered both theoretical contributions able to advance the state-of-the-art in this field and
practical applications that describe novel approaches for solving real-world problems.
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1. Introduction

Computational Intelligence (CI) [1] and Nature-Inspired Computation (NIC) [2] are mature
branches of Artificial Intelligence. The main feature common to the techniques they deal with is
that, given a problem, they mimic a natural system or process to construct a solution that is optimal
for both quality and robustness. The analogies and abstractions developed in these fields have
been able to provide valuable insights for successful algorithmic design and improvement, in many
cases outperforming traditional search and heuristics. Relevant examples include fuzzy systems [3],
evolutionary algorithms [4], and neural networks [5]. State-of-the-art developments in nature-inspired
algorithms and their applications in various disciplines are described in recent literature [6].

CI and NIC have been demonstrated to be able to produce human-competitive results [7], as has
happened with neural models that have led to the development of Deep Learning [8], or with the study
of artificial evolution and the development of Genetic Algorithms [9] and Genetic Programing [10].
These techniques have been particularly successful in the fields of Computer Vision and Pattern
Recognition [11–13] and Data Analytics [14–16].

2. Special Issue

The aim of this Special Issue is to gather and present recent work where CI and NIC algorithms
are specifically designed for, or applied to, solving complex real-world problems in Data Analytics
and Pattern Recognition, by means of: (1) state-of-the-art methods having general applicability;
(2) domain-specific solutions; or (3) hybrid algorithms that integrate CI and NIC with traditional
numerical and mathematical methods.

In response to the call for papers, we selected six submissions for the special issue, all of which are
of high quality, reflecting the growing interest in the area of CI and NIC for real-world data analytics
and pattern recognition. All submissions were reviewed by at least three experts.

The first paper investigates the feasibility of classifying (inferring) the emergency braking
situations in road vehicles from the motion pattern of the accelerator pedal; the second paper proposes
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a system based on an Deep Extreme Learning Machine Network for fabric weave pattern and yarn color
recognition and classification; the third paper addresses the variable selection problem in time series
forecasting using random forests; the fourth paper introduces a game theory-inspired evolutionary
algorithm for global optimization; the fifth paper presents a genetic algorithm-based technique for
estimating the two-view epipolar-geometry of uncalibrated perspective stereo images from putative
correspondences containing a high percentage of outliers; and the last paper introduces an improved
brain-inspired emotional learning algorithm for fast classification.
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