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Abstract: The penetration of intermittent wind turbines in power systems imposes challenges to
frequency stability. In this light, a new control method is presented in this paper by proposing a
modified fractional order proportional integral derivative (FOPID) controller. This method focuses
on the coordinated control of the load-frequency control (LFC) and superconducting magnetic energy
storage (SMES) using a cascaded FOPD–FOPID controller. To improve the performance of the FOPD–
FOPID controller, the developed owl search algorithm (DOSA) is used to optimize its parameters. The
proposed control method is compared with several other methods, including LFC and SMES based on
the robust controller, LFC and SMES based on the Moth swarm algorithm (MSA)–PID controller, LFC
based on the MSA–PID controller with SMES, and LFC based on the MSA–PID controller without
SMES in four scenarios. The results demonstrate the superior performance of the proposed method
compared to the other mentioned methods. The proposed method is robust against load disturbances,
disturbances caused by wind turbines, and system parameter uncertainties. The method suggested is
characterized by its resilience in addressing the challenges posed by load disturbances, disruptions
arising from wind turbines, and uncertainties surrounding system parameters.

Keywords: frequency control; FOPD–FOPID controller; wind turbines; developed owl search algorithm

1. Introduction

The use of wind turbines in power systems is growing due to the increasing demand
for sustainable and environmentally friendly electrical energy [1–3]. Wind turbines have
several advantages as a stable source of electricity in power systems, such as: (1) abundant
energy source: for electricity generation, wind turbines require an abundant wind energy
source that is usually available day and night; (2) reduced environmental pollution: using
wind turbines as a clean energy source reduces environmental pollution; (3) cost reduction
in electricity production: the cost of electricity production with wind turbines is lower than
that of fossil fuels. Despite these advantages, wind turbines in power systems have some
drawbacks, including the complexity of load-frequency control (LFC) [4–6]. Wind turbines
rely on wind, which is naturally fluctuating and can complicate LFC in power systems [7].
In power systems, a balance is maintained between generation and consumption [8].
Should any disturbance arise, impeding the smooth functioning of this intricate network,
the primary control loop immediately intervenes to restrict any deviations in frequency [9].
Yet it is the secondary control loop, known as the LFC system, which assumes responsibility
for restoring frequency to their nominal levels [10]. In an earnest endeavor to enhance
frequency stability within the power system, various controllers have been proposed for
LFC systems [11–45].
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The classic proportional integral derivative (PID) controller is still one of the most
popular and widely used controllers in the power industry, which is widely used in power
system LFC due to its simplicity, ease of use, fast performance, and stability [11–25]. In
LFC systems related to power systems, a number of PID controllers are used in order to
improve frequency stability; among these PID controllers [11,12] are: PID controllers whose
parameters are optimized using the ICA [13] (see list of abbreviations at the end of the
article), PID controllers whose parameters are optimized using the PSO [14], PID controllers
whose parameters are optimized using the EHO [15], PID controllers whose parameters are
optimized using the ACO [16], fuzzy PID controllers [17], fuzzy PID controllers whose pa-
rameters are optimized using the optimization algorithm based on novel HLUS-TLBO [18],
fuzzy PID controllers whose parameters are optimized using the DE algorithm [19], fuzzy
PID controllers whose parameters are optimized using the HDE-PS algorithm [20], fuzzy
PID controllers whose parameters are optimized using the PSO [21], fuzzy PID controllers
whose parameters are optimized using ACO [22], fuzzy PID controllers whose parameters
are optimized using the HFA-PS algorithm [23], control fuzzy PID controllers whose pa-
rameters are optimized using MBA [24], and fuzzy PID controllers whose parameters are
optimized using FA [25]. In [26], the fuzzy PID controller whose coefficients are optimized
using GA is used to improve the frequency of the power system. The PID controller does
not perform effectively against disturbances in the power system and the uncertainty of
the parameters related to the power system. Fuzzy PID controllers are somewhat resistant
to power system disturbances, but they do not perform well against the uncertainty related
to the power system.

The fractional order PID (FOPID) controller has two degrees of freedom compared to
the PID controller, and these two degrees of freedom have advantages such as: (1) more
accuracy, (2) better stability, and (3) robust performance in systems with disturbance and
parameter uncertainty [27]. Due to these advantages, FOPID controllers have been widely
used in LFC systems related to the power system in order to improve the frequency stability;
among these FOPID controllers [28,29] are: FOPID controllers whose parameters are
optimized using the ICA [30], FOPID controllers whose parameters are optimized using the
GBMO [31], FOPID controllers whose parameters are optimized using the SCA [32], FOPID
controllers whose parameters are optimized using the PSO [33], and FOPID controllers
whose parameters are optimized using the JSO algorithm [34]. The performance of FOPID
controllers is favorable against disturbances and uncertainty related to system parameters,
but their performance is affected by severe disturbances.

Superconducting magnetic energy storage (SMES) systems store electric energy in their
magnetic field and release it as needed, making them a significant contributor to improving
frequency stability alongside the LFC system in power systems [35], due to their extended
lifespan and high storage capacity. In [36], coordinated control of the LFC system and
SMES is discussed using an H2/H∞ robust controller. However, designing such a robust
controller necessitates an accurate model of the power system, and since some components
may be ignored in the model, the controller’s optimal performance may be compromised
in real-world systems. Another approach to coordinated control is presented in [37], where
a neuro-fuzzy controller is employed. Although the neuro-fuzzy controller demonstrates
good results in addressing uncertainties related to the power system parameters, it is not
robust against disturbances caused by the power system load.

In [38], the coordinated control of the LFC system and SMES using a type-2 fuzzy
controller is discussed. However, this controller is also not resistant to severe disturbances
in the power system. Similarly, [39] explores the coordinated control of the LFC system and
SMES using a PID controller with parameters optimized by the DE algorithm. Unfortu-
nately, this method is also not resistant to disturbances and uncertainties in power system
parameters. Reference [40] presents the coordinated control of the LFC system and SMES
using a PI controller with parameters optimized using the PSO, taking into account the
presence of wind turbines in the power system. However, the performance of this control
method is challenging due to the severe disturbances caused by the wind turbine, making
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the PI controller optimized with the PSO non-resistant to such disturbances. Reference [41]
discusses the coordinated control of the LFC system and SMES using a PID controller
with parameters optimized by the MSA, considering the presence of wind turbines in the
power system. Nevertheless, the performance of this control method is not resistant to load
disturbances and disturbances from the wind turbine. In [42], the coordinated control of
the LFC system and SMES using a dynamic resistance controller in the presence of wind
turbines is discussed. This method exhibits resistance to load disturbances, wind turbine
disturbances, and uncertainties related to power system parameters. However, it has cer-
tain drawbacks, including: (1) the complexity of the control method, which requires setting
numerous parameters and involves heavy calculations, and (2) the necessity for an accurate
power system model, as some parameters cannot be accurately modeled, impacting the
performance of this control method.

Currently, cascaded controllers are recognized for their superior system control perfor-
mance compared to single controllers such as PID and FOPID. These cascaded controllers
have been employed to enhance frequency stability in power systems [43–46]. In [43],
a cascaded FOPI–FOPD controller with optimized parameters using the DSA method is
utilized to improve frequency stability in the power system. The FOPI–FOPD controller
parameters are set using the ITAE cost function, and the simulation time is set to 10 s.
In [44], a PI–TID cascaded controller is introduced, and its parameters are adjusted using
the CBO algorithm to enhance frequency stability in the power system. The PI–TID cas-
caded controller parameters are determined using the ISE cost function, and the simulation
time is set to 120 s. Furthermore, in [45], a PI–FOPID cascaded controller is investigated
for improving frequency stability in the power system. The parameters of the PI–FOPID
cascaded controller are adjusted using the GTO technique. The ITAE cost function is em-
ployed to set the PI–FOPID cascaded controller parameters, and the simulation time is set
to 30 s. In [46], the cascaded FOPDN–FOPIDN controller, whose coefficients are optimized
using the CSA, is utilized for automatic generation control of production in the power
system. The ISE cost function is considered in optimizing the controller coefficients, and
the simulation time is set to 100 s.

The main difference between the ISE and ITAE cost functions lies in the method of
error calculation. Both cost functions are used to evaluate the quality of control, but they
differ in how they quantify and integrate the errors over time. In the ISE cost function, the
squared errors at each time point are integrated over the entire time period. This means
that the errors are squared and then summed up. The ISE cost function is commonly used
for stable control of control systems. On the other hand, the ITAE cost function calculates
the absolute errors at each time point, multiplies them by time, and then sums them up.
The ITAE cost function captures the process dynamics in the time domain. It emphasizes
the errors that occur during the initial response of the system and can be more sensitive
to transient behavior. In the context of the paper mentioned, the ISE cost function is used
to evaluate the frequency stability of the power system in the presence of a wind turbine.
The goal is to control the power system effectively. Reference [41] also utilizes the ISE cost
function to control the frequency of the power system with a wind turbine and to adjust the
coefficients of the PID controller. The choice of the ISE cost function in this paper allows for
comparison with the results obtained using the PID controller in [41].

In this paper, a novel method called the FOPD–FOPID cascaded controller is proposed
for the coordinated control of the LFC system and SMES in a power system that includes
a wind turbine. The parameters of the FOPD–FOPID cascaded controller are optimized
using the developed Owl Search Algorithm (DOSA). The reason for selecting the FOPD–
FOPID cascaded controller over other cascaded controllers, such as PI–FOPID, in the power
system structure is that the FOPD–FOPID controller, incorporating the FOPD component,
provides more accurate and rapid response to frequency changes in the presence of a
wind turbine. This characteristic enhances the frequency stability of the power system and
ensures robustness against load disturbances, wind turbine disturbances, and uncertainties
associated with power system parameters. The DOSA algorithm is employed to optimize
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the parameters of the cascaded controller within the power system structure. The DOSA
algorithm offers several advantages over other meta-heuristic algorithms such as ABC,
PSO, MSA, and GTO. These advantages include: (1) robustness in the face of uncertainty
related to the objective function, (2) a reduced number of control parameters, and (3) global
optimization capability. The paper presents several key innovations, including:

(1) Enhancing the responsiveness of the power system in the presence of a wind turbine
using the cascaded FOPD–FOPID controller.

(2) Refining the parameters of the FOPD–FOPID controller through the application of
the novel DOSA approach, which has not been previously explored in power system
research.

(3) Evaluating and comparing the effectiveness of the proposed algorithm with GTO,
MSA, PSO, and ABC algorithms for optimizing the parameters of the FOPD–FOPID
controller, employing an objective function based on ISE.

(4) Conducting a comprehensive assessment of the performance of the DOSA–FOPD-
FOPID controller for improving coordinated control capabilities within both the LFC
system and SMES, considering disturbances and uncertain power system variables.

2. The Power System under Scrutiny

In this section, the structure of the power system under scrutiny and the state–space
equations of the power system under scrutiny are discussed.

2.1. The Structure of the Power System under Scrutiny

Figure 1a shows the power system configuration incorporating a wind turbine, as
described in references [5,42]. Figure 1b shows a single-line diagram of the studied power
system [40–42]. This system comprises a hydro power plant, non-reheat power plants,
reheat power plants, multiple wind turbines, SMES, and a load [40–42]. The total power
generated by the system is 38,000 MW, while the peak load amounts to 29,000 MW [40–42].
Figure 2 illustrates the dynamic model of the power system, taking into account the presence
of the wind turbine. The model utilized in this context is a reduced-order (first-order)
model, which proves advantageous for analyzing the frequency stability of the power
system. The wind turbine model, as shown in Figure 2, is comprehensively described
in [40–42]. Figure 2 illustrates the model of the turbine for frequency control [40–42]. In
this model, the wind speed is multiplied by a random speed fluctuation, which is derived
from the white noise block in MATLAB/SIMULINK. This multiplication allows for the
estimation of random fluctuations in the wind output power. Based on Figure 2, the power
system incorporates a coordinated control scheme consisting of an FOPD-FOPID cascaded
controller. This controller’s parameters are optimized using the DOSA method, aiming
to enhance the frequency stability of the power system in the presence of a wind turbine.
The wind turbine exhibits oscillatory behavior and is influenced by the wind speed. The
inclusion of the production rate limit definition has led to an improved accuracy in the
dynamic model employed for the power system [40–42]. The production rate limits are set
at 0.2 pu MW/min for non-reheat power plants, 0.1 pu MW/min for reheat power plants,
and 0.5 pu MW/min for the hydro power plant [40–42].
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Figure 2. (a) Dynamic model of the power system, taking into account the presence of the wind
turbine. (b) Non-Reheat power plant model. (c) Reheat power plant model. (d) Hydro power plant
model. (e) SMES model. (f) Model rated to wind turbine 1. (g) Model rated to wind turbine 2.

2.2. The State–Space Equations of the Power System under Scrutiny

The design of the proposed controller for the coordinated control of the LFC system and
SMES involves the utilization of state-space equations, as illustrated by Equations (1) and (2).
The parameters specific to the analyzed power system are provided in Table 1 [40–42].
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Table 1. Parameters specific to the analyzed power system [40–42].

Parameter Value Parameter Value

Pn2 0.6107 R2 2.5

Pw,2 3000 KW Pn1 0.2529

Pn3 0.1364 H 5.7096

T3 90 Th 6

T2 0.4 R3 1

T1 0.4 m 0.5

Td 5 β 1

Pw,1 750 KW D 0.028

Tw 1 R1 2.5

Pw,2 3000 KW
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3. Design of the Proposed Controller for the Power System

This section provides an overview of the proposed controller’s structure, FOPID
controller, an analysis of the DOSA, and the design process of the proposed controller
utilizing the DOSA.

3.1. Structure of the Proposed Controller

The FOPD–FOPID cascaded controller has been intricately designed to enhance the
stability of frequency within power systems that incorporate wind turbines. Its primary
objective is to minimize deviations in frequency caused by load disturbances, disruptions
from wind turbines, and uncertainties in power system parameters. This elaborate con-
troller consists of two components: the FOPD controller and the FOPID controller. The
FOPD controller primarily determines the outcome, while the FOPID controller shapes
and guides it by adjusting the reference signal. In this proposed control framework, the
FOPD controller is referred to as the main, primary, or external controller, and the FOPID
controller is referred to as the internal, secondary, or sub-controller. These components
work synergistically, as depicted in Figure 3, to establish cohesive coordination between
the LFC system and the SMES. Figure 3 illustrates the suggested setup of the cascaded con-
troller, which facilitates the orchestration of the inner loop dynamics through Equation (3).
Equation (3) succinctly represents the transfer function that exclusively encapsulates the
inner loop dynamics, as demonstrated in Figure 3:

Y2(s) = M2(s)U2(s) (3)

In Equation (3), M2(s) embodies the transfer function of the internal process, whereas
U2(s) signifies the input signal directed towards said process. The principal controller
(FOPD), situated in the outer layer, adeptly curtails any oscillations pertaining to fre-
quency and mitigates external interferences. Equation (4) reveals the transfer function
characterizing the outer loop’s operation:

Y(s) = M1(s)U1(s) (4)

where M1(s) symbolizes the transfer function of the external process, while U1(s) stands for
the input signal directed towards said process. As Figure 3 illustrates, N2(s) denotes the
FOPID controller found in the inner layer, whereas N1(s) represents the FOPD controller
situated in the outer layer. The transfer functions of both FOPD and FOPID controllers are
demonstrated through Equations (5) and (6):

N1(s) = KP1 + Kd1sµ1 (5)

N2(s) = KP2 + KIs−λ + Kd2sµ2 (6)

Figure 4 shows the inside structure of the FOPD-FOPID controller.
The settings of the suggested controller are found by making the ISE objective function

as small as possible by using the DOSA method. Equation (7) shows the main goal of ISE.
The limits or boundaries of the objective functions are represented by Equation (8):

ISE =

ts∫
0

(∆ f )2dt (7)
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KP1,min ≤ KP1 ≤ KP1,max
Kd1,min ≤ Kd1 ≤ Kd1,max
µ1,min ≤ µ1 ≤ µ1,max
KP2,min ≤ KP2 ≤ KP2,max
KI,min ≤ KI ≤ KI,max
Kd2,min ≤ Kd2 ≤ Kd2,max
λmin ≤ λ ≤ λmax
µ2,min ≤ µ2 ≤ µ2,max

(8)
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3.2. FOPID Controller

Based on the generalized non-integer order fundamental operator, Fractional-order
Systems are established (Equation (9)) [27]:

aDψ
t =


dψ

dtψ ψ > 0
1 ψ = 0
t∫

a
(dt)−ψ ψ < 0

(9)

The limits of the operation, denoted by a and t, are considered in fractional-order
systems. It is typically assumed that ψ ∈ R, although it can also be a complex num-
ber. Various definitions of the integral-differential operator have been formulated. The
Grünwald–Letnikov definition is commonly employed in the application of FOPID due to
its suitability for numerically evaluating fractional order derivatives (Equation (10)) [27]:

aDψ
t f (t) = lim

h→0

1
hψ

k

∑
j=0

(−1)j
(

ψ
j

)
f (t− jh) (10)

In Equation (10), a is set to 0, t is equal to kh, where k represents the number of
computation steps, and h denotes the step size. Considering zero initial conditions, the
Laplace transform of the ψ-order derivative is given by Equation (11) [27]:

∞∫
0

e−st
0Dψ

t f (t)dt = sψF(s) (11)

In Equation (11), ψ ∈ R+, and s is the usual Laplace variable. The PI λDµ controller,
also known as the generalized FOPID controller [27–29], incorporates an integrator of order
λ and a differentiator of order µ. The time domain equation for the FOPID controller can
be expressed as Equation (12). In Equation (12), the terms D−λ e(t) and Dµ e(t) denote the
fractional-order integral and fractional-order derivative, respectively:

ux(t) = KPe(t) + KiD−λe(t) + KdDµe(t) (12)

3.3. Developed Owl Search Algorithm (DOSA)

The DOSA is a state-of-the-art meta-heuristic algorithm that offers several advan-
tages over other algorithms such as GTO, MSA, PSO, and ABC. These advantages include:
(1) Efficient Search: The DOSA utilizes the owl search behavior, enabling efficient explo-
ration of the search space. The algorithm is designed to strike a balance between exploration
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and exploitation, facilitating fast convergence towards optimal solutions. (2) Global Op-
timization: The DOSA is a global optimization algorithm, capable of seeking the global
optimum without getting trapped in local optima. This characteristic makes it well-suited
for tackling complex optimization problems with multiple solution vertices. (3) Robustness:
The DOSA exhibits robustness against noise and uncertainty in the objective function. It
adapts effectively to noisy and dynamic environments, making it suitable for real-world
applications where the objective function may change over time. (4) Minimal Control
Parameters: Compared to other optimization algorithms, the DOSA requires a reduced
number of control parameters. This simplifies the tuning process, reduces computational
load, and facilitates implementation across various domains. (5) Fast Convergence Speed:
The DOSA demonstrates fast convergence in a wide range of optimization problems. It
efficiently converges towards near-optimal solutions, significantly reducing the compu-
tational time required for finding high-quality solutions. These advantages have been
documented in various studies [47–49], highlighting the effectiveness and versatility of the
DOSA algorithm.

Similar to the application of other meta-heuristic algorithms in electrical engineer-
ing [50–52], its execution is initiated by fortuitously selecting a population. Within this
algorithm, said population symbolizes the owls’ positioning amidst the forest trees exem-
plifying the search space. Given that the number of random populations is represented as
“n” and the forest is considered as a d-dimensional search space in this algorithm, visually
expressing the chance placements of these nocturnal creatures within an n × d matrix can
be encapsulated with Equation (13) [47]:

x =


x1,1 . . . x1,d

. .

. .
xn,1 . . . xn,d


n×d

(13)

where the component xi,j in the matrix defines the jth variable (dimension) of ith owl. In
the owl search algorithm, the term “ith owl” refers to the owl that is being considered
or processed in the ith iteration or step of the algorithm. The owl search algorithm is a
heuristic search algorithm inspired by the behavior of owls when hunting prey. It uses a
combination of local search and global exploration to find an optimal solution. In each
iteration, the algorithm evaluates the current owl (ith owl) and updates its position based
on certain rules and heuristics. The process continues until a satisfactory solution is found
or the search space has been fully explored. To make an introductory state of uniform
dissemination, Equation (14) is utilized [47–49]:

xi = xl + (xl + xu)Z(0, 1) (14)

In Equation (14), Xi could be irregular and uniform numbers between [0, 1], and xu
and xl are the upper and lower bounds of the ith owl within the jth measurement.

In the realm of mathematical equations, specifically Equation (14), Z(0,1) stands as
an intriguing integer that embraces both randomness and uniformity within its numerical
essence, constrained between the ethereal boundaries [0,1]. Furthermore, the mysterious
confines of xu and xl possess a duality and significance in defining not just any owl’s
position within this enigmatic forest, but rather the profound location it assumes in the jth
dimension. As we venture further into comprehending this intricate web of numerics and
spatial relations, one is compelled to ponder the cost associated with these owls’ chosen
abodes in the forest. Illuminatingly explained through Equation (15) [47–50], this particular
measure serves as a window into understanding how nature has woven together factors
such as distance or resources so crucial to determine what truly befits an owl’s dwelling
and how they impact its existence:
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f =


f1([x1,1, x1,2, . . . , x1,d])
.
.
.
fn([xn,1, xn,2, . . . , xn,d])

 (15)

The owl’s position is contingent upon the magnitude of the sounds it detects through
its delicate ears. In this instance, the owl that receives the most intense sound is considered
superior because it signifies proximity to the desired goal. The normalized intensity value
for each respective owl, denoted by i, will be utilized to revise its position, as derived from
Equation (16) [46]: 

Ii =
fi−w
b−w

b = max fm
m∈1,...,n

w = min fm
m∈1,...,n

(16)

The measurement of prey distance for each individual owl can be acquired by applying
Equation (17) [46–48]:

Di =
√

∑
i
(xi − L)2 (17)

Equation (17) encompasses the representation of prey positions (L), retrieved through
the utilization of the most adept owl. The owl search algorithm postulates the existence
of prey amidst the forest as a premise for global optimization. During their pursuit, owls
advance meticulously towards their target with gradual aerial movement. The extent to
which each ith owl undergoes transformation is delineated in Equation (18) [47–50]:

Ci =
Ii

D2
i
+ Rn (18)

In the Equation (18), the variable 4πD2
i has been substituted with D2

i , while Rn
represents a stochastic element introduced in order to enhance the model’s practicality.
As the prey transitions from one location to another, it becomes imperative for the owls
to cautiously shift closer towards their target. This algorithm encompasses a mechanism
by which the alteration in prey position is determined through probability. Consequently,
Equation (19) serves as an update mechanism demonstrating how the new positions of the
owls relative to those of their intended prey are depicted:

xt+1
i =

{
xt

i + βCi
∣∣αL− xt

i

∣∣, ppm < 0.5
xt

i − βCi
∣∣αL− xt

i

∣∣, ppm > 0.5
(19)

Equation (19) introduces the concept of ppm as a representation of prey position change
probability, while α and β are uniformly distributed random numbers that range from 0
to 0.5 and 0 to 1.9, respectively. This unique characteristic of the owl search algorithm
sets it apart from other algorithms, providing superior reliability. While the owl search
algorithm is relatively new among optimization algorithms, it occasionally encounters
a drawback in becoming trapped within the confines of local optima. Nonetheless, this
flaw presents an opportunity for early convergence-inspired solutions. Aware of these
limitations, modifications have been implemented to enhance both the performance and
effectiveness of the owl search algorithm when confronted with local optima traps. The
incorporation of chaos theory has gained traction recently due to its profound influence on
modeling effects of nonlinear dynamics; optimization falls within this sphere, susceptible to
such influences. By default, in the conventional implementation of the owl search algorithm,
only variable β serves as a source for randomness within each iteration. However, including
variable β introduces an alternative pathway towards early convergence by expanding its
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role throughout iterations. In order to avert premature convergence within the system, the
implementation of a tumultuous technique known as Singer mapping is employed [53].
This strategy involves treating the obscure variable as a customary equation in conformity
with Equation (20):

βi+1 = 1.07(7.9βi − 23.3β2
i + 28.7β3

i − 13.3β4
i ) (20)

Furthermore, an alternative approach to enhance initial convergence in the owl search
algorithm entails incorporating Lévy flight. The inclusion of random navigation constitutes
an integral facet of this methodology for effectively regulating local search. The mathematical
representation of this technique can be found in Equations (21) through (23) [53]:

Le(w) ≈ w−1−τ (21)

w =
A

|B|
1
τ

(22)

σ2 =

{
Γ(1 + τ)

τΓ((1 + τ)/2)
sin(πτ/2)

2(1+τ)/2

} 2
τ

(23)

In Equations (21)–(23), τ represents a number that can be between 0 and 2. The letter
w stands for a small measurement size. The letter Γ(0) represents a mathematical operation
called the gamma function. The letters A/B ≈ N(0, σ2) indicate that the values are taken
from a group where each value is chosen randomly from a bell-shaped curve, with the
middle value being zero. The range of values for this group is σ2. Using Equation (24), we
can find the new location of the owls based on the given connections.

xt+1
i =

{
xt

i + βCi
∣∣αL− xt

i

∣∣Le(δ), ppm < 0.5
xt

i − βCi
∣∣αL− xt

i

∣∣Le(δ), ppm > 0.5
(24)

3.4. Design Process of the Proposed Controller Utilizing the DOSA

To improve the performance of the FOPD–FOPID controller for the coordinated control
of the LFC system and SMES, we need to follow these steps:

(1) Definition of the objective function: The objective function is a mathematical rep-
resentation of the goal we want to achieve in this problem. It is determined using
Equation (7).

(2) Constraints are rules that help us find the best values for the FOPD–FOPID controller.
We define these rules using Equation (8).

(3) Creating the first group of owls: In this step, we create a starting population of owls.
Each owl in this group has a different number for each FOPD–FOPID controller setting.

(4) Analyzing the population: The first group of individuals is assessed using a specific
measurement called the objective function. We calculate the value of the objective
function for every owl.

(5) Choosing the best owls: We select the owls with the highest scores to be part of the
next generation.

(6) During this stage, new owls are made for the future generation. This work can be
completed by adding or subtracting big owls, or by using random actions.

(7) Assessment of the new group of owls: The new group of owls is judged based on the
objective function.

(8) Doing steps 5 to 7 again and again until certain stopping conditions are satisfied, like
reaching the desired value of the goal function or finishing a certain number of repetitions.

(9) Choosing the top owl: Once all the rounds are done, the owl with the highest value
of the main goal is picked as the best answer. This owl gives the best values for the
settings of the FOPD–FOPID controller.
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The image depicted in Figure 5 illustrates the utilization of the DOSA to optimize the
parameters of the FOPD–FOPID controller. This optimization process is specifically aimed
at achieving coordinated control of the LFC system and SMES.
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4. Simulation Results and Discussion

In this particular section, the system under study has undergone testing in the pres-
ence of a wind turbine across four distinct scenarios. The first scenario (1) is divided into
two parts: firstly, an evaluation of the efficiency and adaptability of the DOSA for optimiz-
ing the FOPD–FOPID controller parameters takes place alongside a comparison with other
algorithms such as MSA, PSO, ABC, and GTO. Secondly, various methods incorporating the
proposed DOSA–FOPD–FOPID controller are utilized to compare performance including
LFC and SMES based on a robust controller (Controller 1); LFC and SMES based on the
MSA–PID controller (Controller 2); LFC based solely on the MSA–PID controller with
SMES (Controller 3); and finally, LFC based on the MSA–PID controller without SMES
(Controller 4). These comparisons are made while accounting for both load disruptions
and wind turbine disruptions. In scenario (2), the proposed method is being compared to
several other methods, namely Controller 1, Controller 2, Controller 3, and Controller 4.
The aim is to evaluate its performance in handling load disruptions and wind turbine
disruptions. Moving on to scenarios (3) and (4), the performance of the proposed method
is assessed alongside the mentioned methods. In addition to load disruptions and wind
turbine disruptions, these scenarios also consider uncertainties related to power system
parameters and disruptions caused by renewable energy sources such as wind turbines.

4.1. Scenario (1)

In this scenario, the power system being analyzed (Figure 2) experiences a disruption
in its load with an amplitude of ∆PL = 0.1 pu at t = 1 s, as depicted in Figure 6. The
fundamental parameters pertaining to the DOSA and FOPD–FOPID cascaded controller
are presented in Table 2. Figure 7 illustrates the optimization process of FOPD–FOPID
controller parameters using different algorithms, namely DOSA, MSA, PSO, ABC, and
GTO. The objective function utilized is ISE. As demonstrated by Figure 7, it can be observed
that the DOSA algorithm yields a swifter convergence rate than the others mentioned. In
terms of ISE values obtained from the respective algorithms (DOSA: 6.8 × 10−6; GTO:
9 × 10−6; MSA: 9.1 × 10−6; ABC: 9.9 × 10−6; and PSO: 10 × 10−6), they are displayed in
numeric format for easier comprehension. In Table 3, the values of optimized parameters of
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the FOPD–FOPID controller considering the ISE objective function for DOSA, GTO, MSA,
ABC, and PSO algorithms are shown. According to Figure 7 and Table 3, the DOSA can be
used to optimize the FOPD–FOPID controller parameters. In this scenario, load disruptions
and wind turbine disruptions have been applied to the power system according to Figure 8.
In Figure 9a–e, the FR of the power system using different control methods to load and
wind turbine disruptions is shown. According to Figure 9a, the MFD and ST based on LFC
and SMES based on the proposed controller (optimized FOPD–FOPID controller using the
DOSA) is equal to 0.0009 Hz and 4.2 s, respectively. The MFD and ST based on controller
1 are equal to 0.0018 Hz and 5 s, respectively; the MFD and ST based on controller 2 are
equal to 0.0173 Hz and 19 s, respectively; the MFD and ST based on controller 3 are equal
to 0.021 Hz and 38 s, respectively; and the MFD and ST based on controller 4 are equal to
0.0476 Hz and 90 s, respectively (Figure 9b–e). Based on the outcomes of this particular
scenario, it is evident that the proposed controller surpasses its counterparts in effectively
mitigating power system deviations, and it has also reduced the ST of frequency deviations
caused by disruptions on the power system.
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Figure 6. Load disruptions applied to the power system.

Table 2. Fundamental parameters pertaining to the DOSA and FOPD–FOPID cascaded controller.

Parameter Value Parameter Value

Population of owls 100 KP1,min, Kd1,min, KP2,min, KI,min, Kd2,min 0

Forest range for capacity [0,1000] KP1,max, Kd1,max, KP2,max, KI,max, Kd2,max 100

α 1 λmin, µ1,2,min 0

Iterations
(stop criteria) 100 λmax, µ1,2,max 1

Table 3. Values of parameters of the FOPD–FOPID controller using different algorithms.

Controller KP1 µ1 Kd1 KP2 KI Kd2 λ µ2 ISE

DOSA–FOPD–FOPID 91.55 0.65 88.91 98.22 91.44 86.35 0.56 0.74 6.8 × 10−6

GTO–FOPD–FOPID 89.13 0.58 83.66 89.55 83.87 84.18 0.40 0.42 9 × 10−6

MSA–FOPD–FOPID 85.82 0.62 87.44 92.34 90.56 75.79 0.46 0.40 9.1 × 10−6

ABC–FOPD–FOPID 68.23 0.49 91.23 86.25 78.45 76.39 0.43 0.38 9.9 × 10−6

PSO–FOPD–FOPID 70.65 0.47 81.77 75.21 79.92 71.36 0.39 0.48 10 × 10−6
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4.2. Scenario (2)

In this scenario, load disruptions and wind turbine disruptions have been applied
to the power system according to Figure 10. In Figure 11a–e, the FR of the power system
using different control methods to load disruptions and wind turbine disruptions is shown.
According to Figure 11a, the MFD and ST based on the proposed controller (optimized
FOPD–FOPID controller using the DOSA) are equal to 0.0007 Hz and 3.55 s, respectively.
The MFD and ST based on controller 1 are equal to 0.0015 Hz and 4.46 s, respectively; the
MFD and ST based on controller 2 are equal to 0.0081 Hz and 21 s, respectively; the MFD
and ST based on controller 3 are equal to 0.0129 Hz and 37 s, respectively; and the MFD
and ST based on controller 4 are equal to 0.0256 Hz and 45 s, respectively (Figure 11b–e).
Based on these results, the proposed controller performs better in reducing the deviations
of the power system than the other mentioned controllers, and it also reduces the settling
time of the frequency deviations caused by disruptions in the power system.
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Figure 11. (a) The FR of the power system based on the proposed controller, Scenario (2). (b) The FR
of the power system using controller 1, Scenario (2). (c) The FR of the power system using controller
2, Scenario (2), (d) The FR of the power system using controller 3, Scenario (2). (e) The FR of the
power system using LFC based on controller 4, Scenario (2).

4.3. Scenario (3)

In this scenario, load disruptions and wind turbine disruptions have been applied to
the power system according to Figure 10. In this scenario, slight uncertainty related to the
power system parameters is considered in the system inertia (H = −25%). In Figure 12a–e,
the frequency response of the power system to load disruptions, wind turbine disruptions
and mild uncertainty related to the system parameters are shown. According to Figure 12a,
the MFD and ST based on the proposed controller (optimized FOPD–FOPID controller
using the DOSA) are equal to 0.00075 Hz and 3.76 s, respectively. The MFD and ST based
on controller 1 are equal to 0.00163 Hz and 4.49 s, respectively; the MFD and ST based
on controller 2 are equal to 0.0106 Hz and 24 s, respectively; the MFD and ST based on
controller 3 are equal to 0.017 Hz and 42 s, respectively; and the MFD and ST based on
controller 4 are equal to 0.0336 Hz and 48 s, respectively (Figure 12b–e). Based on the results
obtained in this section, the proposed controller performs better in reducing the deviations
of the power system compared to the other mentioned controllers and reduces the ST of
the frequency deviations caused by the disruptions in the power system and is resistant to
the mild uncertainty related to the system parameters.
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Figure 12. (a) The FR of the power system based on the proposed controller, Scenario (3). (b) The FR
of the power system using controller 1, Scenario (3). (c) The FR of the power system using controller
2, Scenario (3), (d) The FR of the power system using controller 3, Scenario (3). (e) The FR of the
power system using LFC based on controller 4, Scenario (3).

4.4. Scenario (4)

In this scenario, load disruptions and wind turbine disruptions have been applied to
the power system according to Figure 10. In this scenario, severe uncertainty related to the
power system parameters is considered in the system inertia (H = −50%). In Figure 13a–e,
the FR of the power system to load disruptions, wind turbine disruptions, and severe
uncertainty related to the system parameters are shown. According to Figure 13a, the
MFD and ST based on the proposed controller (optimized FOPD–FOPID controller using
the DOSA) are equal to 0.00079 Hz and 3.93 s, respectively. The MFD and ST based on
controller 1 are equal to 0.00172 Hz and 4.58 s, respectively; the MFD and ST based on
controller 2 are equal to 0.0157 Hz and 25 s, respectively; and the MFD and ST based
on controller 3 with SMES are equal to 0.0197 Hz and 46 s, respectively (Figure 13b–d).
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According to Figure 13e, the FR of the power system is unstable against severe disruptions
using LFC based on controller 4, and this control method does not have the ability to
maintain frequency stability against severe disruptions related to the parameters of the
power system. According to the results of scenario (4), the proposed controller performs
better in reducing the deviations of the power system than the other mentioned controllers;
it reduces the ST of the frequency deviations caused by disruptions in the power system
and is resistant to the severe uncertainty related to the system parameters. In Table 4,
performance results of different control methods for 4 scenarios are shown.
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Figure 13. (a) The FR of the power system based on the proposed controller, Scenario (4). (b) The FR
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2, Scenario (4), (d) The FR of the power system using controller 3, Scenario (4). (e) The FR of the
power system using LFC based on controller 4, Scenario (4).
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Table 4. Performance results of different control methods for four scenarios.

Controller Scenario (1) Scenario (2) Scenario (3) Scenario (4)

Proposed
controller

MO (Hz) 0.0001 0.00035 0.00037 0.00038

MU (Hz) 0.0009 0.0007 0.00075 0.00079

ST (s) 4.2 3.55 3.76 3.93

Controller 1

MO (Hz) 0.0004 0.0008 0.0009 0.0010

MU (Hz) 0.00184 0.00152 0.001631 0.001724

ST (s) 5.05 4.461 4.492 4.492

Controller 2

MO (Hz) 0.00421 0.00341 0.0053 0.0092

MU (Hz) 0.01734 0.00816 0.01066 0.01578

ST (s) 19.03 21.24 24.53 25.22

Controller 3

MO (Hz) 0.00643 0.00582 0.0127 0.0146

MU (Hz) 0.0214 0.01291 0.01708 0.01975

ST (s) 38.12 37.39 42.11 46.25

Controller 4

MO (Hz) 0.0476 0.023 0.0367 ---

MU (Hz) 0.04667 0.02565 0.03363 ---

ST (s) 90.1 45.03 48.21 ---

5. Conclusions

In this paper, a robust control method has been designed for the coordinated control
of LFC and SMES using the FOPD–FOPID controller. The DOSA algorithm, which has
many advantages over other optimization algorithms, was used to adjust the parameters
of the proposed controller. The proposed method in this paper is compared with other
methods presented in the field of power system frequency control in the presence of
wind turbines. The proposed method was able to improve the MFD and ST related to
frequency deviations in the power system caused by load disturbances and wind turbine
disturbances by 50% and 17%, respectively, compared to other methods presented in this
field (frequency control). The proposed method has been able to improve the MFD and ST
related to frequency deviations in the power system caused by load disturbances, wind
turbine disturbances, and slight uncertainty of parameters (H = −%25) by 45% and 18%,
respectively (compared to other methods presented in the field of frequency control). The
proposed method improved the MFD and ST related to frequency deviations in the power
system caused by load disturbances, wind turbine disturbances, and extreme uncertainty
of parameters (H = −%50) by 45% and 18%, respectively (compared to other methods
presented in the field of frequency control). To continue the work of this paper in the future,
several suggestions can be made, including: (1) Combining the FOPD–FOPID controller
with a neural network and using it in different parts of the power system, (2) Investigating
the possibility of using the FOPD–FOPID controller in power systems Smart, (3) checking
the performance of the FOPD–FOPID controller in case of faults in the power system and
defects in other system components.
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Abbreviations

ABC Artificial bee colony ∆PSMES Changes in power production of the SMES system
ACO Ant colony optimization ∆PWT Changes in power production of the wind turbine
CBO Chaotic butterfly optimization ∆Pnon-Reh Changes in power output of the gas power plant
CSA Crow search algorithm ∆PReh Changes in power output of the reheat power

plants
DE Differential evolution D System damping coefficient of the area

(pu MW/Hz)
DSA Dragonfly search algorithm H Equivalent inertia constant (pu s)
EHO Elephant herding optimization T1 Valve time constant of the non-reheat plant (s)
FA Firefly algorithm T2 Steam valve time constant of the reheat plant (s)
GA Genetic algorithm T3 Water valve time constant of the hydro plant (s)
GBMO Gases Brownian motion ptimization Td Dashpot time constant of the hydro plant speed

governor (s)
HDE-PS Hybrid differential evolution and pattern search Th Time constant of the reheat thermal plant (s)
HFA-PS Hybrid firefly algorithm–pattern search algorithm Tw Water starting time in the hydro intake (s)
HLUS-TLBO Hybrid local unimodal sampling and teaching

learning based optimization
β Frequency bias factor (pu MW/Hz)

ICA Imperialist competitive algorithm m Fraction of turbine power (intermediate pressure
section)

JSO Jellyfish search optimizer R1 Governor speed regulation of the non-reheat plant
(Hz/pu MW)

MBA Mine blast algorithm R2 Governor speed regulation of the reheat plant
(Hz/pu MW)

MO Maximum overshoot R3 Governor speed regulation of the hydro plant
(Hz/pu MW)

MU Maximum undershoot Pn1 Nominal rated power output for the non-reheat
plant (MW pu)

MFD Maximum frequency deviation Pn2 Nominal rated power output for the reheat plant
(MW pu)

MSA Moth swarm algorithm Pn3 Nominal rated power output for the hydro plant
(MW pu)

PSO Particle swarm optimization FOPIDN FOPID with filter
ST Settling time ρ Air density (kg/m3)
SCA Sine–cosine algorithm AT Rotor-swept area (m2)
TID Tilt-integral-derivative
∆f Changes in power system frequency Cr(λ1,β1) Power coefficient of the rotor blades (wind tur-

bine 1)
∆Pnon-Reh Changes in power output of the non-reheat power

plants
Cr(λ2,β2) Power coefficient of the rotor blades (wind tur-

bine 2)
∆Pg2 Changes in power output of governor 2 Pw,1, Pw,2 Production power of wind turbines 1 and 2
∆Pg3 Changes in power output of governor 3 ISE Integral of squared error
∆PHydro Changes in power output of the hydro power plant ITAE Integral time absolute error
∆PL Changes in load
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