
Citation: Tsoulos, I.G. Special Issue

“Algorithms in Data Classification”.

Algorithms 2024, 17, 5. https://

doi.org/10.3390/a17010005

Received: 19 December 2023

Accepted: 21 December 2023

Published: 22 December 2023

Copyright: © 2023 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

algorithms

Editorial

Special Issue “Algorithms in Data Classification”
Ioannis G. Tsoulos

Department of Informatics and Telecommunications, University of Ioannina, 45110 Ioannina, Greece;
itsoulos@uoi.gr

Data classification is a well-known procedure, with many applications to real-world
problems. This procedure can be divided into several subcategories, such as:

1. Binary classification.
2. Multi-class classification.
3. Multi-label classification.
4. Imbalanced classification.
5. Feature selection for classification.
6. Probabilistic models for classification.
7. Big data classification.
8. Text classification.
9. Multimedia classification.
10. Uncertain data classification.

Many methods have been used in data classification, such as Bayes methods [1], K-
NN models [2], decision trees [3], Support Vector Machines (SVMs) [4], artificial neural
networks [5], etc. The applications of data classification may include sentiment analysis [6],
spam classification [7], document classification [8], image classification [9], etc. This Special
Issue presents twelve papers that are analyzed in the following. The published papers in
this Special Issue cover a wide range of applications from the field of data classification.
The List of Contributions for this Special Issue is briefly described in the following.

Contribution 1 discusses the impact of class imbalance on the performance of Gaussian
mixture models in classification tasks. The paper analyzes various methods to tackle
this problem, such as cost-sensitive learning, threshold adjustments, and sampling-based
techniques, and their effectiveness is thoroughly analyzed in a series of experiments.

Contribution 2 proposes a combination of various techniques, like deep learning
techniques and custom CNN architectures, for the blood cell classification problem. The
paper utilizes a series of methods, such as fine-tuning and ensemble strategies (CBAM and
averaging ensembles), to achieve unprecedented accuracy and interpretability.

Contribution 3 discusses the problem of student dropout in online education. The
authors collected data from three different LMS Moodle servers and utilized a deep learning
algorithm to correctly classify the collected data.

Contribution 4 discusses the recent literature on the problem of constructing confidence
ellipses in multidimensional scaling (MDS) solutions and proposes a new method based on
a hierarchical cluster analysis (HCA) to tackle this problem.

Additionally, Contribution 5 deals with the energy consumption problem in industrial
plants by proposing a mixture of regression models. The implemented algorithm combines
autocorrelated observations with spline and polynomial regressions.

Contribution 6 proposes an intelligent system that utilizes data mining algorithms
for the rehabilitation guidance of recreational runners with musculoskeletal discomfort.
The system classifies recreational runners based on a questionnaire and proceeds to design
specialized exercises for them to perform.

The authors of Contribution 7 propose the HyperGE method, which is a two-stage
model for automatically tuning the hyperparameters of artificial neural networks. This
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process is guided by the grammatical evolution [10] method. The proposed method was
evaluated by conducting experiments on several datasets from the relevant literature.

Another problem that concerns the scientific community is the big data classifica-
tion problem, handled in Contribution 8, where the authors suggest the use of fuzzy
cognitive maps (FCMs) to efficiently handle this problem. The authors suggest using
FCMs to select the most relevant features from the given dataset in order to improve the
classification accuracy.

In Contribution 9, the authors propose a new cooperative multi-population differential
evolution [11] to determine the optimal number of clusters in data. The proposed method
was applied on series of datasets from the UCI machine learning repository and it was
compared against other classification methods from the relevant literature.

Contribution 10 discusses the application of various techniques for the classification
of different types of acute psychological stress (APS) and physical activity (PA), utilizing
data collected via a wristband device. The original features are produced using random
convolutional kernel transformation and, subsequently, feature selection techniques, such
as principal component analysis and partial least squares–discriminant analysis (PLS-DA),
among others, are used for data classification. Furthermore, a long short-term memory
recurrent neural network model is utilized to estimate PA and APS from the data collected
via wristband devices.

Contribution 11 presents specialized software for data classification. The software
creates artificial features from the original ones using grammatical evolution and artificial
neural networks. The produced features are subsequently used to train another machine
learning model. The software is general enough to also be applied to data classification
problems and regression problems. Furthermore, in order to speed up the process, the
software utilizes modern parallel programming techniques.

Contribution 12 utilizes artificial intelligence models for learning the discriminant
spectral information stored in the vibration signals, such as one-dimensional convolutional
neural networks (1D-CNNs) and multi-layer perceptron (MLP) neural networks.

Finally, as the guest editor, it was my pleasure to work with the editorial staff of the
Algorithms journal to prepare this Special Issue.
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