
Algorithms 2015, 8, 870-894; doi:10.3390/a8040870 
 

algorithms 
ISSN 1999-4893 

www.mdpi.com/journal/algorithms 

Article 

Code Synchronization Algorithm Based on Segment Correlation 
in Spread Spectrum Communication 

Aohan Li 1, Ziheng Yang 1,*, Renji Qi 1, Feng Zhou 1 and Guangjie Han 2,* 

1 School of Electrical Engineering, Heilongjiang University, Harbin 150800, China;  

E-Mails: liaohan1989@gmail.com (A.L.); qrj2121341@126.com (R.Q.);  

feng.zhou@microvirt.com (F.Z.) 
2 Department of Information and Communication System, Hohai University,  

Changzhou 213022, China 

* Authors to whom correspondence should be addressed; E-Mails: yzh@hlju.edu.cn (Z.Y.); 

hanguangjie@gmail.com (G.H.); Tel.: +86-451-8660-8320 (Z.Y.); +86-519-8519-1838 (G.H.). 

Academic Editor: Jun-Bao Li 

Received: 30 June 2015 / Accepted: 23 September 2015 / Published: 9 October 2015 

 

Abstract: Spread Spectrum (SPSP) Communication is the theoretical basis of Direct 

Sequence Spread Spectrum (DSSS) transceiver technology. Spreading code, modulation, 

demodulation, carrier synchronization and code synchronization in SPSP communications 

are the core parts of DSSS transceivers. This paper focuses on the code synchronization 

problem in SPSP communications. A novel code synchronization algorithm based on 

segment correlation is proposed. The proposed algorithm can effectively deal with the 

informational misjudgment caused by the unreasonable data acquisition times. This 

misjudgment may lead to an inability of DSSS receivers to restore transmitted signals. 

Simulation results show the feasibility of a DSSS transceiver design based on the proposed 

code synchronization algorithm. Finally, the communication functions of the DSSS transceiver 

based on the proposed code synchronization algorithm are implemented on Field 

Programmable Gate Array (FPGA). 

Keywords: direct sequence spread spectrum; spread spectrum; code synchronization; 

segment correlation; FPGA  
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1. Introduction 

Software radio is a frontier technology in the field of wireless communications. Software radio has 

many advantages, such as modularization, high flexibility and good expansibility. Hence, software 

radio has become a popular research area [1,2]. Software radio technology can be applied on hardware 

platforms, which can implement different functions through software loading [3,4]. 

The anti-interference and confidentiality properties of the Direct Sequence Spread Spectrum 

(DSSS) technique are good. In addition, the power consumption of DSSS is very low, and hence DSSS 

has become a widely applicable communication technology [5]. The core technologies of DSSS are 

spreading code, modulation, demodulation, carrier synchronization and code synchronization. The 

performance of the code synchronization algorithm will directly influence the performance of the 

transceiver [6–8]. There are several existing code synchronization algorithms and, in general, they can be 

classified into frequency domain synchronization and time domain synchronization. Frequency domain 

synchronization has more advantages than the time domain synchronization, Such as the fact that it is better 

suited for avoiding interference and, in particular, for avoiding interference caused by the multi-path effect. 

Besides, frequency domain synchronization algorithms provide better solutions to the problems caused by 

the Doppler Effect and the different frequencies between the receiver and the transmitter.  

Code synchronization mainly consists of two parts, which are code acquisition and code tracking. 

During the code acquisition phase, the phase difference between the pseudo-random code generated by 

the digital receiver and the received pseudo-random code needs to be checked against a  

certain threshold value. The threshold value is usually set as the minimum chip width, which is less 

than half the pseudo-random code. The code acquisition method can be generally classified into serial 

acquisition, parallel acquisition, multi-channel correlation acquisition, matched filter code  

acquisition etc. However, traditional serial acquisition methods based on correlation do not perform 

will in code acquisition loops based on Binary Phase Shift Keying (BPSK) modulation and 

demodulation. Although these methods can perform code acquisition, their capture efficiency is too 

low. The main problem of traditional serial code acquisition methods can be summarized as below: 

Because of the unreasonable data acquisition time signals transmitted by DSSS transmitters may not be 

accurately restored by the corresponding DSSS receiver. The data acquisition time is defined as the 

time points at which the code acquisition module of DSSS receiver collects the data points of the 

received signal.  

In order to deal with the problems of traditional serial code acquisition, and improve the 

performance of code acquisition in practical engineering applications, we improved on the traditional 

serial code acquisition method by proposing a novel serial code acquisition method based on segment 

correlation. When using our proposed serial code acquisition, DSSS receivers can restore the signals 

transmitted by DSSS transmitter accurately, both in the time and the frequency domain. The code 

acquisition method, which is based on segment correlation, is summarized as follows: We partition 

each acquisition time interval into shorter time periods. We then apply a correlation operation between 

the segmented data contained within each of these time periods. After the correlation operation, we 

convert the results into absolute values and add them. The accumulated value is considered to be the 

final code acquisition value of each acquisition time interval. This proposed code acquisition method 

effectively solves the informational misjudgment caused by the unreasonable data acquisition time. 
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This paper focuses on the implementation of the DSSS transceiver based on the proposed code 

acquisition algorithm. The main contributions of this paper are summarized as follows: 

(1). A novel serial code acquisition method based on segment correlation is proposed, which effectively 

solves the informational misjudgment caused by the unreasonable data acquisition time.  

(2). An overall communication DSSS transceiver system solution based on the proposed novel code 

acquisition is introduced. 

(3). The function of the different modules of the DSSS transceiver based on the proposed code 

synchronization algorithm was verified through MATLAB simulations. The tested modules 

include M-sequence, BPSK modulation, BPSK demodulation, Numerically Controlled 

Oscillator (NCO), low pass filter, carrier synchronization and code synchronization. 

(4). The verified modules were then simulated using Verilog language in order to load each module 

codes to a FPGA system and then verify the overall system’s functionality. The general 

implementation of the DSSS transceiver can be summarized as below: the DSSS transmitter and 

receiver are both linked with a computer through a serial port line. The computer transmits 

signals through the digital transmitter using Com Wizard. Signals are transmitted to the digital 

receiver after SPSP and modulation. Then the received signals are restored through 

demodulation, carrier and code synchronization. The restored signals are conveyed to the 

computer, which is linked with the digital receiver. Hence, we can verify whether the original 

signal is restored by the computer. In this manner, the feasibility of our proposed code 

synchronization algorithm was confirmed through the implementation of the DSSS transceiver 

on FPGA.  

(5). For the purposes of this paper, a PCB layout was also designed and physically constructed. 

(6). The digital DSSS transceiver’s behavior was also analyzed through the use of Signaltap II. 

The rest of this paper is organized as follows: the overall communication solution is proposed in 

Section 2. In Section 3, we describe the code synchronization algorithm based on segment correlation. 

Modules simulation via MATLAB is presented in Section 4. In Section 5, we describe the 

implementation of the DSSS transceiver based on the proposed code synchronization algorithm on 

FPGA. In Section 5, we conclude this paper. 

2. Overall Communication Solution of DSSS Transceiver 

This section describes several core modules of the DSSS transceiver, namely the spreading code 

module, the modulation and demodulation modules and the carrier synchronization module. 

2.1. Spreading Code  

M-sequence has an excellent autocorrelation property while it is also easy to generate, replicate and 

control. M-sequence also has a certain independent address number and a quite long sequence period. 

It is usually used as the spreading code in SPSP Communication [9]. M-sequence is the longest linear 

shifting register sequence, and is generated by a feedback shift register. The cycle of the m 

pseudorandom sequence generator used in this paper is 1023. Equation (1) is the polynomial of the  

M-sequence whose cycle is 1023. The M-sequence generator used in this paper is shown in Figure 1. 
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Figure 1. M-sequence generator. 

2.2. Modulation and Demodulation  

The BPSK modulation and demodulation technique is used in this paper. BPSK has some 

advantages, such as high spectrum efficiency, strong anti-interference properties, good spectral 

characteristics, quick transmissibility and others. BPSK uses the 0 s and 1 s of the digital signal to 

switch between a 0 and π  phase of the carrier signal [10–13]. Equation (2) is the time-domain 

expression of the BPSK signal. 
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where na  denotes a bipolar sequence, whose statistic characteristic values are 1 and −1. iw  denotes the 

carrier frequency. bT  denotes the binary symbol interval. iθ  is the initial phase of the carrier. ( )Tg t  

denotes a single rectangle pulse, whose pulse width is bT . ( )Tg t  has raised cosine characteristics. 

In this paper, as the selection method to generate the BPSK signal we used the baseband signal to 

control a switching circuit to select the input signal. The input signal of the switching circuit is two  

co-frequency carriers whose phase difference is π . Figure 2 shows the block diagram of our BPSK 

modulation module: 
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Figure 2. Block diagram of Binary Phase Shift Keying (BPSK) modulation. 

Coherent demodulation and incoherent demodulation are two common demodulation methods. 

Coherent demodulation has great advantages with regard to threshold detection, output signal to noise 

ratio, error rate and others, and is the method used in this paper. The block diagram of the BPSK 

demodulation module is shown in Figure 3.  
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Figure 3. Block diagram of BPSK demodulation. 

2.3. Carrier Synchronization  

The Costas loop synchronization method is used in the carrier synchronization module [14]. Coatas 

loop synchronization belongs to the direct methods [15]. Compared to the pilot carrier method, direct 

method can extract the carrier from the signals without a pilot signal. Direct methods can achieve 

carrier synchronization using the modulated signal as an input. Direct methods not only save resources 

but are also very useful in cases of limited spectrum resources [16]. The block diagram of the Costas 

loop is shown in Figure 4. The process of the Costas loop can be expressed mathematically as follows: 
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Figure 4. Block diagram of the Costas loop. 

Let us define the input signal of the Costas loop as ( )cosm t tφ , where ( )m t  denotes the baseband 

signal, and ϕ  denotes the angular frequency of the carrier of the transmitter. Hence, the signals of the 

orthorhombic channel I and channel Q can be expressed as Equations (3) and (4), respectively: 

( ) cos( θ)I t tφ= +  (3)

( ) sin( θ)Q t tφ= +  (4)

The phase difference between the local carrier signal and the input modulated signal is φ . Hence, 

we obtain Equations (5) and (6). 

( ) [ ]1
( )cos cos( φ) ( ) cosφ cos(2 φ)

2IL t m t t t m t tφ φ φ= × + = + +  (5)

[ ]1
( ) ( )cos sin( φ) ( ) sinφ sin(2 φ)

2QL t m t t t m t tφ φ φ= × + = + +  (6)

Equations (7) and (8) are obtained after ( )IL t  and ( )QL t  go through the low-pass filter: 
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We then multiply 1( )L t  by 2 ( )L t  to find the error signal, which is expressed by Equation (9): 

2
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From the above equations, we see that the local NCO control signal will control the frequency and 

phase of NCO until the carrier loop is in synchronization [17]. The carrier signal can then be extracted 

by tracking the frequency and phase of the transmitter.  

3. Code Synchronization Algorithm Based on the Segment Correlation 

First, the overall design scheme and block diagram of the code synchronization module are 

described in this section. Then code acquisition is described in detail, while existing problems of 

traditional series code acquisition methods are pointed out and corrected, and a novel series code 

acquisition method based on the segment correlation is implemented. Finally, the code tracking 

module is described. 

3.1. Overall Design of the Code Synchronization Module 

The overall block diagram of the code synchronization module in the digital transceiver is shown in 

Figure 5. The workflow of the code synchronization process can be summarized as follows:  

(1). A correlation operation between the received signal and the carrier signal is applied by the 

correlator. 

(2). Then, the computed value is analyzed by the code acquisition module. The phase difference 

between the carrier signal generated by the local NCO and the carrier signal of the received 

signal will meet the design requirement after it passes through the code acquisition module. 

(3). Tracking operation and adjustment will be performed. The phase difference between the local 

carrier signal and the carrier of the received signal is further decreased during the tracking 

process by adjusting the clock of the local code generator step by step [18]. 
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Figure 5. Block diagram of the code synchronization module. 
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The code acquisition module and the code tracking module are the two main components of the code 

synchronization module. The main work of our paper is to propose a novel code acquisition algorithm. 

3.2. Design of the Code Acquisition Module 

The block diagram of the acquisition loop of the receiver is shown in Figure 6. The acquisition 

judgment circuit is the core component of the acquisition loop. The serial acquisition method is used in 

the acquisition judgment module. The serial acquisition method is well used in situations where the 

cycle of the carrier signal is short. However, some problems occur when the cycle of the carrier signal 

is too long. Specific analyses of various such scenarios are described as follows: 

Situation 1: the carrier signal is not inverted after BPSK demodulation. In our case, the word “inverted” 

means that positive carrier signals before BPSK demodulation turn into negative carrier signals after BPSK 

demodulation. The signal waveform of such a situation is shown in Figure 7. After the correlation 

accumulation operation, the output signal is positive peak-to-peak. Acquisition judgment methods can 

succeed in such cases, i.e. carrier signals can be correctly restored after BPSK demodulation. 
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Figure 6. The block diagram of the acquisition loop of the receiver. 

 

Figure 7. Carrier signal example indicative of the first situation. 
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Figure 8. Carrier signal example indicative of the second situation. 

 

Figure 9. Carrier Signal of the third situation. 

Situation 2: the carrier signal is inverted after BPSK demodulation, while the data acquisition time 

of the correlative accumulation is reasonable. A sample signal waveform of such a situation is shown 

in Figure 8. After the correlation accumulation operation, the output signal is negative peak-to-peak. 

Acquisition judgments also can succeed in such situations. 

Situation 3: the carrier signal is inverted after BPSK demodulation, but the data acquisition time of 

the correlative accumulation is not reasonable. This situation is shown in Figure 9. In this situation, 

although the signal is acquired, the value after accumulation is far less than the threshold value which 

we have set and erroneous judgment occurs.  

Hence, to avoid unsuccessful acquisitions, a novel serial acquisition algorithm based on segment 

correlation is proposed.  

Unlike traditional code acquisition algorithms, our proposed acquisition algorithm is based on 

correlation that is performed after partitioning each acquisition time interval into smaller segments. 

Then, a correlation operation is performed between acquisition data for each such segment. After the 
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correlation operation, the absolute values of the obtained correlation operation results of segment are 

summed. The accumulated value is used as the final code acquisition value of each acquisition time 

interval. The block diagram of the proposed serial acquisition algorithm is shown in Figure 10. In the 

proposed serial acquisition algorithm, the absolute value of the results obtained after the correlation 

operation are the peak-to-peak values in each time segment. Peak-to-peak values will be acquired by 

adding the peak-to-peak values in each segment of the acquisition time interval. In this manner, 

erroneous judgments are avoided and, hence, the capturing efficiency is improved. 
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Figure 10. Block diagram of the proposed serial acquisition algorithm. 

3.3. Code Tracking 

The block diagram of code tracking loop module used in this paper, which is based on a  

delay-locked loop, is shown in Figure 11. Its main components are the code tracking loop 

discriminator and loop filter. 

The algorithm of the discriminator can be expressed through Equation 10: 
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 (10)

where, 2 2= ES ESE I Q  +  and 2 2= LS LSL I Q  + . 
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Figure 11. Block diagram of code tracking loop module. 
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The loop filter plays an important role in the code tracking loop. Compared with a first-order or a 

third-order loop filter, a second-order loop filter has many advantages, such as: the frequency deviation 

is constant; the zero-frequency gain is infinite; its stability is very good it is also easy to implement. 

This paper adopts a second-order loop filter solution, the frequency domain model of which is shown 

in Figure 12. 1−z  denotes the unit delay of the integrator. 

1C

2C

⊕ ⊕
1−Z

Input Output

 

Figure 12. The frequency domain model of the second-order digital loop filter. 

4. Simulation 

In this section, the simulations of the M-sequence, the BPSK modulation, the NCO module, the 

low-pass filter, the carrier synchronization, and the code synchronization modules of the DSSS 

transceiver, based on the proposed code synchronization algorithm, are presented, in order to 

demonstrate the role of each of the different modules and prove the advantages of our approach.  

4.1. M-Sequence Module 

An M-sequence is first generated by a shift register. The Matlab-generated simulation result of the 

M-sequence module is shown in Figure 13. 

 

Figure 13. The simulation result of the M-sequence module. 

4.2. BPSK Modulation 

We then multiply a baseband signal by the M-sequence to get SPSP. The simulation result, as 

obtained using Matlab, is shown in Figure 14. 
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The SPSP sequence will be obtained after the baseband signal has been spread. BPSK modulation is 

then performed by passing the SPSP sequence through a modulator. The simulation result of the BPSK 

modulation is shown in Figure 15. 

 

Figure 14. Simulation result of Spread Spectrum (SPSP). 

 

Figure 15. The simulation result of BPSK modulation. 
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Figure 16. Simulation result of demodulated waveform. 

After spreading the spectrum and modulating the baseband signal, we transmit it and demodulate 

the waveform to verify whether we can recover the original SPSP waveform correctly. The 

demodulated waveform is shown in Figure 16, from which we see that the demodulated waveform is 

as same as our initial one shown in Figure 14.  

4.3. NCO Module 

The purpose of the NCO module is to generate two mutually orthogonal signals. The technological 

basis of NCO is Direct Digital Synthesizer (DDS) technology [19–21]. The simulation result of the 

NCO module output is shown in Figure 17. 

 

Figure 17. Simulation result of NCO. 
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4.4. Low-Pass Filter 

From Figure 17, we can see that there are many harmonic components, which do not meet our 

design requirements. The signals that we want to obtain are zero medium frequency signals. Hence, we 

need to process the mixed signal effectively, which implies using a low-pass filter. The low-pass filter 

in this paper is implemented through an integration and accumulation manner. The main function of 

the low-pass filter is to filter high frequency components. The simulation result of the low-pass filter 

for the mixing output of Figure 16 is shown in Figure 18. 

 

Figure 18. Simulation result of low-pass filter. 

4.5. Carrier Synchronization 

The carrier synchronization module used in our system is based on the Costas loop. In this module, 

the carrier loop phase detector constitutes an important component, as it is used to compare  

phases [22]. This paper uses CORDIC algorithm to implement an arc tangent phase detector [23,24]. 

The simulation result of the phase detector is shown in Figure 19, from which we can see that at the 

beginning of loop, a phase difference exists, but the output value of the phase detector will tend 

towards 0 as the carrier approaches synchronization.  

 

Figure 19. Simulation result of phase detector. 
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The simulation result of the carrier loop is shown in Figure 20. In this figure, we can see that high 

frequency components have been filtered and that the baseband signal will be obtained after the 

received signal is demodulated. 

 

Figure 20. Simulation result of carrier loop. 

4.6. Code Acquisition 

The purpose of the code acquisition simulation is to verify the theoretical feasibility of code 

acquisition loop. In this simulation, two M-sequences whose phases are different are first generated. 

These two M-sequences have same cycle. Following the circular method, we slide one M-sequence as 

a correlative operation is conducted among the points in one fixed cycle during slide process. Then, we 

sum the values which are the result of the correlative operation. Given the autocorrelation properties of 

M-sequences, peak values will appear when the phase difference of these two M-sequences meets the code 

acquisition requirement; otherwise, near-zero values will appear. The simulation result of code acquisition 

is shown in Figure 21, which shows peak values when the phase difference between two M-sequences 

meets the code acquisition requirement. Otherwise, the output values remain at very low levels. 

 

Figure 21. Simulation result of code acquisition. 
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4.7. Code Tracking 

The code acquisition loop provides rough synchronization while the code tracking module gives us 

subtle synchronization. Code tracking cannot change the timer of the code generator significantly, but 

does so step by step according to the effect of the phase detector and the loop filter to achieve the end 

goal [25]. The simulation result of the code tracking module is shown in Figure 22. 

From Figure 22, we can see that the phase difference decreases with successive loop iterations and 

slowly converges to zero, which illustrates that the phase difference between two sequences are 

decreasing step-wise. The output of the loop filter changes with the output of phase difference. 

Besides, we can see that the output of loop filter is comparatively high when the phase difference is 

comparative big, which leads to the significant adjustment of the overall loop. Accordingly, the output 

of the loop filter is comparatively small when the phase difference small, and is equal to zero when 

there is no phase difference. 

 

Figure 22. Simulation result of code tracking. 

4.8. Code Synchronization 

The simulation of overall code synchronization combines code acquisition and code tracking, 

demodulation of the modulated baseband signal through code synchronization, and restoration of the 

baseband signal. The simulation result of overall code synchronization is shown in Figure 23, which 

shows that the demodulated baseband signal is chaotic when the signal is not synchronized and 

correctly restored when the signal is synchronized. Hence, we see that the DSSS receiver restores the 

signals transmitted by the transmitter accurately with regard to both time and frequency, based on our 

proposed serial code acquisition. 
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Figure 23. Simulation of code synchronization. 

5. FPGA Implementation 

The PCB design and manufacturing of the hardware platform of the proposed DSSS software 

transceiver are described in this section. The specific FPGA implementation of the carrier 

synchronization module, the code acquisition module, the code tracking module are also presented 

here, along with the implementation of the transmitter and receiver. The full software-based DSSS 

transceiver design was thus hardware tested on this platform, and its correctness and feasibility were 

verified through the demonstration of a communications’ channel between two PCs.  

5.1. PCB Design and Manufacture of the DSSS Transceiver System  

Altium Designer software was used to design PCB in this paper. The main circuits of the DSSS 

transceiver consist of the following: FPGA core, clock, power, reset, A/D and D/A. A schematic was 

designed based on these circuits, and then converted to a PCB diagram. Our PCB design uses a  

double-layer structure and can meet high speed requirements. In addition, it was designed for the 

maximal suppression of electromagnetic compatibility and crosstalk. Finally, the designed PCB board 

is welded. The Physical map of the hardware platform is shown in Figure 24. 
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Figure 24. The Physical map of the hardware platform. 

5.2. FPGA Implementation of the Carrier Synchronization Module 

The filter, module, phase discrimination, integral accumulation and NCO modules are the main 

modules of the carrier loop in our FPGA implementation. The overall FPGA framework of the carrier 

synchronization module is shown in Figure 25. After integrating and adjusting the above modules, we 

used the logic analyzer of Quartus II for debugging. The signal waveform obtained from the logic 

analyzer is shown in Figure 26. From fil_cos and fil_sin in Figure 26, we see that the baseband signal 

has been restored, which shows that the FPGA implementation of the carrier synchronization module 

was for the most part successful. 

 

 

Figure 25. The overall FPGA framework of the carrier synchronization module. 
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Figure 26. The waveform of carrier loop synchronization. 

5.3. FPGA Implementation of the Code Acquisition Module 

The FPGA implementation of the code acquisition module is shown in Figure 27. The module 

consists of the correlator, operation and judgment modules. The yihuo_mult module in Figure 27 is the 

correlator module. The main function of correlator module is to multiply local PN code by received 

signal. The integer_capture module in Figure 27 is the operation module. The functions of the 

operation module are summarized as follows: 
(1). Segmental integration of the output values of the correlator module. 

(2). Acquisition of the absolute values of the segmental integrated values. 

(3). Summation of all the absolute values in one cycle. 

(4). Threshold judgment of the final added values to judge whether the k and the s signal have  

been acquired. 

Judge module in Figure 27 is the judgment module. The main function of the judgment module is to 

judge whether the code acquisition is successful given the values of the k and s signals. G_out = 1 

when the code acquisition is successful, in which case the code tracking loop can be initialized. 
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Figure 27. The top-level design of the code acquisition module. 

After creating the FPGA code of the code acquisition module, a timing simulation of the 

programmed FPGA circuit was conducted. The simulation result is shown in Figure 28. The m_out 

signal in Figure 28 is the local PN sequence. m_out3 is the simulative received PN code sequences. k 

is the flag of unsuccessful acquisition. s is the flag of successful acquisition. When m_out and m_out3 

are show that acquisition has been unsuccessful, the output of k is a high level signal while the output 

of s is a low level signal after one computing cycle. When m_out and m_out3 are acquired in phase, 

the output of k is a low level signal while the output of s is a high level signal after one computing 

cycle. These results confirm the proper function of our FPGA design for the code acquisition module.  

 

Figure 28. Timing simulation of the code acquisition module. 

After the timing simulation, the code acquisition module was debugged with the use of SignalTap II. 

The debugging result is shown in Figure 29. m2 is the local PN code signal generated by the receiver. 

cos_out is the received PN code signal. G_out16 is the successful flag of code acquisition. From  

Figure 29, we can see that the output of G_out16 is at the high level when the phase difference between 

the local PN code signal and the received PN code signal is less than the minimum chip width. 

 

Figure 29. The waveform of the code acquisition module. 

From the figure, we also see that the proposed improved code acquisition loop system implements 

the function of the code acquisition module successfully. 
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5.4. FPGA Implementation of the Code Tracking Module 

The FPGA module of the code tracking loop is shown in Figure 30. The main code tracking loop 

contains the module for the absolute value operation, along with the correlator, integrator, error 

detector and the loop filter modules. yihuo_mult in Figure 30 is the correlator module, integer_track is 

the integrator module, jueduizhi is the operation module for obtaining the absolute values, while 

error_detect is the error detection module. The main function of the error detector module is to 

calculate the corresponding phase difference according to the correlation cumulative sum of the 

anticipated code and lag code between received code and local PN code. In addition, codeloopfilter in  

Figure 30 is the loop filter module. The function of this module is to control and adjust the clock of the 

local PN code generator according to the output error value of the error detection module. 

 

 

Figure 30. The top-level design of the code tracking module. 

After Verilog coding, a timing simulation of the code tracking module was conducted, the results of 

which are shown in Figure 31. m1 and m2 are two PN code signals which have different phase. DF is the 

output value of the loop filter. Code tracking is successful when the error of the phase difference between 

the two signal channels is very small. At that moment, the output value of the loop filter is zero.  

The result of the system debugging of the code tracking module is shown in Figure 32. filter_out is 

the synchronized version of the received signal. cos_out signal is the adjusted filter_out signal, while 

m2 is the local PN code signal. filter_loop signal is the output value of the loop filter. From Figure 32, 

we can see that the output of the loop filter is zero when the local PN code signal tracks the received 

PN code signal, which verifies the design of the code tracking module.  
In summary, the code synchronization system meets the requirements of the digital transceiver.  
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Figure 31. Timing simulation result of the code tracking module. 

 

Figure 32. The waveform of the code tracking module. 

5.5. FPGA Implementation of Transmitter 

The top-level FPGA design of the DSSS transmitter is shown in Figure 33. It mainly contains four 

modules, which are PLL 280, kuopin, NCO BPSK and DAC out. PLL 280 is the SPSP module and is 

implemented by the SPSP function of Quartus II. The main function of PLL 280 is to generate a 

systematic clock according to the real system’s requirements. kuopin is the BPSK SPSP module. The 

main function of kuopin is to make the baseband signal correlate with the local PN code, and then 

obtain the necessary SPSP code. NCO BPSK is the modulation module, the main function of which is 

to complete BPSK demodulation. DAC out is the driver module of D/A. The main function of DAC 

out is to send the modulated digital signal to the D/A converter. 

 

Figure 33. The top-level design of the Direct Sequence Spread Spectrum (DSSS) transmitter. 
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5.6. FPGA Implementation of Receiver 

The receiver system is to implement the carrier synchronization loop and the code synchronization 

loop. The FPGA top-level design of the DSSS receiver is shown in Figure 34. From this figure, we can 

see that FPGA receiver contains AD Ctrl, SDRrec Carrytongbu, Capture, Track and Txuart. 

 

 

Figure 34. The top-level design of DSSS receiver. 

AD Ctrl is the driver module of the A/D chip. The main function of AD Ctrl is to control the A/D 

chip, transform the received analog signal into a digital signal, and then load the digital signal to the 

FPGA. SDRrec Carrytongbu is the carrier synchronization module. Its main function is to load the 

programmed carrier codes to the FPGA platform. CAPTURE and TRACK are the code acquisition 

module and code tracking module, respectively. The function of CAPTURE and TRACK are to load 

the programmed code synchronization module to the FPGA platform. TXUART is the serial port 

driver module and its function is to transmit the restored original baseband signal to the PC through the 

serial port. The transmitted information can then be analyzed using PC software. 

5.7. Overall Experiment and Demonstration of DSSS Transceiver 

First, the DSSS transmitter and receiver are linked by coaxial-cable. Then, the DSSS transmitter and 

receiver are each linked with a PC using a serial port line. Using Com Wizard, the PC supplies 

information to the digital transmitter; this information is transmitted to the digital receiver after SPSP 
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and modulation. Then, the signal captured by the digital receiver is restored through demodulation, 

carrier synchronization and code synchronization. The restored signal is transmitted to the PC, which is 

linked with the digital receiver. Hence, we can verify whether the original information is restored from 

receiver PC. The test setup of the DSSS transceiver is shown in Figure 35, from which we see that the 

software transceiver is working normally. The signal transmitted form digital transmitter was correctly 

restored by the digital receiver. The above tests are sufficient to demonstrate the correctness of the 

designed DSSS software transceiver and the reliability of the proposed code synchronization algorithm. 

 

Figure 35. The test setup of the DSSS transceiver. 

6. Conclusions  

In this paper, a serial code acquisition method based on segment correlation is proposed. The 

proposed code synchronization algorithm can deal with misjudgment caused by the unreasonable data 

acquisition time effectively. An overall communication system based on the proposed code 

synchronization algorithm is presented. The M-sequence, BPSK modulation and demodulation, NCO, 

low-pass filter, carrier synchronization and code synchronization modules were simulated using 

Matlab. Simulation results show the feasibility of the DSSS transceiver based on the proposed code 

synchronization algorithm. Each module was then coded and debugged using Verilog. Then, the 

relevant code was loaded on a FPGA system to verify the overall function of the DSSS transceiver. 

Finally, a PCB board was designed to verify the overall design.  
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