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Abstract: Efficient methodologies for mapping forest types in complicated mountain areas are essential
for the implementation of sustainable forest management practices and monitoring. Existing solutions
dedicated to forest-type mapping are primarily focused on supervised machine learning algorithms
(MLAs) using remote sensing time-series images. However, MLAs are challenged by complex and
problematic forest type compositions, lack of training data, loss of temporal data caused by clouds
obscuration, and selection of input feature sets for mountainous areas. The time-weighted dynamic
time warping (TWDTW) is a supervised classifier, an adaptation of the dynamic time warping
method for time series analysis for land cover classification. This study evaluates the performance
of the TWDTW method that uses a combination of Sentinel-2 and Landsat-8 time-series images
when applied to complicated mountain forest-type classifications in southern China with complex
topographic conditions and forest-type compositions. The classification outputs were compared
to those produced by MLAs, including random forest (RF) and support vector machine (SVM).
The results presented that the three forest-type maps obtained by TWDTW, RF, and SVM have high
consistency in spatial distribution. TWDTW outperformed SVM and RF with mean overall accuracy
and mean kappa coefficient of 93.81% and 0.93, respectively, followed by RF and SVM. Compared
with MLAs, TWDTW method achieved the higher classification accuracy than RF and SVM, with
even less training data. This proved the robustness and less sensitivities to training samples of the
TWDTW method when applied to mountain forest-type classifications.

Keywords: forest type; time-weighted dynamic time warping; random forest; support vector machine;
mountain area; southern China

1. Introduction

Mountain forests are vital for preventing soil erosion, protecting crops from wind and cold air,
and protecting settlements, roads, and farmland from landslides, avalanches, and floods [1]. Recently,
because of human activities, natural disasters, and climate change, different types of forests have been
destroyed at different degrees. Accurate forest-type maps are critical for monitoring and managing
forest resources in various regions [2,3]. For mountain areas, it is complicated to obtain the spatial
distribution and quantity information of forest types through human investigation due to complex
forest compositions and topographic conditions. Remote sensing technology provides unprecedented
support for forest-type mapping [4]. However, terrain fluctuations, cloud occlusions, and a lack of
reference data further increase the difficulty of forest-type classification in mountainous areas using
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remote sensing technology [5]. Therefore, it is necessary to explore effective methods to extract explicit
and detailed information of forest types in complex mountain areas.

Since the 1970s, many studies have been focused on how remote sensing could contribute to forest
mapping [6–20]. However, owing to the unique geographical environments and biological distribution
characteristics of forests, the “same object different spectrum” and “different object same spectrum”
phenomena generally exist in forest vegetation, which further complicate the application of remote
sensing for forest-type classification [21]. Scholars have proposed various solutions, among of them,
there is evidence that time-series data offer improvements over forest-type mapping in complex and
mountainous areas. For example, Grabska et al. [22] produced a forest stand species map for the
northern part of the Carpathian Mountains using Sentinel-2 time-series data and confirmed that using
these data rather than single-data significantly improved forest-species mapping. Pasquarella et al. [23]
classified forest types for western Massachusetts with complex topography using the Landsat time-series
data, verifying that using time-series data outperformed individual data or multi-date combinations.
Zhu and Liu [24] mapped detailed forest types using dense Landsat time series and revealed that
using Landsat time series can significantly improve the accuracy of forest-type mapping compared
with a single image. Cheng et al. [25] took Qinling Mountains in China as an example, and proved the
potential application of Sentinel-2 time series data for forest-type classification.

Regarding classification algorithms, non-parametric classifiers, such as machine-learning
algorithms (MLAs), have been proven to perform well in forest-type classifications in mountainous
areas because they can accurately classify natural land cover types [26,27]. The assumption that
the data are normally distributed is not necessary with MLAs, which makes it possible to include
non-spectral ancillary data in the classification process [28]. Therefore, there are forest cover studies for
mountain regions that have used MLAs, such as supervised decision trees [29], logistic regression [30],
maximum likelihood [31], spectral unmixing [32], and random forest (RF) [33]. Of these MLAs, RF is
an exceptionally flexible ensemble learning method that has been gaining attention in forest-type
classifications [34]. Because RF can effectively handle high-dimensional, noisy, and multi-source datasets
without over-fitting and achieve higher classification accuracy than other well-known classifiers, such
as support vector machines (SVM) and maximum likelihood [33–36]. However, forest-type mapping
based on these methods is challenged by the (1) lack of samples used to train the supervised algorithm,
especially for inaccessible steep mountainous areas; (2) dimensionality problems caused by a large
input feature set; (3) loss of temporal data caused by cloud obscuration; and (4) change in phenological
cycles caused by climate variations in a mountainous area.

Dynamic time warping (DTW) [37] has been recognized as an efficient solution to handle above
challenges [38,39]. Maus et al. [40] proposed a time-weighted version of the DTW method (TWDTW)
capable of classifying crops with various vegetation dynamics. TWDTW analysis was also proved
an effective method in identifying a single forest and pasture from the enhanced vegetation index
(EVI) derived from MODIS data [40]. However, for forest-type classification in mountain areas,
the performance of the TWDTW algorithm and its comparison with other MLAs have not been
explored. The objective of this study is to evaluate the performance of TWDTW and MLAs for
forest-type classifications in mountainous regions with complex topography based on available
Sentinel-2 and Landsat-8 time-series images. Specifically, the performances of the TWDTW, RF,
and SVM methods and their sensitivities to the number of training data have been evaluated for
mountain regions with complex topographies located in southern China.

2. Materials and Methods

2.1. Study Area

The study area is situated in Hunan Province of southern China, at 26◦40′2′′ N–27◦9′13′′ N,
109◦26′00′′ E–110◦8′40′′ E (Figure 1), covering 3810.63 km2 with a complex mountain topography.
There are various landforms, such as mountain plains, hills, ridges, and synclinal valleys. The elevation
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is between 200 m and 2000 m, and the topographic slope generally ranges from 36◦ to 50◦, the maximum
of which reached 60◦, forming a complex terrain with thousands of peaks and gullies, most of which
are steep slopes and cliffs above 45◦ [41]. The area belongs to a humid subtropical mountain climate
with average annual temperatures between 14.2 ◦C and 16.4 ◦C and average annual precipitation of
1365.9 mm. The three-dimensional climate features in the study area are evident, and the microclimate
effect is significant. The region contains one of the most abundant forest resources in Hunan Province
and has various forest types (e.g., fruit forests, oil-yielding trees, and Chinese fir plantations, among
others). The area is also the transition zone from the evergreen broad-leaved forests in the hilly
mountains of eastern China to the dark coniferous forests in the northwestern alpine plateau.
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blue bands) from Sentinel-2.

2.2. Data Sets

2.2.1. Remote Sensing Images

The images used include Sentinel-2 and Landsat-8 time-series data. All images were selected
from 2016 to 2018 with <10% cloud cover. For Sentinel-2, the top of atmosphere (TOA) reflectance
satellite data were selected, and the input bands included Band1 (coastal aerosol), QA60, blue, green,
red, near-infrared, and bitmask (containing cloud mask information) bands. For Landsat-8, the surface
reflectance products were used directly, and the input bands included the pixel quality attributes, blue,
green, red, and near-infrared bands.

2.2.2. Training and Validation Samples

Reference samples were acquired from a forest inventory map produced in 2008 from the
China Forest Science Data Center (CFSDC) (http://www.cfsdc.org/), which was created by artificial
investigation and could represent ground truth [4]. In order to determine whether the forest type in the
study area has been changed, firstly, a Google Earth Engine-based implementation of the Continuous
Degradation Detection (CODED) algorithm [42] was used to identify stable area based on the Landsat
data. Then reference samples were manually outlined from the unchanged area in forest inventory

http://www.cfsdc.org/
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map. Therefore, the samples extracted basically can be regarded as ground truth information [4].
The reference data were divided into two parts based on the polygon IDs for training and validation,
respectively, and 50% of the reference data were randomly selected from each class as training data,
while the remaining data were used for accuracy validation. We use ArcGIS 10.4 software to convert
polygons into points to form the training and verification data set. The number of samples for training
and validation is listed in Table 1.

Table 1. Number of training and validation samples for each forest type

Forest Type Abbreviation Training Validation

Other evergreen trees OEF 60 60
Other deciduous trees ODF 71 71
Shrub SHR 80 80
Fruit tree FT 75 75
Chinese fir plantation CFP 67 67
Pine and cypress PC 73 73
Oil-yielding tree OYT 57 57
Non-forest Non 50 50

2.3. Methodology

The methodological workflow (Figure 2) consisted of the following steps: (1) preprocessing,
which involved the identification and masking of clouds, cirrus, and aerosols [25], image composition,
and Normalized Difference Vegetation Index (NDVI) time-series creation; (2) classification in which
TWDTW, RF, and SVM were used to map the target classes; and (3) comparison and evaluation in
which the forest-type maps obtained by TWDTW, RF, and SVM were compared in terms of spatial
identification and quantity, and the classification accuracy of each method was assessed.
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2.3.1. Preprocessing

The preprocessing step consisted of three parts, which were all processed in Google Earth Engine
(GEE) using Javascript:

1. Cloud mask. For Landsat-8, “cloud shadows” (bit 3), “clouds” (bit 5), medium–high “cloud
confidence” (bits 6–7), and medium–high “cirrus confidence” (Landsat-8 only, bits 8–9) were
masked using the pixel quality attributes band. For Sentinel, Sentinel-2 Band QA60 was used to
identify and mask flagged cloud and cirrus pixels. The remaining cloud and aerosols were then
identified using an aerosol band (Band 1) and were likewise masked. The latter was accomplished
using a threshold of Band 1 ≥ 1500.
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2. Image composition. The method described by [43] was used to composite a new image, which
includes topographic corrections and image composition. The images from the same month were
used to composite an image to obtain time-series images for the study area. Sentinel-2 data were
used, and if for a specific month (e.g., June), an image covering the study area using Sentinel-2
could not be obtained, Landsat-8 data from the same month between 2016 and 2018 were used to
compose the image. To ensure the consistency in spatial resolution for Landsat-8 and Sentinel-2,
the all bands used for Landsat-8 were resampled to the same spatial resolution to Sentinel-2
(10 m). Finally, 12 images with only visible blue, green, red, and near-infrared bands for the study
area with 10 m spatial resolution were generated, as shown in Figure 3.

3. NDVI time series creation. The NDVI was used to extract temporal patterns. This index is regarded
as an appropriate spectral indicator of vegetation activity and phenological characteristics and a
powerful and phenology-based method to carry out vegetation-cover classification at regional
and global scales [29,44–46]. The NDVI has been generated from the red and near-infrared bands:

NDVI =
ρNIR − ρRED

ρNIR + ρRED
(1)
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2.3.2. Classification

TWDTW was used to extract forest types, and two MLAs for classification—RF and SVM—were
employed as comparisons with the results of the TWDTW algorithm.

1. Time-Weighted Dynamic Time Warping
TWDTW is based on the DTW method, which was originally proposed for speech recognition [37].

DTW is flexible to handle irregular sampling and out-of-phase time series and has achieved significant
results in time-series analyses [47–50]. DTW works by comparing the similarity between temporal
sequences and finds their optimal alignment, resulting in a dissimilarity measure [37,47]. For remote
sensing, DTW can handle temporal distortions and compare shifted evolution profiles and irregular
sampling because of its ability to align radiometric profiles optimally [51]. However, DTW disregards
the temporal range when finding the best alignment between two time series [40]. TWDTW was
developed by adding a time constraint to DTW to classify various land-cover types and has significantly
improved the accuracy of DTW. The TWDTW method was implemented in the R (v3.4.4) package
dtwSat v0.2.5 (São José dos Campos, Brazil) [40,52].

The classification process consists of two main steps:
Temporal pattern extraction. The temporal patterns of forest type had been extracted by using

the pixel-based stack of NDVI datasets obtained from the time-series images and training samples.
The function dtwSat::createPatterns [52] in the package was used to define the temporal patterns, which
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can create a smooth temporal pattern of the NDVI using the Generalized Additive Model (GAM)
method [53]. The sampling frequency of the output patterns was set to 5 days.

Time-series image classification. A logistic TWDTW was implemented based on the R package
“dtwSat” [52], which has a low penalty for small time warps and significant costs for large time
warps [40,51]. Time warps are the inconsistency between the NDVI temporal pattern of the forest types
to be classified and the created NDVI temporal pattern [40]. The two key parameters α and β were set
to −0.1 and 50, as recommended in [40,51], thereby adding a time-weighted feature to the DTW, with a
low penalty for time warps smaller than 50 days and a higher penalty for larger time warps.

2. Random Forest
RF is an integrated learning method based on a decision tree, which is combined with many

ensemble regression or classification trees [54,55]. Its superiority is embodied in its relatively fast
training speed, and the performance optimization process improves the accuracy of the RF model [56].
In the current study, RF had been implemented based on the scikit-learn package, which is an
open-access data source and provides efficient machine learning tools in Python for data mining and
data analysis [57]. Two parameters were tuned for RF, namely the number of trees which would be
created by randomly selecting samples from the training samples (ntree parameter), and the number of
variables used for tree node splitting (mtry parameter). In all three study areas, the ntree parameter
was set to 1000 because previous studies had established that there is no increase in the number of
errors beyond the creation of 1000 classification trees from randomly selected samples [58]. Following
the RF classification results reported in previous studies and reviewed in Belgiu and Drăguţ [54]
and Gislason et al. [59], the mtry parameter was established as the square root of the number of the
available layers. Only the NDVI values computed from the time-series images and blue, green, red
and near-infrared bands were used as input variables in the RF classifier.

3. Support Vector Machine
SVM is a traditional and advanced statistical MLA that separates the classes by an optimal

decision hyperplane surface and obtains acceptable accuracy when classifying the remote-sensing
images [60]. SVM had been also implemented using scikit-learn package in Python, and it has three
parameters impacting the classification results, which are the kernel function (K), cost parameter (C),
and gamma parameter (G). For the K, a radial bias function (RBF) yielded high performance with
respect to convergence speed, robustness, and fewer parameter values to predefine [61]. The C tells
the SVM optimization how much to avoid misclassifying each training example. The G defines the
influence of a single training example. These two parameters were tuned with C = [10, 20, 30, 40, 50,
60, 70, 80, 90, 100] and G = [0.005, 0.01, 0.025, 0.05, 0.075, 0.1, 0.2, 0.3, 0.4, 0.5]. Finally, the RBF and the
adjusted parameters of C factor = 70 and G = 0.2 were used in this study because these parameters
provide the best results and high classification accuracy. The input variables in the SVM classifier are
the same as RF classifier.

2.3.3. Comparison and Evaluation

The forest-type maps obtained by TWDTW, RF, and SVM were compared for spatial distribution
and the area statistics of forest types. Then, these maps were evaluated for overall accuracy (OA) [62],
producer accuracy, user accuracy metrics, and kappa coefficient (KC) [63] using the validation data
available in Table 1.

3. Results

3.1. Classification Results

The forest-type maps obtained by TWDTW, RF, and SVM methods are presented in Figure 4a–c.
The forest-type area ratios were calculated and are shown in Figure 5. The spatial distributions of forest
types obtained by TWDTW, SVM, and RF are highly consistent. The spatial distributions of fruit trees
(FT), oil-yielding trees (OYT), pine and cypress trees (PC) and shrubs (SHR), other evergreen forests
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(OEF), and other deciduous forests (ODF) are primarily concentrated in the southwest, northeast,
middle, southeast, and northwest, respectively. TWDTW produced more CFP types, which are
primarily distributed in the north, while the maps of RF and SVM show a smaller amount of CFPs,
which are predominantly distributed in the southeast.

Figure 5 illustrates the details of the forest types, which indicates that TWDTW produced the
largest area of forest (90.70%), followed by RF (90.47%) and SVM (90.23%). TWDTW produced larger
areas of OEF and CFP compared with RF and SVM, while RF produced the largest area for ODF,
SHR, FT, and OYT. The PC area of SVM was the most substantial of the three methods. In addition,
PC comprised the largest portion of the research area, covering more than 20% of the total area,
as determined by all three methods, while the area of FT was the smallest. CFP has the maximum
difference determined by the three methods, among which TWDTW produced the largest area of CFP,
while SVM has the smallest area of CFP. The differences in the other types of areas are not significant.
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Figure 5. Area ratio (%) of forest types, where OEF represents other evergreen forests, ODF represents
other deciduous forests, SHR represents shrubs, FT represents fruit trees, CFP represent Chinese fir
plantations, PC represents pine and cypress trees, and OYT represents oil-yielding trees.

3.2. Evaluation

The TWDTW, RF, and SVM algorithms ran 10 times, and the mean overall accuracy (MOA) and
mean kappa coefficient (MKC) are presented in Table 2. Compared with RF and SVM, TWDTW
achieved the best results with MOA and MKC of 93.81% and 0.93, respectively, followed by RF with
MOA and MKC of 91.54% and 0.90, while SVM produced the lowest values of MOA (89.66%) and
MKC (0.88).

Table 2. Mean overall accuracy (MOA) and mean kappa coefficient (MKC) of TWDTW, RF, and SVM
applied to the test area.

Method MOA (%) MKC

TWDTW 93.81 (±0.003) 0.93 (±0.002)
RF 91.54 (±0.004) 0.90 (±0.005)

SVM 89.66 (±0.005) 0.88 (±0.006)

Table 2 also shows the variability in the TWDTW, RF, and SVM methods after 10 cycles. The OA
and KC of the TWDTW method exhibit a much smaller range of variability than the RF and SVM
methods, which are (±)0.003 and (±)0.002 respectively. In addition, RF achieved better classification
accuracy than SVM, but with the biggest range of variability.

Figure 6 presents the mean producer accuracy (MPA) and mean user accuracy (MUA) for TWDTW,
RF, and SVM methods after each had been run 10 times. TWDTW produced the highest MPA for FT
(94.81%), ODF (96.49%), and OYT (96.61%), compared with the RF and SVM methods. RF produced the
best MPA for OEF (86.67%) and SHR (94.59%) of the three methods. SVM only generated a better MPA
for CFP (92.06%) compared with the other two methods. For MUA, TWDTW performed substantially
better than RF and SVM in OEF, CFP, and OYT, especially for OEF and OYT, whose MUAs reached
100%. RF produced the highest MUA for SHR (87.50%) and ODF (93.33%), while SVM had not
generated obvious advantages for any of the forest types.
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Figure 6. Comparison of forest-type classification accuracy using TWDTW, RF, and SVM methods.

4. Discussion

4.1. Identification of Temporal Patterns

The NDVI time series data were used to identify temporal patterns for the forest types because it
was found to be sufficiently stable in permitting meaningful comparisons for seasonal and inter-annual
changes in vegetation growth and activity [64]. The various forest types available present distinct
temporal patterns (Figure 7), which reflect the unique growth trajectories of the forest types and
provide evidence for forest-type classification. OEF has its period of maximum growth in April
through December, and the NDVI began to decrease in December and reached the lowest value in
February. FT reached its period of maximum growth from June until late September and began to
decline near the end of September. SHR has two periods of maximum growth. The first is between
April and July, and the other is between October and November, which is distinct from other forest
types. This is probably because that SHR is one of the most abundant resources and has various
species [65]. ODF began growth in March and has the highest values of NDVI from June through
September. CFP reached its peak growing period NDVI in July and lasted until early December. PC
displayed a similar trend to OEF, but the overall values of NDVI are much smaller than those of OEF.
OYT reached the peak of NDVI in June, and the growing period lasted through early November.
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oil-yielding trees.

In previous studies, the NDVI time series data were applied successfully to temporal pattern
identification and classification of cropland. For example, Yan et al. [66] used the NDVI time series
derived from Landsat-8 images to determine the growth patterns of cropland and achieved automatic
cropland classifications using this pattern. Belgiu and Csillik [51] recently calculated the NDVI time
series of Sentinel-2, applied them to three different study areas, and performed temporal pattern
identification and classification of cropland. Therefore, this index was selected to study the temporal
pattern of forest types because forests are similar to cropland in that they both have seasonal change
characteristics. However, other vegetation indices have also been widely used and have achieved
satisfactory results for temporal pattern recognition of vegetation. For example, Manabe et al. [67]
studied the temporal patterns of cropland using EVI time-series data and achieved classification
based on the TWDTW method. Viana et al. [68] combined NDVI and normalized difference water
index (NDWI) and used them to identify the characteristics of land-cover types and developed land
cover maps. Because all vegetation indices could not be explored at this time, the current study was
limited to the NDVI. The results also demonstrated that the NDVI time series could reflect the growth
characteristics of the various forest types, and combined with the TWDTW algorithm, can attain the
classification of complex mountain forest types. It’s worth noting that we used two products with
different correction-level to construct the NDVI time series, which exists impact on identification of
true NDVI value. However, this will not affect the consistency of the time series pattern of NDVI. some
previous studies also mentioned that the atmospheric correction could not improve the classification
accuracy [69,70]. Therefore, this inconsistency of original data will not influence our classification
results. In addition, this study discussed the phenology pattern for each category, but, did not carry out
phenological pattern analysis at tree species level, which mainly due to the lack of detail data for tree
species. However, the method used in this study could provide reference for tree species identification
supported by the necessary tree species sample data.

4.2. Comparison of TWDTW, RF, and SMV Methods

The MPA and MUA in Figure 6 show the performance of TDWTW, RF, and SVM for the
discrimination of different forest types. TWDTW produced higher MPA and MUA for OYT (see
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Figure 6), while it produced lower MPA and MUA for SHR and OEF, which may be attributed to the
high intra-class spectral heterogeneity. In addition, RF acquired the second-best results and produced
the highest MPA and MPA for SHR. This result confirms the efficiency of the RF classifier for forest-type
mapping that had been reported in previous studies [33,71,72]. For the forest distribution of the three
maps (Figure 4), there is no significant difference overall, which establishes the effectiveness of all
three methods. However, there are some differences in the total area of the specific forest types among
the three methods. Compared with the other two methods, the total area of forest obtained by the
TWDTW algorithm is the largest. The most apparent difference is in the extraction of the Chinese fir
plantation (Figure 8). The TWDTW algorithm noticeably acquired more area, as shown in Figure 8,
followed by RF and SVM. Additionally, the evaluation results have specified that the MPA and MUA
of CFP were the highest, which indicates that the TWDTW algorithm can substantially capture more
variations in the growth patterns of the distinct types of forest and better differentiate the various forest
types in the case of limited training data.
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Figure 8. Comparison of forest-type maps in detail acquired by TWDTW, RF, and SVM.

All results have suggested that the TWDTW method is more suitable for forest-type classification
in mountainous areas. However, various mountainous areas may provide different results. Therefore,
another experiment was conducted for a different mountainous area. The obtained classification and
accuracy evaluation results are shown in Figure 9 and Table 3. Compared with the RF and SVM
methods, TWDTW still obtained the highest overall accuracy (93.44%) and kappa coefficient (0.92),
which is in accordance with the results of this study and demonstrates the robustness of the TWDTW
algorithm in mountain forest-type classifications.
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Table 3. Overall accuracy (OA) and kappa coefficient of TWDTW, RF, and SVM applied to another
test area.

Method OA (%) KC

TWDTW 93.44 0.92
RF 91.11 0.89

SVM 89.19 0.87

4.3. Sensitivity to the Number of Training Data

Three additional analyses were conducted to verify that TWDTW can produce more stable results
than RF and SVM with fewer training samples. Each experiment selected 1/2, 1/3, and 1/4 of the training
data from each category in Table 1 to rebuild the training set and used the validation data in Table 1
for validation and evaluation. The evaluation results are shown in Figure 10. TWDTW produced the
highest overall accuracies and kappa coefficients with a small number of training samples. As the
number of training data gradually decreased, the accuracy of the three methods also declined. However,
the accuracy of the TWDTW algorithm remained the highest, and its variability was smaller than
that of the RF and SVM algorithms. Previous studies have also reported that TWDTW has generated
classification results with higher accuracy for small training samples [55]. For RF and SVM, the overall
accuracies and kappa coefficients of the classification results were lower than those of TWDTW. This is
consistent with previous studies that MLAs have achieved less accurate results when a small number
of training samples is applied [51,73,74]. These findings provide evidence to use the TWDTW method
to classify forest types, especially for mountainous areas where abundant training samples cannot
be acquired. In addition, Petitjean et al. [50] reported that TWDTW also has the advantage of being
robust with irregular temporal sampling and the annual changes in vegetation phenological cycles.
This makes TWDTW flexible and valuable for forest-type classifications, especially in regions with
high meteorological variability.
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Figure 10. Overall accuracy (OA (%)) and kappa coefficient (KC) of TWDTW, SVM, and RF applied to
the test area using 1/2, 1/3, and 1/4 of the training samples per class.

4.4. Combination of Sentinel-2 and Landsat-8 Time Series

In addition to the application of the TWDTW algorithm, this research benefits from the combined
application of the Sentinel-2 and Landsat-8 time-series data. Because the study area is located in a
mountainous area where the altitude is high, the summer is hot and rainy, and there is often cloud
cover, it is difficult to obtain high-quality remote sensing images in the peak season of vegetation
growth. We tried to only use Sentinel-2 data, but we found that it was impossible to obtain high-quality
time-series remote sensing data for the entire research area. Therefore, the two types of data (Sentinel-2
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and Landsat-8) were combined, and the time-series NDVI data were obtained that reflect the temporal
characteristics of the study area. This combination is one of the critical foundations for the success of
this study.

The potential of time-series data has been evaluated for forest-type classifications in various
studies [22–25]. However, the application of Sentinel-2 and Landsat-8 time-series images for forest-type
classification in a mountainous area had not been reported. Therefore, this study provides a valid
case study using the Sentinel-2 and Landsat-8 time-series images for forest-type classifications in a
mountainous area. However, some limitations still exist. This study was limited to the utilization of
blue, green, red, and near-infrared bands and the NDVI index in the classification procedures. In future
studies, red edge bands from Sentinel-2 sensors, which are sensitive to vegetation, and other indices
such as enhanced vegetation index (EVI) and normalized difference water index (NDWI) could be
considered for forest-type mapping. Additionally, synthetic aperture radar (SAR) data can reduce the
cloud occlusions problem [75,76], which may be combined with multi-spectral images to improve the
classification of forest types.

5. Conclusions

In this study, Sentinel-2 and Landsat-8 time-series data were used as input data to evaluate the
effects of TWDTW and MLAs—RF and SVM—on forest-type classification in complex mountainous
areas. A mountainous area in southern China was evaluated and analyzed regarding spatial distribution
and accuracy evaluation. Forest-type maps obtained by TWDTW, RF, and SVM presented highly
consistent spatial distribution. However, TWDTW outperformed SVM and RF in the quality of
the classification output, as measured by the overall accuracy, kappa coefficient, producer accuracy,
and user accuracy. It was also demonstrated that TWDTW was more robust than the RF and SVM
methods regarding the amount of training data. These results have established that TWDTW could be
used to map forest types for mountainous areas accurately using time-series data.
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