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Abstract: The parameters of nonlinear forest models are commonly estimated with heuristic
techniques, which can supply erroneous values. The use of heuristic algorithms is partially
rooted in the avoidance of transformation of the dependent variable, which introduces bias when
back-transformed to original units. Efforts were placed in computing the unbiased estimates for
some of the power, trigonometric, and hyperbolic functions since only few transformations of the
predicted variable have the corrections for bias estimated. The approach that supplies unbiased
results when the dependent variable is transformed without heuristic algorithms, but based on a
Taylor series expansion requires implementation details. Therefore, the objective of our study is
to investigate the efficient expansion of the Taylor series that should be included in applications,
such that numerical bias is not present. We found that five functions require more than five terms,
whereas the arcsine, arccosine, and arctangent did not. Furthermore, the Taylor series expansion
depends on the variance. We illustrated the results on two forest modeling problems, one at the stand
level, namely site productivity, and one at individual tree level, namely taper. The models that are
presented in the paper are unbiased, more parsimonious, and they have a RMSE comparable with
existing less parsimonious models.

Keywords: Taylor series expansion; unbiased estimates; hyperbolic functions; trigonometric functions;
power function

1. Introduction

Bayesian estimators and machine learning algorithms became popular for determining the
parameters of nonlinear models, which, in many cases, are preferred over the traditional least square
or maximum likelihood methods [1–11]. The diminishing presence in solving nonlinear problem
of the method based on least square method is twofold. First, the least square method is sensitive
to outliers [1]. Second, to obtain expected fit, in many instances the variables are transformed [2,3].
However, variable transformations did not necessarily supply the desired results even when the
assumptions are met, particularly when the predicted values were changed [12–14]. The bias induced
by the transformation of the dependent variable was noted early by Williams [15] and Cochran [16],
but its formal removal was only developed for few transformations, the most popular being the one for
the logarithm function of Finney [17]. The lack of bias correction did not stop researchers transforming
the dependent variable without correcting it [18], even after the ground-breaking paper of Neyman and
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Scott [19], who proposed a framework for all functions investigated. The difficult implementation of the
procedure that was advocated by Neyman and Scott [19] was overcome by Nelder and Wedderburn [20],
who developed the generalized linear models (GLM). However, the assumptions of GLM restricted its
application to few functions, the most popular being, arguably, the logistic function.

The arrival of the powerful microprocessors at the completion of the second millennium opened a
new avenue of modeling complex nonlinear functions, namely heuristic techniques [21,22]. The start
of the third millennium was marked by a surge of developments and implementations of heuristic
based algorithms that are focused on the estimation of parameters, as in Pujol [23], Chen, et al. [24],
or Yuan [25], to cite just a few. However, as sophisticated as the heuristic techniques are, they just
provide an approximation of the exact solution. In many instances, the approximation is so close to
some bounding solutions, which, from a practical perspective, there is no reason to spend additional
efforts in attaining optimality [26]. However, there are instances, particularly in the process based
modeling [27], when heuristic techniques supply wrong results. It is a simple exercise to find cases
when common algorithms used for the estimation of nonlinear regression supply values for some
parameters with opposite signs than the actual ones. A similar situation can be encountered when
the parameters are estimated with the Bayesian approach [28]. We present a very simple example
to reinforce the dependency of the parameters to be estimated on the procedure used for estimation.
Let us assume that a process can be modeled with the following equation:

y = arctan(0.2 + 0.01×
√

x− 1) + e (1)

where x is the predictor, y the response variable, and tan(y) ∼ N(0, 0.01).
The distribution of e in this case is F(0,σ2

e ), where F is the cumulative distribution function of e
(proof in the Appendix A). Estimations of F and σ2

e are not trivial, as they have a nonlinear shape
(Appendix A). What is to be observed is that E(e) = 0, which means that the arctangent transformation
of a normally distributed variable does not bias the model.

If synthetic data are generated for x from 2 to 1000, then the parameters of Equation (1) are
estimated while using the nonlinear model

y = arctan(b0 + b1 × (x + b2)
b3) + e (2)

The solution of Equation (2) depends on the nonlinear algorithm used in computations, as the
SAS implementation of the Gauss-Newton algorithm supplies the values b0 =−0.0493, b1 = 0.0935,
b2= 59.26, and b3 = 0.2575, whereas the steepest descent algorithm leads to b0 = 0.4131, b1 = −7.1168,
b2 = 0.1912, and b3 = −4.1017. What is important to note is not the difference in values between the
expected and the values used to generate the data, but the change in the sign, of only b2, which triggers
a completely different interpretation of the model. According to the generating model, only b2 should
be negative, whereas, for Gauss-Newton, b0 is negative and b2 is positive. A more dramatic situation
is encountered when the steepest descent algorithm is used for estimation, as only b0 has the correct
sign, the b1, b2, and b3 have the opposite signs. Therefore, caution should be exercised when heuristic
algorithms are employed in the estimation of non-linear models, as the results could be incorrect, not
because of the model, but because of the algorithm.

The limited number of functions available for formal estimation by the generalized linear models
of Nelder and Wedderburn [20] or the complicated framework proposed by Neyman and Scott [19],
Strimbu, et al. [29] estimated exactly the expected parameters of ten transformations that are commonly
encountered in environmental modeling to address the lack of accuracy associated with heuristic
techniques. Their findings allow for complex nonlinear models to be tested without concerns that
the parameters depend on the algorithms used for the estimation. Lack of impact on the results
of the algorithms and elimination of bias when the predicted variable is transformed advocate for
combinations of nonlinear functions repeatedly, a feature that is inexistent in the current procedures.
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In order to model nonlinear relationships, the predicted variable Y is transformed with a
differentiable function f, such that a linear relationship between f(Y) and a set of predictor variables X
is obtained

f (Y) = Xb + ε (3)

where b is the vector of coefficients for the predictor variables X, and ε are the residuals, normally
being distributed with mean 0 and variance σ2, ε ∼ N(0, σ2).

The transformation f introduces bias when f (Y) is back-transformed to Y, which must be corrected.
The substance of the paper of Strimbu, Amarioarei, and Paun [29] lies in the computation of the
unbiased estimates of the mean of Y|X that was obtained from Equation (3) for ten commonly used
functions. For eight of these functions, the obtained estimates are using the Taylor expansion; therefore,
they contain an infinite number of terms. To support their findings, simulated data were used to select
the number of terms of the Taylor expansion series. However, real problems are often more complex
than simulated data. Therefore, the objective of the present study is to present the applicability of
the new framework by presenting two examples: one on site productivity and one on tree taper.
An additional objective is to estimate an efficient Taylor series expansion that would provide unbiased
results for the sine, cosine, tangent, arc sine, arc cosine, arc tangent, hyperbolic sine, and hyperbolic
tangent functions (i.e., the eight transformations involving Taylor series expansion).

2. Methods

2.1. Foundation

Equation (3) allows for complex nonlinear transformations by compounding different functions.
Knowing the unbiased estimate of the inverse of the function f advocates the successive incorporation
of various functions until models that meet scientific rigor and fulfill the research assumptions are
obtained. Based on Equation (3) f1(Y) = Y1 = Xb + ε, if only one transformation is executed,
an unbiased estimation of Y given X = x would be:

Y
∣∣∣x = f−1

1 (Xb + ε)
∣∣∣
x (4)

If a subsequent transformation, f2(Y1) = f2( f1(Y)) = X′b′ + ε′ is needed, then an unbiased
estimation of Y at X′ would be [30]:

Y
∣∣∣x′ = f−1

1 ( f−1
2 (X′b′ + ε′)

∣∣∣
x′ (5)

where ε′ is a normal distributed residual with mean 0 and variance σ′2.

In the eventuality that the succession of unbiased back-transformations contains a finite number
of terms, the combinations of nonlinear functions do not include additional assumptions. However, if
an infinite number of terms are formally needed, while only finite terms are used in computations,
the compounding could lead to erroneous results. The truncation can have a significant impact
on the estimation, even for models that only contain one transformation (Equation (4)). Therefore,
the transformations that are considered in this study are only those from Strimbu, Amarioarei,
and Paun [29] that contain a Taylor series expansion, meaning an infinite number of terms:

• Sine, f (y) = sin(y), for which α = −(1 + ξ)/σ and β = (1− ξ)/σ

E[Y] =
1
√

2π

∞∑
n=0

(2n− 1)!!
(2n)!!

1
2n + 1

2n+1∑
k=0

(
2n + 1

k

)
ξ2n+1−kσkI(α, β, k) (6)
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• Cosine, f (y) = cos(y) for which α = −(1 + ξ)/σ and β = (1 − ξ)/σ

E[Y] =
π
2
(Φ(β) −Φ(α)) −

1
√

2π

∞∑
n=0

(2n− 1)!!
(2n)!!

1
2n + 1

2n+1∑
k=0

(
2n + 1

k

)
ξ2n+1−kσkI(α, β, k) (7)

• Tangent, f (y) = tan(y). for which α = −ξ/σ and β = (1 − ξ)/σ

E[Y] =
1
√

2π

∞∑
n=0

(−1)n

(2n + 1)!

2n+1∑
k=0

(
2n + 1

k

)
ξ2n+1−kσkI(α, β, k) (8)

• Arcsine or inverse of sine, f (y) = arcsin(y). for which α = −(π/2 + ξ)/σ and β = (π/2 − ξ)/σ

E[Y] =
1
√

2π

∞∑
n=0

(−1)n

(2n + 1)!

2n+1∑
k=0

(
2n + 1

k

)
ξ2n+1−kσkI(α, β, k) (9)

• Arccosine or inverse of cosine, f (y) = arccos(y), for which α = −ξ/σ and β = (π − ξ)/σ

E[Y] =
1
√

2π

∞∑
n=0

(−1)n

(2n)!

2n∑
k=0

(
2n
k

)
ξ2n−kσkI(α, β, k) (10)

• Arctangent or inverse of tangent, f (y) = arctan(y). for which Bn is the nth Bernoulli number that

is computed with the recurrence formula Bn = −
n−1∑
k=0

(
n
k

)
Bk

n−k−1 , n ≥ 1 and B0 = 1.

E[Y] =
1
√

2π

∞∑
n=0

(−1)n22n(22n
− 1)B2n

(2n)!

2n−1∑
k=0

(
2n− 1

k

)
ξ2n−1−kσkI(α, β, k) (11)

• hyperbolic sine, f (y) = sinh(y) = ey
−e−y

2 , for which α = −ξ/σ and β = (1 − ξ)/σ

E[Y] =
1
√

2π

∞∑
n=0

(−1)n(2n)!

22n(n!)2(2n + 1)

2n+1∑
k=0

(
2n + 1

k

)
ξ2n+1−kσkI(α, β, k) (12)

• hyperbolic tangent, f (y) = tanh(y) = ey
−e−y

ey+e−y , for which α = −ξ/σ and β = (1 − ξ)/σ

E[Y] =
1
√

2π

∞∑
n=0

1
2n + 1

2n+1∑
k=0

(
2n + 1

k

)
ξ2n+1−kσkI(α, β, k) (13)

where the symbols used in the Equations (6)–(13) are:

n, k are natural numbers;(
n
k

)
is the combination of n taken k;

(2n)!! and (2n− 1)!! is the products of the even, or uneven, respectively, numbers less than, including,
2n, or 2n− 1, respectively;

ξ = xTb, xT is the transpose of the vector x (14)
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and

I(α, β, n) =

β∫
α

tne−t2/2dt (15)

The integral I(α, β, n). is

I(α, β, n) =


√

2π(n− 1)!!

φ(α)
1 +

n−1
2 −1∑
k=0

α2k+2

(2k+2)!!

−φ(β)
1 +

n−1
2 −1∑
k=0

β2k+2

(2k+2)!!


, n odd

√
2π(n− 1)!!

Φ(β) −Φ(α) + φ(α)

n−1
2 −1∑
k=0

α2k+1

(2k+1)!! −φ(β)

n−1
2 −1∑
k=0

β2k+1

(2k+1)!!

, n even

(16)

where φ(x) = 1
√

2π
e−

x2
2 is the standard normal density function and Φ(x) =

x∫
−∞

φ(t) dt is the standard

normal cumulative distribution function.
We will be using a factorial experiment to identify an efficient Taylor series expansion for

Equations (6)–(13). The factors considered in the experiments will be the number of terms, which
varies from 2 to 10, and the variance, which has four values. The number of terms was chosen to
ensure that convergence to a desired accuracy is achieved, given that rarely polynomials of degree
larger than five are having an impact on the Taylor series. The number of variances was selected to
assess the influence of variability on the convergence of the Taylor series, given that Equations (6)–(13)
depend not only on the predictor variables, but also on the variance. The values for which the number
of terms would be computed were defined by the magnitude of the transformed variable, such that a
large range of values can be attained (Table 1).

A multitude of recommendations exists to ensure accuracy for infinite series [21,22,31–33]. Among
them, two different approaches are popular: one that is based on a preset value measuring the difference
between two estimates obtained with consecutive number of terms [34], and one based on the scree
plot method [35,36]. In this study, a preset value of the order of 10−5 is used, which, according to
LeVeque [34], ensures a second order accuracy. The scree plot was adjusted from the multivariate
analysis case [37] to the univariate case by looking at the rate of change that is associated with each
terms. The number of terms to retain is determined while using method 3, as listed by Rencher [38]
p. 398), namely, to drop the terms that form a curve relatively parallel to the abscissa. In our study, we
considered that an efficiency Taylor series expansion is the series with the largest number of terms
being supplied by the two approaches (i.e., preset value or scree plot).

2.2. Modeling Site Productivity for Norway Spruce (Picea abies L) in Carpathian Mountains

Norway spruce is the main economic species in the Carpathian Mountains and, consequently,
a significant effort was carried in assessing its site productivity. Summary statistics of the field
measurements were published in 1957 [39], but no models were developed at that time. In 2004,
a polymorphic site productivity model with six parameters (Equation (17)) was published by Giurgiu
and Draghiciu [40], which is currently enforced by the current Romanian regulations:

heightdominant = a0 × SI × (tLorey height + ta1
Lorey height × ea2×tLorey height) (17)

where

• height dominant is the height of dominant trees;

• t Lorey height is transformed Lorey’s height modeled with the expression eb0(ageb1−100b1 );
• SI is site index; and,
• a0, a1, a2, b0, b1, b2 are parameters determined by species.

Unfortunately, the Giurgiu and Draghiciu [40] models are biased, as it assumes that regressions
are causal relationships, which was proven to be false [41]. Therefore, unbiased models need to be
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developed. Since the raw data are unavailable, we have generated the heights and age values from the
summary statistics of Popescu-Zeletin [39]. Popescu-Zeletin [39] presented the change in height with
age using five productivity classes. The classes were created by separating the measured height at
each age in five equally spaced intervals. Even though the method of Popescu-Zeletin differs from
the approach that is used by the Food and Agriculture Organization, which separates heights using
quartiles [42]; the results are similar. For each age, we have randomly generated 50 heights that
are uniformly distributed among the five productivity classes to mirror the original data. To avoid
inclusion of extreme values, we have focused only on the class II, III, and IV, which have as site indices
31.8 m, 26.9 m, and 21. 9 m (base age 100 years).

Among the functions that are available for parsimonious nonlinear modeling, we have selected
the hyperbolic tangent of the ratio between height and site index, SI (Equation (18)):

f (height) =
exp

(
height

SI

)
− exp

(
−

height
SI

)
exp

(
height

SI

)
+ exp

(
−

height
SI

) (18)

where SI is height at age 100 years.
Using the correlation coefficient as a guidance and following a series of trail and errors we found

that
√

age can be used as predictor of f(height). Therefore, we computed the unbiased height with
Equation (19).

f (height) = b0 + b1 ×
1
√

age
+ e (19)

where e ∼ N
(
0, σ2

height

)
.

To assess the parsimonious model developed with Equations (18) and (19) in the context of the
existing models, we compared it with the current models that were enforced by the Romanian forest
administration [40], namely Equation (17). In many instances, nonlinear models are estimated with
a Bayesian approach [2,4,43]. Therefore, we have used the Bayesian approach that was proposed
by Stow, et al. [44] to correct the retransformation bias. We estimated the model with Stan [45],
a probabilistic program for Bayesian inference, as implemented in R [46] through the rstan package [47].
The Bayesian estimates are supplied by a Markov chain Monte Carlo procedure, which depends on
multiple parameters, among which the number of iterations is paramount. The Stan Development
Team [47] recommends the use of four chains for Bayesian estimation, and Stow, Reckhow, and Qian [44]
suggests a non-informative prior distribution, which we have used in our computations.

2.3. Taper Equations for Loblolly Pine (Pinus taeda L.) in East Louisiana

The second example of parametric parsimonious nonlinear models is focused on taper. Loblolly
pine is the most important commercial tree species in the south eastern region of the USA and,
consequently, was the subject of many taper models, McClure and Czaplewski [48], Cao, et al. [49],
or Max and Burkhart [50], to list just few. However, most of the models have at least two parameters,
except Lenhart, et al. [51], who has one parameter, sometimes one of them being adhoc identified (e.g.,
the point joining different sections of the stem). We have used the taper data of Fang and Strimbu to
test the performances of the parametric parsimonious nonlinear models [52]. The dataset contains
18 trees with diameters measuring every meter plus the diameter at breast height. A set of four models
was assessed on the data, and revealed that the bias ranges between −2.2 mm to −0.1 mm and the MAE
is between 12.5 mm and 13.5 mm. By trial and error, we have found that the cosine transformation of
the ratio between diameter, d, and double dbh (i.e., cos

(
d

2×dbh

)
) can be predicted from the sum of the
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product of log(total height) and the square root of relative height (i.e., height of diameter d/total height)
with the ratio of the total height and square root of dbh:

f (d) = cos
(

d
2× dbh

)
= b0 + b1 × log(Total height) ×

√
height

Total height
+ b2 ×

Total Height
√

dbh
+ e (20)

where e ∼ N
(
0, σ2

d

)
.

We computed the unbiased diameter along the stem with Equation (7).
Similarly to the height Equation (17), we have compared the parsimonious model of Equation

(18) with an existing taper model. Among the models that were developed for loblolly pine, we have
chosen the model 02 of Kozak [53], who was proven to be the most appropriate for the data used in the
present study [4]. Furthermore, we compared the parametric estimates of Equation (18) and Kozak
02 with their Bayesian estimates, while using Stan [45], as implemented in R [46] through the rstan
package [47]. The Bayesian estimates were based on four Markov chains, as recommended by [47] and
a non-informative prior distribution, as suggested by Stow, Reckhow, and Qian [44].

2.4. Models Assessment

A mandatory requirement in the application of the parsimonious models represented by
Equations (6)–(13) is that the residuals of the linear relationship between the transformed predicted
variable and the predictors are normally distributed. Therefore, we have tested the normality
assumption while using the Shapiro-Wilk test, as implemented in the base R [54].

We assessed the performance of each of the three models using four metrics: pseudo-R2, bias,
mean absolute error, MAE, and root mean square error, RMSE, similarly to Stängle, et al. [55],
Montealegre, et al. [56], and Bilskie and Hagen [57]:

bias =
n∑

i=1

(ŷi − yi)/n (21)

MAE =
n∑

i=n

∣∣∣ŷi − yi
∣∣∣/n (22)

RMSE =

√√ n∑
i=n

(ŷi − yi)
2/n (23)

where

• ŷi is the predicted value at age/diameter/time i,
• yi is the measured value at age/height/time i, and
• n is the number of observations.

All of the computations were executed in R [54] and SAS 9.4 [58]. Finally, we have identified the
efficient Taylor series expansion as the series with the smallest number terms having a MAE <1%.

3. Results

3.1. Foundation

The analysis of the eight transformations for which Taylor series expansion is presented revealed
that, irrespective of the size of the variance, an efficient Taylor series has less than 10 terms (Figures 1–8).
The number of terms varies with the procedure used for selection, the scree plot constantly supplying
less terms than the preset value. When the number of terms was chosen at the first encounter of a
difference between the expectations computed with consecutive number of terms that is less than
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the preset value, and then the two selection procedures supplied similar results (i.e., at most one
term apart), except for the hyperbolic tangent case, which was two terms apart. However, we have
investigated the consistency of the convergence by requiring that the preset value be encountered
at least two consecutive times. In this situation, the difference between the scree plot and the preset
value procedures increased significantly (Table 1), sometimes with six terms (i.e., hyperbolic tangent).
When considering that the objective of the study is to identify the number of terms that can be used in
applications without introducing bias, even when induced by numerical rounding, we recommend to
use in computation with more terms. Therefore, all subsequent discussions, except noted otherwise,
refer to the results for which the preset value was encountered to at least two consecutive Taylor
series estimates.

Table 1. Efficient Taylor series expansion converges according to the scree plot and to the preset
value of 10−5. Mean and variance of ξ from Equation (1) mirror the values from Strimbu, Amarioarei,
and Paun [29]. The values for mean are in radians. The expectation is the inverse of the transformation
computed with Equations (2) and (3).

Transformation Mean Variance Expectation Number of Terms

Scree Plot Preset Value

Sine 0.5

0.05 0.525 4 4
0.08 0.526 4 4
0.11 0.528 4 5
0.14 0.532 4 6

Cosine 0.5

0.05 1.045 4 4
0.08 1.042 4 4
0.11 1.042 4 5
0.14 1.039 5 6

Tangent 0.5

0.05 0.463 3 5
0.08 0.462 3 6
0.11 0.460 3 7
0.14 0.457 3 9

Arcsine π/4

π/64 0.706 3 3
π/32 0.704 3 3
3π/64 0.699 3 3
π/16 0.694 3 4

Arccosine π/4

π/64 0.706 3 3
π/32 0.704 3 3

3π/64 0.699 3 3
π/16 0.694 3 4

Arctangent π/8

π/128 0.414 3 4
π/64 0.415 3 5

3π/128 0.417 3 5
π/32 0.419 3 5

Hyperbolic sine 0.5

0.05 0.481 3 4
0.08 0.480 3 5
0.11 0.479 3 5
0.14 0.478 3 6

Hyperbolic tangent 0.5

0.05 0.552 4 5
0.08 0.555 4 6
0.11 0.561 5 7
0.14 0.569 6 9
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Figure 1. Convergence of sine transformation according to the number of terms in Taylor series
expansion. The vertical dotted line identifies the number of terms for which two consecutive differences
between Taylor series estimates are less than the preset value of the order of 10−5.
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Figure 2. Convergence of the cosine transformation according to the number of terms in the Taylor
series expansion. The vertical dotted line identifies the number of terms for which two consecutive
differences between Taylor series estimates are less than the preset value of the order of 10−5.
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series expansion. The vertical dotted line identifies the number of terms for which two consecutive
differences between Taylor series estimates are less than the preset value of the order of 10−5.
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series expansion. The vertical dotted line identifies the number of terms for which two consecutive
differences between Taylor series estimates are less than the preset value of the order of 10−5.
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Table 1.

For all of the functions, the number of terms that are needed for convergence according to
the scree plot was at most five, except for the hyperbolic tangent, for which six terms are needed
(Table 1). The results support the selection of five terms implemented by Strimbu, Amarioarei,
and Paun [29], except for the hyperbolic tangent function. Nevertheless, the accuracy of the estimation
with five terms for the hyperbolic tangent case is of the order of 10−4. The addition of the consistent
convergence constraint had a significant impact on the number of terms, regardless of the transformation.
The difference between the results that were obtained when the preset value was passed once or twice
increases with variance, from none (e.g., sine or cosine) to three times (i.e., tangent). Therefore, the usage
of a reduced number of terms should be approached with caution, as it can lead to biased results.
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The results that are based on simulations show that, without a significant loss of generality,
the infinite sums can be approximated by a finite number of terms. Therefore, we rewrote the general
form of each Taylor series expansion to only include the first N terms:

ŷ =
2N+1∑
k=0

N∑
n=0

ck,nΞn,k = Tr(CΞ) (24)

where ŷ is the predicted, back-transformed, variable

C =
(
ck+1,n+1

)
0 ≤ k ≤ 2N + 1

0 ≤ n ≤ N

∈ M2N+2,N+1, (25)

Ξ =
(
Ξn+1,k+1

)
0 ≤ n ≤ N

0 ≤ k ≤ 2N + 1

∈ MN+1,2N+2 (26)

Ξn,k =


ξ2n−kσkI(α, β, k)1{0,...,2n}(k), arccosine
ξ2n−1−kσkI(α, β, k)1{0,...,2n−1}(k), arctangent
ξ2n+1−kσkI(α, β, k)1{0,...,2n+1}(k), other

, for 0 ≤ n ≤ N (27)

The term ck,n is given by

Cn,k =



(2n−1)!!
(2n)!!

1
2n+1

(
2n + 1

k

)
, sine, cosine

(−1)n

(2n+1)!

(
2n + 1

k

)
, arcsine

(−1)n

(2n)!

(
2n
k

)
, arccosine

(−1)n−122n(22n
−1)B2n

(2n)!

(
2n− 1

k

)
, tangent

(−1)n

2n+1

(
2n + 1

k

)
, arctangent

(−1)n(2n)!
22n(n!)2(2n+1)

(
2n + 1

k

)
, hyperbolic sine

1
2n+1

(
2n + 1

k

)
, hyperbolic tangent

(28)

When considering that Ξn,k depends on the variance of the linear model and of the transformed
prediction, once the number of significant terms is established the back-transformed variable is the
product of the constant matrix C and the values defined by the linear regression. The C matrix is a
triangular matrix that only depends on the number of terms and the transformation used, and not
the data for which the model is developed. The matrix for 5, 10, and 20 terms is presented in the
Supplementary Material S1. Therefore, the final nonlinear model can be written as a linear model.

3.2. Site Index Models for Norway Spruce

The site index model for the Romanian Norway spruce that was developed from Equation (17) is

ĥeight =
2N+1∑
k=0

N∑
n=0

1
2n + 1

(
2n + 1

k

)
(1.09353−

3.66
√

age
)2n+1−kσkI(α, β, k)1{0,...,2n+1}(k) (29)

Irrespective the site productivity class (i.e., II, III, or IV), the transformed model has a coefficient
of determination > 0.9 (p-value < 0.001), showing the appropriateness of the models (Figure 9).
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The Shapiro-Wilk test suggests that residuals are likely to be normally distributed (p-value > 0.25),
which supports the use of Equation (17). The coefficient of correlation between the original data and
the predicted values with Equation (18) increases with the number of terms (Table 2), usually less than
1% (i.e., from five terms to 30 terms).

The model of Giurgiu and Draghiciu [40] had all six terms significant (p-value < 0.001) and the
correlation coefficient between the input data and the predicted values less than 1% superior then the
one that was supplied by Equation (27) (Table 2).

The Bayesian model is identical with the one from Equation (18); therefore, the estimates were
almost identical with the one supplied by the Equation (27) (Table 2). The bias, MAE, and RMSE were
larger than the back-transformed values, but the difference is minute. The bias, MAE, and RMSE were
larger for the parsimonious model, even for 30 terms, than for the model of Giurgiu and Draghiciu [40]
(Table 2). However, the differences were infinitesimal for MAE and RMSE (most of the time <1%).
The model of Giurgiu and Draghiciu [40] being less parsimonious than Equation (27), had a better fit
to the data for all assessment measures, but the improvement is so small that it does not justifies the
addition of four extra terms.
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Figure 9. Site index modeling for the Norway spruce. An efficient Taylor series expansion contains
at most 30 terms, irrespective of site productivity: a. class II (SI = 31.8 m) b. class III (SI = 26.9 m)
c. class IV (SI = 21.9 m). The difference between the Bayesian models and the one based on Taylor series
expansion is so minute that is visually undistinguishable.
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Table 2. Comparison of the site index models for the Norway spruce (index age 100 years).

Site Index Class Model Bias (%) MAE (%) RMSE (%) Correlation Coefficient

IV
(21.9 m)

Giurgiu-Draghiciu −2.2 13.1 15.8 0.923
Bayesian −2.2 14.4 18.1 0.917

Parsimonious 10 terms −2.2 14.4 18.1 0.917
Parsimonious 30 terms −2.2 14.4 18.1 0.917

III
(26.9 m)

Giurgiu-Draghiciu −0.4 5.7 6.8 0.976
Bayesian −0.4 6.0 7.3 0.975

Parsimonious 10 terms −0.4 6.0 7.3 0.975
Parsimonious 30 terms −0.4 6.0 7.3 0.975

II
(31.8 m)

Giurgiu-Draghiciu −0.3 4.8 5.9 0.981
Bayesian −4.5 5.0 6.0 0.977

Parsimonious 10 terms −4.5 5.0 6.0 0.978
Parsimonious 30 terms −4.5 5.0 6.0 0.978

3.3. Taper Models for Loblolly Pine

The taper model for loblolly pine in east Louisiana developed from Equation (18) is

d̂
2dbh =

2N+1∑
k=0

N∑
n=0

1
2n+1

(
2n + 1

k

)
(0.783 + 0.0318× log(Total height) ×

√
h

Total height

+0.01867× Total Height
√

dbh
)

2n+1−k
σkI(α, β, k)1{0,...,2n+1}(k)

(30)

where d̂ is the predicted diameter measured at height h.
Both terms in Equation (18) are significant (p-value < 0.0001), and the correlation coefficient

between the transformed values and the original data is −0.96. The Shapiro-Wilk test did not provide
evidence that the residuals of the transformed diameter along the stem are not normally distributed
(p-value = 0.25), which supports the use of the parsimonious framework. The coefficient of correlation
between the original data and the predicted values with Equation (28) increases from 0.953, for five
terms, to 0.964, for 30 terms. The Bayesian estimates of the same model did not mirror the results from
site productivity, as they were inferior to the parsimonious models. Whereas, some measures were
similar, such as the correlation coefficient, others were significantly different, particularly bias, which
was three times larger than the one from the parsimonious model. In fact, the 30-terms parsimonious
model had the smallest bias among all three models.

The model 02 from Kozak [53] was found to relate significantly the diameter along the stem
with dbh and total height (p-value < 0.0001). However, not all of the variables were needed in the
final equation (i.e., b2 (i.e., the coefficient of the inverse of the slenderness coefficient) and b3 (i.e.,
the coefficient of X0.1) had p-values > 0.26):

d̂
2dbh

= 17.7256dbh0.573(Total Height)−1.832Xg(dbh, h,Total Height,X, Q) (31)

where

• g(dbh, h, Total Height, X, Q) = −0.394
(

h
Total Height

)4
− 0.08e−

dbh
Total Height + 0.056X0.1 + 2.7

dbh +

0.1Total HeightQ
− 0.564X

• X =
(
1− 3

√
h

Total Height

)
/
(
1− 3

√
1.3

Total Height

)
• Q = 1− 3

√
h

Total Height

Nevertheless, the Kozak model 02 (Equation (29)) had larger correlation coefficient between the
original data and predicted values than the parsimonious model from Equation (28), r2 = 0.98, which
could recommend it as a more suitable model for taper modeling, even with the elimination of the
insignificant variables. However, a difference of less than 2% between the two models suggests further
analysis that is based on the three assessment measures.
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The RMSE and MAE were smaller for the Kozak model 02 than for the parsimonious and Bayesian
models, even with the 30 terms in the Taylor series expansion (Table 3). Nevertheless, the parsimonious
and Bayesian models, particularly for at least 20 terms in the Taylor expansion function, performs
similarly to the Kozak 02 taper model (Figure 10).
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Table 3. Comparison of the taper models for loblolly pine from east Louisiana.

Measure
Parsimonious Model Kozak–

Model 02
Bayesian Model

10-Terms 30-Terms

Correlation coefficient 0.961 0.964 0.980 0.960
Bias (%) −1.9 −0.05 −0.18 0.16
MAE (%) 5.0 4.4 3.2 4.5

RMSE (%) 8.4 7.8 3.8 8.2

4. Discussion

Equations (6)–(13) not only expand the results of Neyman and Scott [19] beyond the analysis
of variance, but also provide a procedure for solving nonlinear models that is relatively simple to
implement. The proposed method can be applied without difficulties in modeling complex nonlinear
environmental processes (functional R code in the Supplementary Material S2), as likely 20 terms of
the Taylor series expansion will suffice to compute numerically unbiased expected values. The close
form for the expectation allows for repetitive application of nonlinear functions without any alteration
of the original information. An initial extension of the results of Neyman and Scott [19] was carried by
Nelder and Wedderburn [20], who generalized the distribution of residuals from the normal to the
exponential family. In the formalization of the generalized linear models, Nelder and Wedderburn [20]
merged the distribution of the residuals with the distribution of the predicted variable. Fusing residuals
with a variable placed considerable constraints on the subsequent computations, which restricted the
applicability of generalized linear models to a limited number of functions [59]. Some of the popular
functions that can be used in modeling, but for which expectation are difficult to compute within the
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Nelder and Wedderburn [20] framework are the trigonometric functions. The present study provides
the basis for using all of the trigonometric functions, namely sine, cosine, tangent, arcsine, arccosine,
and arctangent.

While the generalized linear models framework allows for the representation of some
environmental processes with complex functions, such as logit or probit, it is not designed to
compound functions. The unbiased results supplied by the Equations (6)–(13) allow for the integration
of multiple functions. Therefore, trigonometric functions can be combined with exponential or power
functions without difficulties. Based on Equation (3), a complex model can be obtained from a series of
n derivable functions, fi, for which linear regression of the form 31 are developed,

Y
∣∣∣x′ = f−1

1 ( f−1
n (Xnbn + εn)

∣∣∣
xn (32)

where Xi and bi, i integers from 1 to n, are the transformed predictor variables and the corresponding
coefficients that ensure a linear relationship between fi(Y) and Xi.

The present study provides, for the first time in the literature, a practical procedure for modeling
complex nonlinear relationships if the conditions that are associated with Equation (3) are fulfilled.
The simulated results suggest that accurate results are obtained using Taylor series expansions with at
most 10 terms. Therefore, the linear expression of Equation (22) provides not only a simple and intuitive
representation of the relationship between multiple predictors and the predicted variable, but also a
parsimonious and straightforward method of developing complex models. However, the necessity for
standard error of the regression to have a magnitude that does not violate computational assumption
suggests that the nonlinear models that are developed with Equations (6)–(13) are sensitive to data
fitting. In other words, the models performs as expected when the fit is excellent (e.g., ŷ + 3s < max Y
and ŷ − 3s > min Y). Nevertheless, a reduction of the standard error of the regression seems not to
significantly bias the results, as the correlation coefficient between the expected and the measured
data is >90%. In fact, our ten simulations suggest that if the computational assumptions are met by s,
and then its size seems not to impact the prediction.

The examples on taper and site index models prove that the proposed parsimonious framework
that is based on efficient Taylor series expansion produces models that are simpler and at least as
precise as the existing ones. A powerful example is the case of the taper equation of Kozak [53] that
even with nine parameters ended up with a larger bias then the three parameters function (Table 3).
As expected, the RMSE and MAE for such a complex function is smaller than the tree parameter
model (Table 3). The parsimonious taper model not only that is operationally insignificantly different
than the nine-parameters model, which is so tailored to the data, but also converges to it (Figure 10).
Furthermore, not only that the parsimonious model has less parameters than model 02 of Kozak [53],
but it contains terms that can be interpreted, namely slenderness coefficient (i.e., total height/dbh) and

relative height. Terms like 10

√
1− 3√relative height

1− 3√1.3/Total height
, present in the Kozak model 02, are encountered usually

as a part of a series (i.e., a 30th root) and they are very difficult to interpret, even that explanation for
causality are argued to exist [60].

Similarly to the taper model of Kozak [5], the site index model of Giurgiu and Draghiciu [40]
outperformed the parsimonious model, but, in this case on all three metrics (i.e., bias, MAE, and RMSE).
Like the taper model, the surpass was minute, with differences that were less than the operational
precisions (i.e., bias < 5 cm, MAE < 20 cm, and RMSE < 30 cm). Most of the standards applied for
height measurements requires at most 10% precision, which in this case is more than 1 m [61–63],
meaning that model selection should be placed on model parsimony, in eventuality that the assessment
metrics are similar. Bayesian solution to the nonlinear models did not provide results better than
either the parsimonious models or the traditional nonlinear algorithms, even that it requires significant
computational resources. Therefore, not only that the new framework is more parsimonious than
the existing non-linear approaches, consequently closer to our intuition and less prone to numerical
artefacts, but also provides similar or superior results in terms of precision. The framework is useful
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not only in modeling, to avoid bias [64], but in a variety of areas where parameter estimation is
required, such as mapping, when simpler models could have been improved with limited effort [65] or
imaging [66].

5. Conclusions

To avoid numerical bias, we aimed at the identification of an efficient Taylor series expansions
used in parameter estimation of nonlinear models based on 11 functions. We found that unbiased
back-transformed predicted variable requires more than five terms for most functions based on
simulated means and variances. Only arcsine, arccosine, and arctangent have efficient Taylor series
expansions with five or less terms. The rest of the functions have efficient expansions that include
between four and six terms, except for tangent and hyperbolic tangent, which require up to nine
terms. The number of terms increases with variance, thus confirming the impact of model precision on
the estimates.

We have applied the proposed framework to two problems encountered in forest modeling,
namely site productivity and taper. The site productivity model for the Norway spruce in Romania,
who used the cosine transformation of the relative diameter (i.e., diameter/(2 × dbh)), has similar MAE
and RMSE with the current model developed and used in Romania. The taper model for loblolly
pine in east Louisiana, had a smaller bias with the Kozak model 02. The taper and site productivity
equations that are presented in the paper not only that are more parsimonious and have a RMSE
comparable with existing models, but also serve as study cases in the application of the new framework
for non-linear modeling. The Bayesian solution of the nonlinear relationship is, at most, as good
as the parsimonious model, but comes with a significant increase in the computations. Therefore,
the present study provides evidence and two applications of the most parsimonious approach to
nonlinear modeling currently available.
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Appendix A

Equation y = arctan(0.2 + 0.01×
√

x− 1) + e, can be derived from the function y = arctan(0.2 +
0.01×

√
x− 1+ ε), ε~N(0,σ2), which was used to generate the example data. The proof of this statement

supports the validity of the example showing the impact of the computational algorithms on estimates.
We start the proof by observing that the focus is on ε and not on x. Because the Equation (1) is a

combination of continuous differentiable functions (i.e., arctangent and power), we can rewrite the

ytrans f ormed = arctan(0.2 + 0.01×
√

x− 1 + ε) (A1)

using the Maclaurin series expansion as

arctan(0.2 + 0.01×
√

x− 1) +
ε
1!
×

1

1 + (0.2 + 0.01×
√

x− 1)
2 + Rn(ε) (A2)

http://www.mdpi.com/1999-4907/11/4/458/s1
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where lim
n→∞

Rn(ε) = 0 and n is the number of terms in the Maclaurin series.
Rn(ε) can be considered as converging to zero because the next terms will have ε raised to power

≥2, which can be negligible, considering that all values of ε are around 0 and the k-th derivative (k > 1)
of arctan(0.2 + 0.01×

√
x− 1 + ε) is

dk

dεk
1

1 + (0.2 + 0.01×
√

x− 1 + ε)
2 < 1 (A3)

According to Equation (32), the term ε
1! ×

1
1+(0.2+0.01×

√
x−1)

2 + Rn(ε) is the new error, e, which has

the expectation

E[e] =
+∞∫
−∞

(
ε
1! ×

1
1+(0.2+0.01×

√
x−1)

2 + Rn(ε)

)
dε

= 1
1+(0.2+0.01×

√
x−1)

2

+∞∫
−∞

εdε+
+∞∫
−∞

Rn(ε)d(ε) =0
(A4)

Therefore, the error term from Equation (1), e, is a random variable with a non-normal distribution
that has the mean 0 and the variance σ2

e. �qed.
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