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Abstract: With the intensification of global climate change and the frequent occurrence of forest fires,
the development of efficient and precise forest fire monitoring and image segmentation technologies
has become increasingly important. In dealing with challenges such as the irregular shapes, sizes,
and blurred boundaries of flames and smoke, traditional convolutional neural networks (CNNs) face
limitations in forest fire image segmentation, including flame edge recognition, class imbalance issues,
and adapting to complex scenarios. This study aims to enhance the accuracy and efficiency of flame
recognition in forest fire images by introducing a backbone network based on the Swin Transformer
and combined with an adaptive multi-scale attention mechanism and focal loss function. By utilizing
a rich and diverse pre-training dataset, our model can more effectively capture and understand
key features of forest fire images. Through experimentation, our model achieved an intersection
over union (IoU) of 86.73% and a precision of 91.23%. This indicates that the performance of
our proposed wildfire segmentation model has been effectively enhanced. A series of ablation
experiments validate the importance of these technological improvements in enhancing model
performance. The results show that our approach achieves significant performance improvements in
forest fire image segmentation tasks compared to traditional models. The Swin Transformer provides
more refined feature extraction capabilities, the adaptive multi-scale attention mechanism helps
the model focus better on key areas, and the focal loss function effectively addresses the issue of
class imbalance. These innovations make the model more precise and robust in handling forest
fire image segmentation tasks, providing strong technical support for future forest fire monitoring
and prevention.

Keywords: forest fire; Swin Transformer; adaptive multi-scale attention mechanism (ASA); semantic
segmentation; wildfire monitoring

1. Introduction

With the intensification of global climate change, the frequent occurrence of wildfires
has become a major challenge worldwide [1]. These fires not only cause destruction to
forest ecosystems [2] but also pose a severe threat to human living environments. In the
process of addressing this challenge, traditional forest fire prevention and control methods,
such as fire monitoring, source localization, and manual and physical fire extinguishing,
are effective to some extent [1,3]. However, they still face many challenges in large-scale or
hard-to-reach areas. One of the main challenges is the accurate identification and analysis
of the fire front of surface fires, i.e., the boundary of the fire spreading on the ground [4].
This boundary is key to understanding fire behavior and developing effective response
measures. The challenges in identifying the fire front include the irregularity of the flame
shape, changes in size, and interference from complex backgrounds [5]. These factors
make effective fire detection and management crucial to mitigate the impacts of these
disasters [6,7].
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In recent years, deep learning technology has shown immense potential in forest fire
detection. Its efficient image processing and pattern recognition capabilities are particularly
suited for analyzing large volumes of remote sensing data [8], such as satellite imagery
and photos taken by drones [9], which are crucial for monitoring and responding to forest
fires. Satellite images offer a wide-range monitoring perspective and are an important
tool for quickly assessing the extent and impact of fires. Utilizing deep learning models,
especially convolutional neural networks (CNNs), can effectively detect fire hotspots in
satellite imagery [10]. On the other hand, drones provide a flexible observation angle and
high-resolution images which are helpful in identifying early signs of fires and monitoring
flame spread. Deep learning models, particularly those based on CNN architectures, can
perform real-time analysis of drone images and rapidly identify fire-affected areas [11].
These models excel in fire detection because they can learn complex features from vast
amounts of training data and handle uncertainties and variations in images, such as
different lighting conditions and complex terrain backgrounds. Furthermore, applying
deep learning technology not only improves the early detection rate of fires but also helps
in devising effective firefighting strategies. By analyzing fire spread patterns and potential
risk areas, deep learning models provide valuable information for fire departments to
optimize resource allocation and decision making [12].

Despite significant achievements in fire detection using deep learning technology [1],
there remains a substantial research gap in the field of wildfire image segmentation, partic-
ularly in the critical aspect of accurately segmenting the fire front. Compared to traditional
fire detection methods, wildfire image segmentation technology can provide more de-
tailed information about the fire, such as precisely locating the flames, assessing the extent
of the fire, and predicting its spread rate. This information is crucial for devising effec-
tive prevention and control strategies and for the rational allocation of fire prevention
resources [13].

However, the detailed processing involved in wildfire image segmentation faces
numerous challenges, with the goal being to accurately distinguish between flame and
non-flame areas at the pixel level [14]. Current research in this field is still in its early stages,
partly due to the relatively limited application of advanced technologies like semantic
segmentation and instance segmentation in forest fire detection [15]. The high precision
requirements of these technologies demand higher standards of data quality and also pose
challenges to the performance and generalization capabilities of models [1–16]. Given that
the identification of the fire front is crucial for early warning systems and the formulation
of firefighting strategies, developing technologies that can more precisely identify and
analyze the fire front has become an urgent need in this field [17].

To address these challenges, this study proposes several technological innovations:
First, we adopt a transfer learning approach. In the field of wildfire image segmentation,
the applicability of transfer learning is evident in its ability to utilize the learning outcomes
of existing models on large datasets, thereby accelerating and enhancing the model’s
performance on specific wildfire images. Second, we employ the Swin Transformer as
the model’s backbone to initially extract features. This novel network structure is more
suited for processing complex patterns in images, particularly in identifying irregular and
fine flame edges. Finally, we incorporated an adaptive multi-scale attention mechanism
module and fine-tuned the model using focal loss. This helps the model focus more on hard-
to-identify areas during flame segmentation, improving overall segmentation precision
and robustness.

This study aims to enhance the identification accuracy of the fire front in forest fires
by improving existing semantic segmentation models through deep learning technology.
Our model, with its refined flame edge segmentation technique, accurately identifies the
fire line in complex wildfire images. This improvement not only increases the detection
rate of the fire front but also enhances the model’s ability to estimate the size of the fire and
its spreading tendency. This provides a powerful tool for early detection, behavior analysis,
and emergency response in forest fire situations.
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2. Materials and Methods
2.1. Dataset Preparation

In the development of the wildfire image segmentation model, we first recognized
that the quality of the model’s training and prediction is closely related to the quality of
the dataset. To ensure high-accuracy results, our research team manually annotated about
600 high-quality labeled images. Regarding the ratio of fire pixels to the background, we
have maintained a balance where fire pixels constitute approximately 20%–30% of the
image. This ratio was chosen to provide a realistic representation of wildfire scenarios,
capturing both the fire and its surrounding environment effectively for segmentation
analysis. Through this detailed annotation process, we were able to mark the edges of the
flames more meticulously, as shown in Figure 1. For the training, testing, and validation of
our model, we divided the dataset as follows: 70% of the images were used for training, 20%
for validation, and the remaining 10% for testing. The details of the forest fire classification
dataset are shown in Table 1. Such annotation work is crucial for subsequent model training
and performance enhancement.
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Table 1. Details of our dataset.

Dataset Resolution Train Val Test

forest fire dataset 512 × 512 370 106 52

not containing
wildfire forest data 512 × 512 50 14 8

However, training a new network structure from scratch often leads to suboptimal
results. To address this issue, we adopted a transfer learning strategy. Specifically, we
used the Common Objects in Context (COCO) public dataset as the pre-training dataset.
The COCO Stuff Segmentation dataset has already demonstrated excellent performance in
semantic segmentation, so a model pre-trained on the COCO dataset can learn to extract
key visual features from various natural landscapes. By retaining these general visual
features learned during the pre-training phase, we were able to accelerate model training
and enhance its generalization capability on a new task—wildfire image segmentation [18].

2.2. Transfer Learning Strategy

In our research, transfer learning is one of the core strategies employed to enhance
the performance of wildfire image segmentation tasks. We have chosen to start with
a model pre-trained on the COCO dataset, leveraging its excellent performance in semantic
segmentation. Pre-training on the COCO dataset enables the model to learn the ability to
extract key visual features from various natural landscapes. This means that during the
transfer learning process, the primary layers of the model (usually those closer to the input)
are “frozen”; i.e., the weights of these layers remain unchanged during further training.
These primary layers are typically responsible for extracting more general features, such
as edges, textures, and colors. By freezing these layers, the model can retain the general
visual features learned during the pre-training phase, thereby speeding up training and
enhancing the model’s generalization ability on new tasks. Subsequently, we transitioned
the model to the wildfire image segmentation task.
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2.3. FFDeepLab Model with Swin Transformer Backbone

In this study, we propose a deep learning model, named Fire-in-Focus DeepLab
(FFDeepLab), specifically designed for wildfire image segmentation tasks. The FFDeepLab
model is based on an encoder–decoder architecture [1]. In this architecture, the encoder
part is responsible for extracting features from the input image, while the decoder part re-
constructs the spatial details of the image, based on these features, for precise segmentation.
Following the feature extraction stage of the model is the atrous spatial pyramid pooling
(ASPP) module [19]. ASPP, by applying a series of convolutions with different dilation rates,
captures image information at various scales, effectively increasing the model’s receptive
field. Additionally, FFDeepLab incorporates short connections in its architecture, which
combine low-level image details and high-level semantic information extracted from the
encoder, to generate the final image segmentation result [20]. This design aids the model
in performing effective semantic segmentation while maintaining image details. Figure 2
illustrates the structure of the FFDeepLab model, with a detailed introduction to its key
components provided in subsequent subsections.
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2.3.1. Backbone

In our research, we developed the FFDeepLab model specifically for wildfire image
segmentation tasks, utilizing the Swin Transformer as the backbone network for feature
extraction [21]. The Swin Transformer, an advanced visual transformer, breaks through the
limitations of traditional convolutional neural networks and has proven effective in various
visual tasks such as image classification, object detection, and semantic segmentation. One
of its core innovations is the shifted window multi-head self-attention (SW-MSA) mecha-
nism, which implements self-attention calculation across consecutive layers through shifted
windows. This not only calculates self-attention within local windows but also allows
information transfer between windows, significantly reducing computational complexity
and enhancing the model’s capability to capture image features.

In the FFDeepLab model, the Swin Transformer divides the input RGB images into
non-overlapping patches, each serving as a “token”, with its features composed of the
original pixel RGB values. This patch-based approach allows for more efficient processing
of image data, as each patch is treated independently, enabling parallel processing and
reducing the overall computational load. These patch tokens are then processed through
shifted window-based multi-head self-attention (SW-MSA), enabling the model to capture
rich contextual information. The SW-MSA is pivotal in enhancing the model’s ability to
discern finer details within each patch, thus improving its accuracy in identifying and



Forests 2024, 15, 217 5 of 13

segmenting fire in images. Each Swin Transformer block primarily consists of SW-MSA
and processes the self-attention mechanism through the shifted window strategy, reducing
computation while maintaining performance. This unique combination of SW-MSA and
shifted window strategy is key to balancing computational efficiency with high segmen-
tation performance. With this approach, the Swin Transformer in FFDeepLab generates
hierarchical feature representations at different resolutions, meeting the requirements for
feature extraction at various scales [22]. For instance, in wildfire image segmentation tasks,
the model can capture detailed features at lower levels, such as the edges and shapes of
flames, while understanding the distribution and contextual relationships of the flames
in the overall scene at higher levels. This dual-level analysis is particularly effective in
differentiating between fire and non-fire elements in varied environmental backgrounds.
Figure 3a presents a detailed schematic of the backbone structure, while Figure 3b focuses
on a simplified depiction of the Swin Transformer Block, which is a crucial element of the
backbone. Additionally, Figure 3c,d specifically illustrate the configurations of the patch
partition module and the patch merging module, respectively, showcasing their integral
roles in the model’s architecture. The patch partition module is responsible for the initial
division of the image into patches, whereas the patch merging module plays a key role in
combining features from these patches to form a comprehensive image representation.
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2.3.2. Adaptive Multi-Scale Attention Mechanism (ASA)

Further, to strengthen the model’s capability in handling multi-scale information, we
integrated an adaptive multi-scale attention module at the end of each branch of the atrous
spatial pyramid pooling (ASPP). ASPP, a core component of the DeepLab architecture
series, effectively captures multi-scale information of images using atrous convolutions
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with different dilation rates while maintaining the original resolution. After each feature
map produced by a specific dilation rate, we introduce an adaptive attention module. The
adaptive attention module tailors the model’s focus to the most relevant features at each
scale, significantly improving segmentation precision. This module utilizes a small neural
network to calculate attention weights for the corresponding scale feature map. For each
branch of the ASPP module with a different dilation rate, a feature map, Fi, is produced,
where i denotes different dilation rates. For each generated Fi, separate convolutional layers
are used to generate the Qi, Ki, Vi values. These values are instrumental in the adaptive
attention process, enabling the model to dynamically adjust its focus based on the unique
characteristics of each feature map. Attention scores are calculated using Qi and Ki, and
the Softmax function is applied to normalize the scores. The attention-weighted values
are then used. To preserve the original feature information, a residual connection is added
to combine the original feature map, retaining the input feature map’s information and
incorporating the features weighted by self-attention. This residual connection is crucial
for maintaining the integrity of the original data while enhancing them with the model’s
learned attention-focused features. The feature maps processed through self-attention are
fused to form the final output of the ASPP module. The formula represents the calculation
process for the attention scores [23]. Figure 4 illustrates the specific workflow of the ASPP
process after integrating the ASA module. Equations (1) and (2) detail the calculation
methodology for the ASA module:

Qi = ConvQi (Fi), Ki = ConvKi (Fi), Vi = ConvVi (Fi) (1)

Attention(Qi, Ki, Vi) = softmax

(
QiKi

T
√

dk

)
V (2)
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2.3.3. Focal Loss

Traditional image segmentation models like DeepLabV3 typically use cross-entropy
loss to optimize the model [24]. This loss function measures the difference between the
probability distribution predicted by the model and the actual labels at each pixel level.
However, when dealing with imbalanced data like wildfire images, cross-entropy loss
might not be sufficient to make the model focus on less frequent but more important
classes (such as the flame areas). The focal loss is designed to address a specific but crucial
problem [25]: how to make the model pay more attention to less numerous classes in the
presence of extremely imbalanced class distributions. Its core idea is to reduce focus on
easily classified samples, thereby directing more attention to those that are difficult to



Forests 2024, 15, 217 7 of 13

classify. Specifically, it modifies the cross-entropy loss function by adding a modulating
factor that reduces the weight of easily classified samples. In the context of wildfire image
segmentation, the flame areas might occupy only a small part of the entire image, with
the rest being mostly non-flame areas. In such cases, traditional cross-entropy loss might
lead to the model overfitting the large non-flame areas while neglecting the relatively
smaller flame areas. Equation (3) is provided for the improved loss function, where pt
is the model’s probability of correctly classifying each pixel, at is a balancing parameter
used to balance the importance between different classes (flame and non-flame), and γ is
the modulating factor used to reduce the weight of easily classified samples. Equation (3)
outlines the calculation method for focal loss:

FL(pt) = −αt(1 − pt)
γlog(pt) (3)

3. Results
3.1. Pre-Training Results

In this section, we present the loss curves of the model with and without the pre-
trained weights from the COCO dataset. The loss curves demonstrate the model’s learning
progress, indicating its gradual adaptation to the general features of semantic segmentation
tasks in natural landscapes. This is a crucial step before applying the pre-trained weights
to wildfire image segmentation, providing insights into the challenges and adjustments
that might arise in the subsequent transfer learning phase. By thoroughly examining these
results, we lay a solid foundation for the model’s precise transition to wildfire segmentation
tasks [1,26].

Based on Figure 5, we observe significant improvements in the model during the
pre-training phase, especially in terms of reduction in training loss. This indicates that
the model has made significant progress in recognizing and processing image features
in complex datasets. From these analyses, we can reasonably infer that the model will
exhibit higher efficiency and accuracy in future transfer learning processes, particularly in
semantic segmentation specifically targeted at forest fire images.
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3.2. Wildfire Image Segmentation Performance

In this section, we focus on showcasing the performance of the model on the specially
prepared wildfire image dataset, including the results of key indicators and a comparison
with baseline performance.

3.2.1. Evaluation Metrics

In this part of our study, we focus on evaluating the performance of the improved
model on a dataset specifically prepared for wildfire image segmentation tasks. To com-
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prehensively understand the model’s performance, we have chosen a range of key perfor-
mance indicators: intersection over union (IoU), precision, and recall. These metrics collec-
tively provide detailed insights into the model’s ability to accurately identify and segment
wildfire areas.

Intersection over union (IoU): IoU is one of the most important metrics for evaluating
image segmentation tasks. It measures accuracy by calculating the overlap ratio between
the predicted segmentation area and the actual segmentation area. In the context of wildfire
image segmentation, a high IoU value indicates that the model can accurately identify
flame areas.

Precision: precision refers to the proportion of pixels correctly identified as flame out
of all pixels identified as flame. High precision means the model has a lower false positive
rate when marking flame areas.

Recall: recall measures the proportion of pixels correctly identified as flame out of all
actual flame pixels. A high recall indicates that the model can capture most of the actual
flame areas, reducing missed detections.

The calculation equations are as follows:

IoU =
TPi

TPi + FPi + FNi
(4)

Precision =
TPi

TPi + FPi
(5)

Recall =
TPi

TPi + FNi
(6)

3.2.2. Performance Analysis and Comparison

In this section, we delve into a detailed analysis and comparison of the model’s perfor-
mance on the wildfire image dataset. By thoroughly evaluating the model’s performance
on key metrics, we aim to reveal the specific effects of model improvements and compare
these results with baseline performances. This comparative analysis not only showcases the
overall efficacy of our model in wildfire detection and segmentation tasks but also provides
insights into how various technical enhancements collectively contribute to improving the
model’s performance.

In the comparative experiment section, we will present a performance comparison of
FFDeepLab with other advanced models in wildfire image segmentation tasks. This will
help in assessing our model’s relative performance in the current technological landscape.

Original DeepLabV3: a benchmark for semantic image segmentation that utilizes
atrous convolution and atrous spatial pyramid pooling (ASPP) to capture multi-scale
context [26].

FCN (fully convolutional network): A foundational model for semantic segmenta-
tion that replaces fully connected layers with convolutional layers to enable pixel-level
predictions [27].

SegNet: a network primarily designed for tasks like road scene understanding and
indoor object segmentation, known for its efficient use of memory during training [28].

PSPNet (pyramid scene parsing network): distinguished by its pyramid pooling
module, PSPNet is effective in aggregating global context information for scene parsing
tasks [29].

By comparing these models, we aim to highlight the strengths and weaknesses of
our model in the specific context of wildfire image segmentation. The comparison will
focus on how each model performs in terms of IoU, precision, and recall, and will provide
a comprehensive understanding of where our model stands in relation to these well-
established segmentation architectures. This comparative study is crucial for validating
the improvements made in our model and for identifying potential areas for further
advancements. To provide a clear visual comparison of the performance disparities among
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various models, we compared the prediction results of several models, as shown in Figure 6.
Table 2 details the evaluation metrics for different models.
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Table 2. Performance comparison of different models on fire segmentation task.

Model
Metrics

IoU Precision Recall

DeepLabV3 84.50% 89.00% 85.50%

FCN 73.20% 78.73% 80.50%

SegNet 77.80% 82.30% 78.90%

PSPNet 85.00% 88.50% 86.00%

FFDeepLab (Ours) 86.73% 91.23% 87.94%

3.3. Ablation Experiments

To comprehensively evaluate the contributions and effectiveness of each component
in our proposed wildfire image segmentation model, this study has designed a series of
exhaustive ablation experiments. These experiments aim to individually explore the impact
of the Swin Transformer backbone network, the introduction of the adaptive multi-scale
attention mechanism, and the replacement of the traditional cross-entropy loss function
with the focal loss function on the model’s performance.

Specifically, we first compare the use of the Swin Transformer with traditional convolu-
tional neural networks as the backbone network. This comparison is meant to demonstrate
the utility of the Swin Transformer in wildfire image segmentation tasks. The effectiveness
of the Swin Transformer is gauged by its ability to handle the complexities of wildfire
images more efficiently than standard CNN architectures. Next, we investigate the im-
pact of incorporating an adaptive multi-scale attention mechanism into the ASPP module
on the model’s segmentation performance. This step aims to assess how this attention
mechanism improves the model’s ability to focus on relevant features at different scales,
thus enhancing its segmentation accuracy. Finally, to validate the advantages of the newly
adopted focal loss function over standard cross-entropy loss in addressing the issue of class
imbalance, we conduct comparative experiments on the loss functions. This comparison
is critical to demonstrate how the focal loss function better equips the model to focus on
less frequent but crucial classes, such as flame areas in wildfire images. Through these
ablation experiments, we can meticulously showcase how each improvement enhances
the overall performance of the model, thereby providing solid empirical evidence for our
design choices. In the following sections, we will present detailed results of these experi-
ments, along with corresponding analyses and discussions, to underscore the efficacy of
each component in our model. As shown in Table 3, the performance of our model further
confirms the effectiveness and superior performance of our approach.

Table 3. Performance of different model configurations on fire segmentation.

Backbone ASA Focus Loss
Metrics

IoU Precision Recall

MobileNetV2 78.43% 82.16% 79.58%

Xception 80.67% 84.22% 81.39%

Swin Transformer 82.35% 85.78% 83.21%

Swin Transformer
√

84.56% 87.03% 85.47%

Swin Transformer
√ √

86.73% 91.23% 87.94%

4. Discussion

This study introduces an innovative approach to wildfire image segmentation, lever-
aging the Swin Transformer and an adaptive multi-scale attention mechanism. These
technological advancements mark a significant step forward in accurately identifying
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and analyzing fire fronts in complex wildfire scenarios. The Swin Transformer, with its
novel network structure, excels in processing intricate patterns in images, especially in
identifying irregular and fine flame edges. The adaptive multi-scale attention mecha-
nism further enhances the model’s precision by focusing on challenging areas during
flame segmentation.

The performance of the proposed model, FFDeepLab, shows a notable improvement
over traditional semantic segmentation models. In comparison with established models
such as Original DeepLabV3, FCN, SegNet, and PSPNet, FFDeepLab demonstrates superior
capabilities in key metrics like IoU, precision, and recall. This superiority is particularly
evident in the context of flame area identification and segmentation, highlighting the
effectiveness of the integrated Swin Transformer and the adaptive attention mechanism.

The introduction of focal loss function in the FFDeepLab model addresses a critical
challenge in wildfire image segmentation—the class imbalance between flame and non-
flame areas. By focusing on less frequent but crucial classes, the model avoids overfitting to
dominant non-flame areas, thereby enhancing its effectiveness in detecting and segmenting
flame areas.

While this study marks a significant advancement, it acknowledges certain limitations.
The dataset used, although meticulously annotated, is limited in size, potentially impacting
the model’s generalizability to diverse wildfire scenarios. Expanding this dataset to cover
a broader spectrum of fire incidents, including those in different vegetation types and
weather conditions, would enhance the robustness of our model. Future research could
expand the dataset, incorporating a wider range of fire types and environmental conditions.
Moreover, the computational demands of the Swin Transformer and adaptive multi-scale
attention highlight the need for optimization to facilitate real-time application in wildfire
monitoring and response systems. Efforts to optimize these components could lead to
more efficient models suitable for deployment in real-time systems, where rapid processing
is essential.

Lastly, integrating this model with other data sources, such as thermal imaging and real-
time environmental data, could further improve accuracy and utility in practical applications.

5. Conclusions

This study aims to significantly improve wildfire image segmentation through a series
of innovative technological advancements. Our approach focuses on three main aspects:
introducing the Swin Transformer as the backbone network of the model, integrating an
adaptive multi-scale attention mechanism, and employing the focal loss function to address
the issue of class imbalance:

(1) Swin Transformer as the backbone network: by incorporating the Swin Trans-
former as the backbone network, our model can more effectively process and recognize
complex features in wildfire images. This transformer-based approach demonstrates sig-
nificant advantages in capturing image details, particularly in identifying small flames
within images.

(2) Adaptive multi-scale attention mechanism: the addition of an adaptive multi-scale
attention mechanism further enhances the model’s ability to focus on important areas.
This mechanism enables the model to more accurately differentiate between flames and
background during segmentation, especially in cases with blurred edges and varying sizes.

(3) Focal loss function for class imbalance: we have adopted the focal loss function to
optimize the training process of the model. This strategy effectively addresses the common
issue of class imbalance in wildfire image segmentation tasks, improving the accuracy of
the model in segmenting small flame areas.

Overall, our research not only provides an efficient method for wildfire image seg-
mentation but also demonstrates how technological innovations can tackle challenges in
complex visual tasks. Moreover, this model holds significant practical importance for forest
fire management. More accurate identification of the fire front can help in early warning
and prevention of forest fires, minimizing the damage to ecosystems and human settle-
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ments. Additionally, the advancements in this technology offer new possibilities for future
simulation and prediction of fire behavior, providing valuable guidance for improving
disaster response strategies and resource allocation.
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