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Abstract: This study focuses on the horizontal and vertical accuracy of point-clouds based on
unmanned aerial vehicle (UAV) imagery. The DJI Phantom 3 Professional unmanned aerial vehicle
and Agisoft PhotoScan Professional software were used for the evaluation. Three test sites with
differing conditions (canopy openness, slope, terrain complexity, etc.) were used for comparison.
The accuracy evaluation was aimed on positions of points placed on the ground. This is often
disregarded under forest conditions as it is not possible to photogrammetrically reconstruct terrain
that is covered by a fully-closed forest canopy. Therefore, such a measurement can only be conducted
when there are gaps in the canopy or under leaf-off conditions in the case of deciduous forests.
The reported sub-decimetre horizontal accuracy and vertical accuracy lower than 20 cm have proven
that the method is applicable for survey, inventory, and various other tasks in forests. An analysis of
ground control point (GCP) quantity and configuration showed that the quantity had only a minor
effect on the accuracy in cases of plots with ~1-hectare area when using the aforementioned software.
Therefore, methods increasing quality (precision, accuracy) of GCP positions should be preferred
over the increase of quantity alone.

Keywords: unmanned aerial vehicle; unmanned aerial system; accuracy; forest; terrain; ground
control points

1. Introduction

Unmanned aerial vehicles (UAVs), also known as unmanned aircraft systems (UAS) and
remotely-piloted aircraft systems (RPAS, a subset of UAS excluding fully-autonomous systems),
are a very promising technology for forestry practice. A gradually growing number of research
papers focusing on UAV use for forestry can be witnessed in the past five years. A review study
of Torresan et al. [1] focused on the use of UAVs within the European region in the field of forestry,
reporting that RGB (red, green, blue) imaging is the most adopted technology used in combination
with UAVs. The forest inventory and dendrometric parameters are primary research objects. The same
applies if we extend the region to the whole world.

In forestry applications, researchers are focusing on the estimation of forest inventory and crown
parameters [2–11], real-time and post-forest fire monitoring and detection [12–14], health status
and disease monitoring [15–17], individual trees and species detection [18–20], or surveying the
current state of soil displacement [21]. RGB or NIR (near infrared) cameras are used in the majority
of these studies. Many other applications of UAVs have also been described apart from forestry,
e.g., agriculture [22,23], damage detection of buildings [24,25], landslide research [26], research of
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coastal environments and wetlands [27,28], archaeology [29], wildlife research and management [30],
and many others. Overall, the main advantages of the small UAVs are their relatively low price
and ability to collect data with high spatial and temporal resolution on demand [31]. The main
disadvantage is a short flight time and, therefore, a relatively small sensed area. Security and privacy
issues must also be mentioned. Although these are not of main concern in forests, the resulting legal
restrictions often complicate the use of UAVs (e.g., [32,33]). Additionally, problems with lowered
visibility and shorter signal range must be taken into the account in forests.

Recent developments in the field of computers and computer vision have allowed the processing
of a large amount of imaging data using so-called structure-from-motion (SfM) and multi-view
stereopsis (MVS) techniques. In contrast to traditional digital photogrammetric methods, which require
the information on the 3D position of the camera or the 3D location of multiple control points,
the SfM approach requires neither of these for scene reconstruction. Camera pose and scene geometry
are reconstructed simultaneously using the automatic identification and matching of features in
multiple images [34]. This results in the alignment of the images and generation of a point cloud
consisting of identical points, which can be subsequently densified. Ground control points (GCPs)
are used for georeferencing of the point cloud. The point cloud, and eventually an orthomosaic,
is scaled using the positions of GCPs, which are surveyed using an accurate method (e.g., GPS or
total station measurements). The survey of GCPs is often more complicated under forest conditions
compared to open-area conditions. The accuracy of the georeferencing process is crucial for any
following analysis where accurate positions of, e.g., tree stems or crowns, are of high priority.
Regarding recent studies on UAV applicability in forestry [2–5,12,15,18,20,21,35–37], five to 89 ground
control points were used for georeferencing of point clouds based on RGB or NIR imagery. If the
authors mentioned the accuracy of georeferencing, it ranged from a few centimetres to meters.
The accuracy of UAV-based photogrammetric products is generally dependent on the platform
(multirotor, fixed wing), camera specifications, flight altitude, structure and texture of the reconstructed
surface, and applied software (e.g., [38,39]). Therefore, it is complicated to generalise results of studies
regarding UAV applications.

The main aim of this study was to evaluate the accuracy of UAV-based point clouds under forest
conditions with differing grades of tree cover. Only subsets of the point clouds related to terrain
were included in the testing while excluding the above-ground biomass. Two main hypotheses were
tested. First, the accuracy of terrain reconstruction, based on UAV-acquired imagery, is sufficient for
tasks related to horizontal and vertical configurations of the terrain under forest conditions. Second,
the quantity and configuration of ground control points has a significant influence on the resulting
point cloud accuracy with regard to area and the applied software. An influence of terrain slope was
also evaluated, although it was not the primary task of the study.

2. Materials and Methods

2.1. Study Sites and Reference Measurements

Three test plots were established within the Kremnica Mountains, the High Tatras Mountains,
and in the vicinity of Modrý Kameň city (Figure 1). The plot in the Kremnica Mountains was established
on 23 March 2016, the plot in the High Tatras was established on 21 April 2016, and the plot in Modrý
Kameň was established on 14 September 2016.

The plots vary by tree cover, dominant tree species (>95%), tree age and height, slope, vegetation
period, and height above sea level (AMSL) (Table 1). The plot in the Kremnica Mountains was
established in a commercial forest stand with Fagus sylvatica (>95% representation) and Abies alba
(<5% representation); the measurements were conducted during the leaf-off season. This plot represents
flat terrain with minimal changes in microrelief, and the slope is minimal. In contrast to this test plot,
the other two test plots were photographed during the leaf-on season. The plot in the High Tatras
represents a forest stand damaged by wind disturbance in 2004, when most of the trees were damaged
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and cleared from the plot area. Just a few Larix decidua trees remain within the plot. In contrast to
the Kremnica Mountains plot, the terrain is rugged with many changes in microrelief resulting from
disturbances and the remaining coarse wood debris. The slope is moderate. The plot in Modrý Kameň
is a chestnut garden (Castanea sativa) with a small amount of Juglans regia established on the edge
of the city area. Some of the Castanea sativa specimens reach diameters at breast height as large as
1 m, while the thickest one is 1.497 m. A relatively high slope is typical for this plot, exceeding 40%.
Other characteristics of the test plots are in Table 1.
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Figure 1. Location of the test plots.

Table 1. Test plots characteristics.

Test Site Tree Cover 1 Dominant
Tree Species Age Height (m) Slope

(mean ± SD)
Vegetation

Period AMSL 2 (m)

Kremnica Mountains 18% Fagus sylvatica 65 21 7 ± 2% Non 623–626
High Tatras 7% Larix decidua 75 26 13 ± 5% Veg. 1217–1224

Modrý Kameň 63% Castanea sativa 6–100 18 39 ± 14% Veg. 355–377
1 Orthogonal projection of trees (foliage, branches, stems); 2 elevation above mean sea level.

Nine ground control points (GCP) were established at every test site using a 1 m × 1 m cross of
white foil. Other checkpoints were signalled using white A4 paper with a nail in the centre (see Figure 2).
As the GCPs and checkpoints were established with regard to visibility on the top-down imagery,
the count of the checkpoints varies—23 points at the Kremnica Mountains site, 24 at the High Tatras
site, and 32 at the Modrý Kameň site. Reference positions of GCPs and checkpoints were surveyed
using a Topcon GPT-9000M total station (TOPCON Corporation, Tokyo, Japan). Three observation
points were used at every site. The position of the observation points was determined using the GNSS
RTK method (using a Topcon Hiper GGD survey-grade receiver (TOPCON Corporation, Tokyo, Japan))
to transform the measurements into the global coordinate system (WGS84) and, subsequently, to the
Slovak national coordinate system S-JTSK, which was used in all following analyses.
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2.2. UAV Imagery Acquisition and Processing

A DJI Phantom 3 Professional (DJI, Shenzhen, China) was used for imagery acquisition on all
plots. The device is a commercial “all in one solution” quadcopter. In addition to the aircraft itself,
it consists of a built-in camera with a three-axis gimbal, remote control, and a mobile application for the
aircraft and camera control and the information about the state of the aircraft. The camera sensor is an
RGB Sony Exmor 1/2.3” CMOS with lens FOV of 94◦, 20 mm focal length, f/2.8 focal ratio, and focus
to infinite. Image resolution of the camera is 4000 × 3000 pixels.

The workflow of imagery acquisition followed the same pattern for each plot.
The semi-autonomous flight option was used. A preliminary flight was necessary to plan the
trajectory and acquire locations of waypoints (positions of the UAS) that are used during the
semi-autonomous flight. Subsequently, the aircraft flies between these points with a given altitude,
speed, and camera settings. These were specified with regard to the acquisition of at least 80% forward
overlap and 60% lateral overlap between images. This is a drawback of the current version of the used
application since, in previous versions, it was possible to design the flight plan without the preliminary
flight using desired flight parameters and waypoints based on WGS84 coordinates. The necessity
of the preliminary flight increases the number and time of flights as reported in Table 2. The flight
altitude was proposed between 50 and 60 m, according to previous experience; the average flight
speed was 0.5 m/s. This applies to the Kremnica and High Tatras sites. Since the elevation difference
at Modrý Kameň is more than 50 m when also considering the covering vegetation, the 50 m flight
altitude can be considered the average with ~25 m altitude over the highest parts and ~75 m over the
lowest parts of the site.

Table 2. Flight and point-cloud parameters according to the test sites.

Test Site
Flight Parameters Point-Cloud Parameters

No. of
Photos No. of Strips No. of

Flights 1
Flight

Duration 1 Area Number
of Points

Average
Points/m2

Kremnica Mountains 241 4 2 25 min 46 m × 44 m 1,904,395 941
High Tatras 161 6 2 18 min 71 m × 92 m 9,659,176 1479

Modrý Kameň 333 5 3 28 min 103 m × 113 m 33,841,298 2908
1 Including preliminary flight needed for trajectory planning.

The imagery was processed using Agisoft PhotoScan Professional 1.2.6 software (Agisoft LCC,
St. Petersburg, Russia [40]). The camera was pre-calibrated using the Agisoft LENS software (Agisoft
LCC, St. Petersburg, Russia), which uses a checker board to determine calibration parameters. As a
dense point cloud was necessary for the subsequent analyses, only two steps of the entire workflow
were applied. First, “Align Photos” was conducted using the “Accuracy” parameter set to “High”
and “Pair preselection: Disabled”. When the “High” accuracy is chosen the original resolution of
images is used. The pair preselection set to “Disabled” provides the most accurate image matching.
The other options are “Generic” and “Reference”. The “Generic” setting is a two-step approach where
a downscaling of imagery is applied. The “Reference” uses the geolocation of the images and, in the
first step, the pairs are selected based on the position of images. Both options speed up the process,
but decrease the accuracy. This is the reason why the “Disabled” option was chosen. The limit for
key points was set to 40,000 and for tie points to 4000. The key point limit is the maximum number
of points detected within each image and tie points limit is the number of points used for image
matching. The reported values are the default. The second step, “Build dense cloud”, was conducted
using the “Quality” parameter set to “High” and “Depth filtering” set to “Aggressive”. Three other
options are provided for the “Depth filtering”. The “Aggressive” option is recommended for aerial
imagery because it removes the highest number of outliers. Ground control points were included
in the bundle adjustment; this resulted in proper scaling and transformation of the resulting point
clouds to the S-JTSK coordinate system. The GCPs were identified on at least three photos, where the
proximity to the image centre was considered to avoid further distortions near edges as the camera
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was pre-calibrated, and to sustain consistent methodology, because, especially on the Modrý Kameň
site, some GCPs were visible only from the nadir. Five differing GCP configurations were used for
every point cloud to evaluate an influence of GCP quantity and configuration on the resulting accuracy.
First, two configurations consisted of four GCPs, where in the first one the GCPs were placed near
corners of the point cloud, while in the other, the GCPs were placed near the middles of the sides.
These two configurations are further referenced as four GCP “corner” and “cross” configurations.
The other three configurations were designed using the addition of further points to the four GCP
“corner” configuration. The sequence of the addition was: one point approximately in the middle of
the point-cloud (five GCP configuration), two GCPs near the edges of the point-cloud in a direction of
the highest slope (seven GCP configuration), and another two GCPs approximately in the direction
of the contour lines (nine GCP configuration). A scheme of the GCP configurations, as well as actual
location of GCPs and CPs, is shown in Figure 3.
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slope direction; 9: two more points in the direction of the contour lines). Actual distribution of ground
control points and checkpoints on the Kremnica Mountains; (b) High Tatras (c); and Modrý Kameň
(d) sites.

The positions of the checkpoints were determined directly on the point clouds after every
transformation. After identifying and clicking the centre of the mark, the Photoscan software snapped
the position to the nearest point. Coordinates (X, Y, Z) of these points were exported in .txt format and
used for subsequent analyses.

2.3. Statistical and Spatial Analysis

The coordinates of points, acquired from point clouds using the aforementioned method,
were compared to the reference using following measures:

Calculation of the root mean square coordinate errors is as follows:

RMSEx =

√
∑n

i=1 ∆xi
2

n
(1)
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RMSEy =

√
∑n

i=1 ∆yi
2

n
(2)

RMSEz =

√
∑n

i=1 ∆zi
2

n
(3)

where ∆xi, ∆yi, and ∆zi are the differences between reference coordinates and the coordinates
determined from the point cloud, and n is the number of points in the set. Minima, maxima, means,
and standard deviations were calculated for ∆zi to enable a more detailed analysis of the vertical
accuracy. The RMSEx and RMSEy errors were used for the calculation of the root mean square
horizontal error RMSExy as follows:

RMSExy =
√

RMSEx
2 + RMSEy

2 (4)

The RMSExy is one of the most common horizontal accuracy criteria for sets of points and was used
for the comparison between the test sites and between various configurations of GCPs. A variation
of the F-test, the so-called “coefficient of relative efficiency”, was used as a measure of statistical
significance of differences between the test sites. It is calculated as follows [41]:

Re =
RMSE2

A
RMSE2

B
(5)

The RMSEA represents the mean error with a higher value, while RMSEB is the mean error
with a lower value. The resulting value is compared to the upper critical value of the F-distribution.
The critical values are shown in Table S1 (Suplementary Materials).

A second measure of the horizontal accuracy—positional error of individual points, ∆p—was
used because the RMSExy errors do not provide detailed information on the within-group variability.
This error, representing a distance between the point cloud-based position of a point and the reference
position was determined using the following equation:

∆pi =
√

∆xi
2 + ∆yi

2 (6)

Minima, maxima, means, and standard deviations of the positional errors were calculated for
every GCP configuration. A one-way ANOVA with a post-hoc Tukey HSD test was used to determine
the statistical significance of differences between groups representing the differing GCP configurations.
This test was used for the elevation errors ∆zi, as well as the positional errors ∆pi. Even though
normality tests have not proven the normality of some groups, we present the results of the parametric
ANOVA as we consider the means and standard deviations suitable for a description of the groups.
The ANOVA and normality tests were conducted using STATISTICA software (Statsoft Inc., Tulsa, OK,
USA [42]).

In addition to the statistical analysis, the spatial analysis of the error distribution was also
conducted using QGIS 2.16 software (open-source software [43]). The distribution of errors on CPs was
interpolated using an inverse distance weighting method and visually evaluated. The errors on GCPs
were not included. The changes of the point clouds resulting from differing GCP configurations were
also evaluated using CloudCompare software (open-source software [44]). The nearest-neighbour
absolute cloud-to-cloud distances were computed and graphically displayed.

3. Results

3.1. Horizontal Accuracy

After an initial evaluation, a single point with a positional error of 0.32 m belonging to the
“Modrý Kameň” plot was excluded from all subsequent analyses (for both horizontal and vertical
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accuracy). The horizontal accuracy was evaluated using two measures—the root mean square
horizontal error RMSExy (Table 3) and the positional error with related means, minima, maxima,
and standard deviations (Figure 4). The RMSExy values varied from 0.037 m to 0.114 m. The evaluation
of the significance of between-plot RMSExy differences with the application of the “coefficient of
relative efficiency” showed (see Table S1) that the RMSEs of the “Kremnica Mountains” plot were
significantly lower compared to both other plots in all tested cases. The RMSExy difference between the
“High Tatras” and “Modrý Kameň” plots was significant only for the four-GCP “cross” configuration.
The RMSExy differences between the GCP configurations are in the range of 4 mm for the “Kremnica
Mountains” plot. For the “High Tatras” site, the RMSExy is decreasing with an increasing number
of GCPs (4, 5, 7, 9), but the lowest RMSExy was achieved using the four-GCP “cross” configuration.
On the contrary, the RMSExy of the “cross” configuration is the highest for the “Modrý Kameň” plot,
while the difference between other configurations is within eight millimetres.

Table 3. Root mean square horizontal errors RMSExy according to the test sites and GCP configurations
(in metres).

Test Site
GCP Configuration

4+ 4 5 7 9

Kremnica Mountains 0.040 0.040 0.040 0.041 0.037
High Tatras 0.066 0.101 0.086 0.080 0.072

Modrý Kameň 0.114 0.075 0.067 0.070 0.075
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The positional error computed for every checkpoint was used for a more detailed analysis of
within-plot variability in groups representing various GCP configurations. The lowest positional error
of 0.001 m was achieved at the “Kremnica Mountains” plot, while the highest error of 0.200 m was
observed at the “Modrý Kameň” plot. The standard deviations within individual plots are very similar,
ranging within a few millimetres. The only exception is the standard deviation for the four-GCP
“cross” configuration at the “Modrý Kameň” site, which is visibly higher than the standard deviations
of other GCP configurations. The results of the one-way ANOVA with a post-hoc Tukey HSD test
(see Supplementary Materials Table S2) did not show any significant difference between the GCP
configurations for the “Kremnica Mountains” site. For the “Modrý kameň” site, there is a significant
difference between the four-GCP “cross” and the five-GCP configuration. However, the graphic
representation in Figure 4 and the p-values of the post-hoc test, which are close to the p < 0.05 criterion,
could suggest an important, although not statistically significant, difference between the four-GCP
“cross” and all other GCP configurations. The results of the four-GCP “corner” configuration are
significantly different—in this case, worse than the four-GCP “cross” and the nine-GCP configurations
for the “High Tatras” site.

The spatial distribution of the positional errors acquired on CPs is shown in Figure 5. There is
no visible unifying pattern of the error distribution when comparing the test sites. At the Kremnica
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Mountains site, the distribution of the highest and the lowest errors is random. The highest errors at
the “High Tatras” site are concentrated around the north, east, and south edges of the model, while the
lowest errors are in the middle and at the west edge. At the “Modrý Kameň” site, the highest errors
are concentrated in the northern third and, partially, at the east edge of the model. The lowest errors
are in the south half of the model. There is a visible difference in the distribution of the errors between
the four-GCP “cross” configuration and all other configuration. The differences between the four-GCP
“corner” and the five-, seven-, and nine-GCP configurations are minimal. The spatial pattern remains
almost the same, while the values of errors change.

Forests 2017, 8, 151    8 of 16 

 

between the four‐GCP “cross” configuration and all other configuration. The differences between the 

four‐GCP  “corner”  and  the  five‐,  seven‐,  and  nine‐GCP  configurations  are minimal. The  spatial 

pattern remains almost the same, while the values of errors change. 

 

Figure  5.  Spatial  distribution  of  horizontal  and  vertical  errors  according  to  test  site  and  GCP 

configuration. Only errors at the checkpoints (marked) were used for the interpolation. 

3.2. Vertical Accuracy 

The evaluation of the vertical accuracy was based on the root mean square elevation error RMSEz 

(Table 4) and on  the basic  statistical characteristics of  the observed elevation errors  (Figure 6).  In 

contrast to the horizontal accuracy, the lowest RMSEzs can be observed at the “Modrý Kameň” site 

where to slope was the highest of all test sites. The highest RMSEzs were observed at the moderately‐

sloped  “High  Tatras”  site,  while  the  RMSEs  of  the  site  with  the  lowest  slope—“Kremnica 

Mountains”—were between the errors of the aforementioned sites. Additionally, the analysis of the 

RMSEzs showed that RMSEs of the “Modrý Kameň” plot were significantly different from those of 

Figure 5. Spatial distribution of horizontal and vertical errors according to test site and GCP
configuration. Only errors at the checkpoints (marked) were used for the interpolation.

3.2. Vertical Accuracy

The evaluation of the vertical accuracy was based on the root mean square elevation error RMSEz

(Table 4) and on the basic statistical characteristics of the observed elevation errors (Figure 6). In contrast
to the horizontal accuracy, the lowest RMSEzs can be observed at the “Modrý Kameň” site where to
slope was the highest of all test sites. The highest RMSEzs were observed at the moderately-sloped
“High Tatras” site, while the RMSEs of the site with the lowest slope—“Kremnica Mountains”—were
between the errors of the aforementioned sites. Additionally, the analysis of the RMSEzs showed
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that RMSEs of the “Modrý Kameň” plot were significantly different from those of the “High Tatras”
plot using all GCP configurations. The difference of the “Kremnica Mountains” versus the “High Tatras”
and the “Kremnica Mountains” versus “Modrý Kameň” was significant only in some cases.

Table 4. Root mean square elevation errors RMSEz according to the test sites and GCP configurations
(in metres).

Test Site
GCP Configuration

4+ 4 5 7 9

Kremnica Mountains 0.064 0.125 0.122 0.098 0.096
High Tatras 0.198 0.175 0.165 0.158 0.169

Modrý Kameň 0.106 0.077 0.078 0.077 0.076
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The occurrence of the highest absolute elevation errors corresponds to the RMSEzs; the highest
elevation error of 0.290 m was observed at the “High Tatras” site using the four-GCP “cross”
configuration. The successive addition of GCPs (4–5–7–9) had only a slight influence on the range
between minimal and maximal errors. The same applies to the standard deviation, where the
change was only in a range of millimetres when not considering the four-GCP “cross” configuration.
The minimal changes between tested GCP configurations were also confirmed by the one-way
ANOVA, where the only significant differences were observed at the “Kremnica Mountains” plot when
comparing four-GCP “cross” configuration versus four-GCP “corner” and five-GCP configurations.

The graphic representation of the variance in Figure 6, but also the representation of the spatial
distribution of the elevation error suggests an occurrence of bias at the “Kremnica Mountains” and
“High Tatras” sites. This bias was also confirmed using the Student’s t-test. The elevation of checkpoints
was systematically underestimated at the “High Tatras” plot, while it was systematically overestimated
at the “Kremnica Mountains” plot. When considering the spatial distribution of errors, there is no
“between-sites” regularity, as there was not any regularity when considering the horizontal errors.
The highest errors are concentrated in the left half of the model at the “Kremnica Mountains” site.
For “High Tatras”, the highest errors are in the middle and in left corner of the model. In contrast to
the horizontal errors, the highest elevation errors of the “Modrý Kameň” are concentrated in the lower
half of the model.

3.3. Overall Changes of Point Clouds

The above-mentioned horizontal and vertical accuracies originate in the manual evaluation of the
point-clouds, which inevitably included subjective errors of an operator. Therefore, we also present
results of the transformations as reported by the Agisoft Photoscan software (Table 5). The reported
errors represent the root mean square transformation residuals at the GCPs. In contrast to the
aforementioned horizontal RMSEs, apart from the four-GCP “cross” configuration, the root mean
square mean residuals increase with the increasing number of ground control points in most cases.
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A rapid increase of the root mean square residuals was always related to the addition of a particular
point with a high residual value (e.g., four- vs. five-GCP configuration Z-residuals at the Kremnica and
High Tatras sites). The reported horizontal RMSEs were, in many cases, lower than the related root
mean square residuals. However, the vertical residuals were always lower than the related RMSEs.

Table 5. Root mean square horizontal and vertical residuals at the ground control points
after transformation.

Test Site Error
GCP Configuration

4+ 4 5 7 9

Kremnica Mtns
XY 0.031 0.022 0.021 0.033 0.031
Z 0.049 0.018 0.053 0.045 0.058

High Tatras XY 0.043 0.091 0.089 0.080 0.079
Z 0.084 0.016 0.078 0.069 0.076

Modrý Kameň XY 0.049 0.061 0.074 0.072 0.075
Z 0.057 0.023 0.030 0.060 0.062

The results of a comparison of point-clouds originating in various GCP configurations are
presented in Figure 7. Shown are the nearest-neighbour “cloud-to-cloud” distances confirming the
results of the horizontal and vertical accuracy analyses in terms of the impact of the GCP configurations.
The highest absolute distances were observed when comparing the four-GCP “cross” and four-GCP
“corner” configurations—0.245 m for “Kremnica Mountains”, 0.194 m for “High Tatras”, and 0.477 m
for “Modrý Kameň” sites. The same applies to the mean absolute distances (0.069 m, 0.049 m and
0.089 m). This supports the conclusions of the accuracy analyses—the majority of significant changes
is related to the initial configurations of the GCPs—four “corner” and four “cross”. The changes
between the other GCP configurations are lower; the maximal distances range from 0.008 m to 0.102 m,
and the means range from 0.005 m to 0.034 m. In several cases, the maximal distances are related to the
above-ground vegetation or are not included in the area bordered by GCPs and CPs and, therefore,
did not influence the accuracy analyses.
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4. Discussion

The horizontal accuracy represented by the root mean square horizontal error RMSExy did not
exceed nine centimetres. This root mean square error is a commonly used criterion for the accuracy
of mapping. For example, the presented results did not exceed either a cadastral mapping criterion
for forested areas or even a stricter criterion required in built-up (residential) areas in Slovakia.
The problem here is a relatively small area covered by point clouds, which result from short flight
times related to the majority of small UAVs. A higher flight altitude could be a solution here, but this
can result in a deterioration of the accuracy related to resolution (ground sample distance) and,
in some cases, also in conflict with legal requirements. Therefore, the use of small UAVs is limited in
terms of geodetic surveys, where the main tasks are point, line, and area measurements. If precise
equipment is needed to determine the positions of GCPs, the same equipment could be used for
the mentioned surveys of a small area. Therefore, the main area of small UAV utilisation can be
in determining highly-accurate digital elevation models (DEMs) in cases where the small area is
not of concern and the required high density of points would be very time-consuming with the
application of conventional surveying. The majority of posible applications in forestry is described
in the introduction. Studies on the horizontal and vertical accuracy of the SfM-derived model report
differing results. Mader et al. [24] reported an RMS value of 0.049 m when comparing SfM-derived
points to TLS results during monitoring of a bridge. Hrůza et al. [25] inspected damage of a forest
hauling road and reported an altitudinal RMSE of 0.020 m and a positional RMSE of 0.012 m, while
the flight altitude was 4–6 m above the surface of the road. Harwin and Lucieer [45] suggest that a
point cloud accurate to 25–40 mm can be obtained from imagery acquired from ~50 m flight altitude.
Other studies reported RMSEs of residuals of the bundle adjustment transformation on used GCPs
as low as a few millimetres [27], or slightly over 1 cm [28], while the flight altitudes were higher—40
m and 120 m. Dandois and Ellis [36] conducted 3D mapping of vegetation dynamics with the use of
Ecosynth and UAV imagery. The accuracy was calculated under leaf-on, and also leaf-off, conditions
while using six GCPs. The horizontal RMSE varied from 1.21 m to 4.13 m and the vertical RMSE varied
from 0.39 m to 1.16 m. In order to reach the terrain in a forest, the canopy must be partially open when
using photogrammetry. This is the main limitation when comparing UAV SfM photogrammetry to
LIDAR measurements, which are capable of reconstructing surfaces located under trees (e.g., [46–48]).
Therefore, test plots with a differing degree of tree cover were used in the presented study to enable
partial reconstruction of terrain. Such a measurement can be useful, e.g., during the determination of
trees or forest stand heights, or various construction tasks in forests, where the precise reconstruction
of the terrain is of high priority.

The achieved horizontal accuracy significantly differs between the test plots in most cases.
The highest horizontal accuracy was achieved at the Kremnica Mountains plot with RMSEs being
significantly lower than the RMSEs at both other test plots. This plot is the smallest one, with minimal
slope and minimal changes of micro-relief. The reconstruction of the terrain was highly successful
because the imagery was acquired during the leaf-off season. The RMSExy differences at the High
Tatras and Modrý Kameň plots were significant only for the four-GCP “cross” configuration. The High
Tatras is similar to the Kremnica Mountains plot in terms of slope and open (almost non-existent)
canopy, but it is significantly different in terms of micro-relief. After-disturbance conditions at this
site are characterised by numerous remaining coarse and fine woody debris and unstable terrain.
Even an acquisition of a reliable reference can be problematic under such conditions. The conditions
at the Modrý Kameň site are characterised by a higher slope and a sparser occurrence of gaps in
the canopy when compared to the other sites. The occurrence of the highest positional errors is
concentrated in the highest parts of the site and around the corners of the point cloud. We explain this
by lower image overlaps in those parts. This can also be partially applied to the results at the High
Tatras site; however, the spatial distribution of the horizontal errors at the Kremnica Mountains site
seems to be more random. Additionally, the differing point cloud density could have an influence
on the resulting accuracy as the point positions were snapped to the nearest point in the point
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cloud. Generation of an orthophoto and DEM could be a solution, but this was not the aim of
the study. However, the highest horizontal accuracy and the second-highest vertical accuracy was
achieved on the test site with the lowest point density. Therefore, we conclude that, in this particular
study (and with regard to the achieved ranges of accuracy), the point density did not significantly
influence the accuracy. The applied calibration method—precalibration using the Agisoft LENS
software—can also be a partial reason for the achieved errors. Although the Photoscan developers
recommend this method, Harwin et al. [49] reported that it is inferior to other calibration methods,
even to “on-the-job” self-calibration. The differences are within a few millimetres for horizontal
accuracy, however, the differences are up to 3.5 cm for the vertical accuracy. Furthermore, a form of
GCP and CP signalling can influence the resulting accuracies. A nail representing the exact position
of a point was not identifiable in most cases. However, the rectangular shape of signals allowed an
experienced operator to use diagonals and other lines to identify the centre. Some photogrammetric
software is capable of automatic recognition of GCPs and CPs signalled using coded targets; however,
these must be checked and manually refined in most cases.

The resulting measures of the vertical accuracy are higher than those characterising the horizontal
accuracy. Surprisingly, the vertical accuracy is the highest at the test site with the highest slope—Modrý
Kameň. This site is the only one where there is no evident bias in elevations. Standard deviations at the
Kremnica Mountains site are almost the same as at the Modrý Kameň site, but there is evident positive
bias in the vertical errors at this site (see Figure 5). Bias is even more evident at the High Tatras site
where, in contrast to the others, elevations are systematically underestimated. The standard deviations
at this site are also higher than those at the previous sites. This can be explained by the previously
described conditions at this site (rugged, unstable terrain). We cannot explain the reasons of the bias
occurrence. The first possibility—systematic error in GCPs elevations—was rejected as the elevations
of the GCPs and checkpoints were determined during the same survey. Therefore, the checkpoints
would be shifted the same way as the GCPs. Another possible explanation is an occurrence of
internal transformation error, which we cannot prove. The values of vertical errors resulting from
manual evaluation are not in direct relation to the vertical residuals resulting from transformation. In
contrast to the horizontal accuracy evaluation, the RMSEzs of the manual evaluation are higher, in
some cases equal, when compared to the vertical residuals of the same GCP configurations. Overall,
the vertical accuracy of the reconstructed terrain can be suitable for elevation measurements under
forest conditions, particularly for tree height measurements. For example, Mikita et al. [2] combined
aerial (UAV) and terrestrial photogrammetry point clouds and reported an RMSE value of 1.02 m
for tree heights. Wallace et al. [50] reported a tree height RMSE of 1.30 m for MVS-derived point
clouds and 0.92 m for LIDAR data acquired using a UAS. Therefore, the vertical errors lower than
0.20 m reported in our study can be considered suitable for this task. The limiting condition is the
visibility of terrain as mentioned before. This can only be achieved if there are gaps in the canopy or,
in the case of deciduous forest stands, using a combination of point clouds acquired under leaf-on and
leaf-off conditions.

One of the main specifics of this study is the determination of the influence of GCP quantity
and configuration on the resulting accuracy. There are only a few studies addressing this problem
in terms of UAV photogrammetry. Harwin and Lucier [45] used 21, 10, and six ground control
points and reported RMSExyz of 3.4 cm, 7.5 cm, and 14.0 cm during coastal monitoring. As the
flight altitude and study area extent were similar to those used in our study, the main differences are
the applied camera (Canon 550D) and probably to the highest grade, the PMVS2 software used for
point cloud generation. In contrast to our study, the count of GCPs had a major impact on accuracy.
Agüera-Vega et al. [51] evaluated 4–20 GCPs and acquired optimal results with 15 GCPs on a 17 ha
area using a 120 m flight altitude. In contrast to these results, Goldstein et al. [52] evaluated 5–30
GCPs and reported that increasing the number of GCPs beyond 10 does not increase the DSM accuracy.
Harwin et al. [49] consider five GCPs a practical minimum, while 13 GCPs as a practical maximum
for a 50 m section of a coastal environment photographed from a 15–20 m height. The majority of
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significant accuracy shifts in our study was related to the four-GCP “cross” configuration in comparison
with other differing GCP configurations. However, we did not find any rule—results related to the
four-GCP “cross” configuration were better than other GCP configurations in some cases, while worse
in others. This applies to the horizontal, as well as the vertical, accuracy. The only significant difference
apart from the four-GCP “cross” configuration was the difference between the horizontal errors of
four-GCP “corner” and nine-GCP configurations at the High Tatras site. Overall, the addition of
ground control points (4, 5, 7, 9) had a minor impact on the resulting accuracy compared with the
initial four-GCP configurations (cross vs. corner). However, these results cannot be generalised as
the range of included forest conditions is rather small. Further research on the influence of, e.g., area
extent, terrain conditions, flight altitude, tree cover, camera calibration, etc., is desirable. The use of
four GCPs cannot be recommended from a practical point of view, because any problem with one GCP
can make the processing unfeasible. James and Robson [53] suggest that increasing the number of
GCPs beyond the technical minimum provides a more robust solution less sensitive to errors on any
point. Additionally, the abovementioned authors suggest the use of a higher number of GCPs [51,52].
Tahar [54] tested GCP configurations very similar to those presented in our study and acquired the
best results using 8–9 GCPs.

A survey of ground control points in forests is much more complicated than under open-area
conditions. The degradation of GNSS signals in forests (e.g., [55,56]) makes it often necessary to use
total station measurements. In cases where the survey cannot be conducted from a single occupation
point, this means complications and increased time consumption. Therefore, any unfounded increase
of the GCP count can negatively affect the effectiveness of the survey. It is preferable to use more
precise methods of GCP measurement, e.g., using a tripod-mounted prism instead of a pole-mounted
prism, rather than only increasing the number of GCPs. This applies to sites with similar acreage,
like those used in this study, and the applied software as well.

5. Conclusions

This study presents the results of terrain point cloud accuracy evaluations under forest conditions
with differing degrees of tree cover. As the point clouds were based on images acquired using a UAV,
the cover is crucial for the ability to reach the terrain. This is an important difference when comparing
point clouds based on photogrammetry and laser scanning. The achieved horizontal accuracy was
high in the case that the terrain was successfully reconstructed, reaching sub-decimetre values. Vertical
errors lower than 20 cm allow the application of UAV-based point clouds for various tasks related to
the vertical structure of a forest, especially the determination of heights of forest stands and individual
trees. Furthermore, the quantity of ground control points had only a minor influence on the resulting
accuracy in the presented study. The initial configuration of the four basic GCPs had a significant
influence in some cases, but without any rule preferring one configuration over another. It can be
suggested that in cases of forest sites with similar area (~1 hectare) and with the use of the same
software, the quantity of ground control points is only of secondary importance. However, a GCP
count near to the technical minimum (3–4) cannot be recommended and the results must be verified
under a wider range of conditions. Overall, the accuracy of UAV-based point clouds was high and
can be considered reliable for various tasks regarding horizontal and vertical measurements under
forest conditions.
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