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Abstract: 5G is the latest generation of cellular mobile communications. Due to its significant
advantage in high data rate, reduced latency and massive device connectivity, the 5G network plays
a vital role in today’s commercial telecommunications networks. However, the 5G network also faces
some challenges when used in practice. This is because it consists of various diverse ingredients,
termed heterogeneity. The heterogeneity of the 5G network has two consequences: first, it prevents
us to use this technology in a uniform way, preventing the wide use of 5G technology; second,
it complicates the structure of the 5G network, making it hard to monitor what is going on in a 5G
network. To break through this limitation, researchers have worked in this field and design their
own protocol, in which software-defined networking (SDN) is one key design concept. By separating
control and data plane, SDN can make the 5G network functional and programmable, such that
we can handle the heterogeneity in traditional 5G networks. In light of this, we say that SDN-5G
network is attractive, but its advantages are not free. The intelligence centralization used in SDN
has its own drawbacks when it comes to security. To break through this limitation, we propose a
robust security architecture for SDN-based 5G Networks. To find the illegal request from malicious
attackers, we add extra cryptographic authentication, termed synchronize secret. The basic idea of
our scheme is leveraging preload secrets to differ attacks from regular network communications.
The simulation results indicate that our work can completely handle the security problem from SDN
with a low disconnect rate of 0.01%, which is much better than that from state of the art.

Keywords: 5G networks; SDN; hash; cryptographic authentication

1. Introduction

5G networks, as a new wireless communication technology, experience a fast development
in recent years. As shown in Figure 1, this technique has been widely used in every corner of
our daily life. Compared with the outdated commercial 4G (LTE/WiMax) system, this technology
has advantages in high data rate, reduced latency, and massive device connectivity, making it a
fundamental infrastructure module for wireless communication in the near future. Motivated by
its significant advantages, many researchers have designed their own protocols [1–3] to make it fit
the requirement of the real applications. In this work, software-defined networking (SDN) is one of
the key design concepts. SDN is an approach to improve network performance and monitoring by
facilitating network management and enabling programmatically efficient network configuration [4].
By separating data and control planes, SDN enables a wide range of new innovative applications from
traffic engineering to data center virtualization, fine-grained access control, and so on [5]. It has a
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proven advantage in many commercial networks [6,7] and therefore is also a good choice in the field
of 5G networks.

Despite these advantages, forming such an SDN-based 5G network is not free, and there remains
a lot of challenges when it comes to security. This is because the intelligence centralization of SDN
is vulnerable for various attacks. Several research works on SDN have already investigated security
applications built upon the SDN controller, with different aims in mind. Distributed Denial of Service
(DDoS) detection and mitigation [8,9], as well as botnet [10] and worm propagation [11], are some
concrete use-cases of such applications: basically, the idea consists of periodically collecting network
statistics from the forwarding plane of the network in a standardized manner (e.g., using OpenFlow),
and then apply classification algorithms on those statistics in order to detect any network anomalies.
If an anomaly is detected, the application instructs the controller how to reprogram the data plane in
order to mitigate it. Another kind of security application leverages the SDN controller by implementing
some moving target defense (MTD) algorithms. MTD algorithms are typically used to make any attack
on a given system or network more difficult than usual by periodically hiding or changing key
properties of that system or network. In traditional networks, implementing MTD algorithms is not
a trivial task since it is difficult to build a central authority capable of determining—for each part
of the system to be protected—which key properties are hidden or changed. In an SDN network,
such tasks become more straightforward thanks to the centrality of the controller. One application
can, for example, periodically assign virtual IPs to hosts within the network, and the mapping virtual
IP/real IP is then performed by the controller [12]. Another application can simulate some fake
opened/closed/filtered ports on random hosts in the network in order to add significant noise during
the reconnaissance phase (e.g., scanning) performed by an attacker [13]. Additional value regarding
security in SDN enabled networks can also be gained using FlowVisor [14] and FlowChecker [15],
respectively. The former tries to use a single hardware forwarding plane sharing multiple separated
logical networks. Following this approach, the same hardware resources can be used for production
and development purposes as well as separating monitoring, configuration and internet traffic,
where each scenario can have its own logical topology which is called slice. In conjunction with
this approach, FlowChecker [14] realizes the validation of new OpenFlow rules that are deployed by
users using their own slice. SDN controller applications are mostly deployed in large-scale scenarios,
which requires comprehensive checks of possible programming errors. A system to do this called NICE
was described in 2012 [16]. Introducing an overarching security architecture requires a comprehensive
and protracted approach to SDN. Since it was introduced, designers are looking at possible ways to
secure SDN that do not compromise scalability. One architecture called SN-SECA (SDN+NFV) Security
Architecture [17].

Figure 1. 5G networks.
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In this paper, we target at handling the security problems in SDN-based 5G networks. As we
mentioned, the SDN 5G network has two planes: the control plane and the data plane. We add a
security module between the two planes. This security will synchronize secrets between the physical
layer devices and the SDN controller. This secret used in our scheme is generated by the hash function.
During each authentication, the security module will first issue the 5G device for its secret. Since the
security module knows the hash function in the device in advance, it can determine whether the reply
is correct; the incorrect secrets indicate the request is from an attacker. After a successful authentication,
the security module will update the secret seed in the physical layer device to prevent the attacker
from decoding the hash function by eavesdropping for a long time. Note that our scheme is low
cost and is fully compatible with the SDN architecture, making it competitive when deploying in
today’s SDN-based applications. Finally, we simulate our scheme under different kinds of attacks.
The simulation results show that our work has a disconnect rate of 0.01, which is much lower than the
state of art. Our contributions are three fold:

1. In this paper, we propose a security architecture for SDN-based 5G networks. To the best of our
knowledge, there is no other work in this field.

2. We detail the security problems of SDN-based 5G network in the communication plane.
We propose a low-cost security authentication scheme for these problems.

3. We detail how our scheme raises the security of a current SDN based 5G network. In addition,
we compare our work with the state of the art. The simulation results show that our work is
robust while it has a low disconnect rate of 0.01%, whose rate is about 80% in the state of the art
when the number of attacks is 50,000.

The rest of the paper is organized as follows. Section 2 introduces the background of SDN-based
5G network and its security drawbacks. Then, in Section 3, we give our security architecture in details.
After that, the simulation results are provided to demonstrate the superiority of the proposed schemes
in Section 4. Finally, Section 5 briefly concludes this manuscript.

2. Background

2.1. SDN Based 5G Network Architecture

In this subsection section, we first illustrate the concept of SDN based network architecture.
Here, the SDN is an approach to improve the scalability of the traditional network and to provide the
unified interface to the upper applications and terminal devices. In a traditional network architecture,
the applications need to program the network hardware devices when communicating with the
terminal devices. If the hardware devices are changed (e.g., is provided by a new manufacturer),
the original upper applications may not be able to control them since these devices often use a
different Application Programming Interface (API), making the network hard to be programmed as a
consequence. The SDN architecture is just designed to handle this problem. For better understanding
of this technique, we show a typical SDN architecture in Figure 2. As we can see, the SDN architecture
is made up of three components: the application layer, the control layer and the data layer. Comparing
with traditional network architecture separates the data and control into two planes instead of exposing
all of them to the upper application plane. Since the control plane will automatically manage the
network hardware devices, this separation can help the application to directly control the network
with a unit interface given by the control plane and do not need to consider the hardware changes as
we mentioned in the traditional network. Similarly, when the terminal devices in the network attempt
to send their message to the applications, the SDN architecture will also provide the unified interface
to overcome the bad scalability cased by hardware difference. Considering the significant advantage
of SDN architecture, it becomes a key design concept in the 5G Network architecture.
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Figure 2. SDN-based architecture.

2.2. Security Problems in SDN-Based 5G Networks

Although the SDN architecture can greatly improve the scalability of the traditional 5G network,
the same attributes of centralized control and programmability associated with the SDN platform
introduce network security challenges. The communication channel of SDN channel is vulnerable due
to the following six reasons [18]:

1. The absence of trust and weak authentication between the applications and the controller,
which may lead to a spoofing attack by spoofing northbound API messages.

2. Inappropriate authorization may cause inappropriate or malicious access on the application.
3. The absence of encryption of the traffic between the controller and switches leads to eavesdropping

and spoofed southbound communications.
4. The absence of trust and weak authentication at this level may lead to Man-In-The-Middle and

spoofing attacks, which makes it easier for the attacker to eavesdrop on flows to see what flows
are in use and what traffic is being permitted across the network.

5. Inappropriate authorization that may cause unauthorized access. In fact, if a user requests a
service that triggers the controller to create a route and cause packets to traverse that route,
it must be ensured that the user is authorized to do so and that the environment can account for
that activity.

6. Southbound communication affected by attacks on flow rules mainly in In-band deployments

The security flaw of SDN architecture brings a lot of security problems. In the following, we list
three classical attacks [19] to show how a malicious attacker leverages these security flaws to attack
the SDN-based network. The first type is IP spoofing. The IP spoofing refers to the progress of
using forged IP addresses to inject packets into the SDN networks. This technique is mainly used
in the DDOS attacks. In a DDOS attack, the attacker will send the flood of TCP SYN messages
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or UDP SYN messages or ICMP messages to the victim host using the IP address which can be
found using IP spoofing. It causes a table-miss in the flow table in the switch, making the controller
become unavailable for other nodes to make routing decisions, reducing the performance of the SDN
networks. The second type is the man-in-the-middle (MITM) attack. In a MITM attack, the attacker
secretly relays and possibly alters the communication between two parties who believe they are
directly communicating with each other. By eavesdropping on the communication messages in the
SDN network, the attacker can obtain all details required in conducting a MITM attack since the
communication channel in SDN is lack of authentication. The last type of attack is replay attacks.
Similar to the MITM attack, the attacker first eavesdrops on the communication channel. With the valid
data transmission, the attacker then maliciously or fraudulently repeats or delays it, thereby fooling
the honest participant(s) into thinking they have successfully completed the protocol run. Given the
bad security condition in SDN architecture, it is urgent to adapt it for practical use.

2.3. Related Work

The methods of SDN security architecture generally fall into four categories. The first type is
Denial of Service Mitigation: the key point in protecting networks from being a DOS attack is the
recognition of what flows of traffics are malicious as soon as possible because malicious packets are
very similar. Traditional methods include preprocessing of traffic log files and sequentially captured
packets. Now, this high-overhead practice is not required in SDN because Counters are embedded
in each network device in the data. The DOS detection loop consists of three components: streams
Collectors, feature extractors, and classifiers. Ref. [9] presents a lightweight method for DDoS attack
detection based on traffic flow features, in which the extraction of such information is made with a
very low overhead compared to traditional approaches.

The second type is Cloud Security: Cloud computing is becoming a popular paradigm.
Many recent new services are based on cloud environments, and a lot of people are using cloud
networks.Since many diverse hosts and network configurations coexist in a cloud network, it is
essential to protect each of them in the cloud network from threats. Ref. [20] propose a new framework,
CLOUDWATCHER, which provides monitoring services for large and dynamic cloud networks. The
framework automatically detours network packets to be inspected by pre-installed network security
devices. In addition, all these operations can be implemented by writing a simple policy script; thus, a
cloud network administrator is able to protect his cloud network easily.

The third type is Topology Protection: protecting network topology is crucial in SDNs since all
popular SDN controllers are all subjected to network topology attacks. Any changes to flow behaviors
should be flagged for immediate remedy. Ref. [21] proposes a mitigation method for network topology
poisoning attacks, and a new SDN controller security extension TopoGuard is demonstrated, which can
detect network topology poisoning attacks automatically and in real time. One solution is SPHINX [22],
which leverages the novel abstraction of flow graphs. It is very close to the actual network operation
to enable incremental verification of all network updates and constraints.

The last type is Policy Enforcement. Stabler et al. propose a reference implementation of an Elastic
IP and Security Group service—the OpenFlow. The core of the implementation relies on the integration
of an OpenFlow controller (NOX) with the EC2 server. One example is LiveSec. Ref. [23] presents
LiveSec, a scalable and flexible security management architecture, which achieves holistic security
protection with good scalability and flexibility in large-scale networks. They can apply different sets
of policies onto different types of VMs being created dynamically on the cloud, providing protection
services similar to firewalls as well as elastic IP service.

Ref. [9] focuses on protecting networks from being DDOS attacks; Ref. [20] focuses on protecting
many diverse hosts and network configurations in a cloud network from threats; Refs. [21,22] focuses
on protecting network topology is crucial in SDNs since all popular SDN controllers are subjected to
network topology attacks. Our solution falls into the fourth category. Ref. [23] focuses on establishing
a scalable and flexible security management architecture, which achieves holistic security protection
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with good scalability and flexibility in large-scale networks. Our solution is different from Ref. [23].
We propose a robust security architecture for SDN-based 5G Networks. To find the illegal request from
malicious attackers, we add extra cryptographic authentication, termed as synchronize secret. The basic
idea of our scheme is leveraging preload secrets to differ attacks from regular network communications.

3. Robust Security Architecture of SDN-Based 5G Networks

3.1. Basic Idea

Our basic idea is to add authentication that can verify whether the message is from an attacker
or a legal user in the communication channel. The concept underlying our security authentication
is synchronizing secret. In our scheme, all of the 5G devices will maintain a secret key, which is a
value generated by the encryption algorithm. These keys will also be recorded in a back end system.
During the communication process, the back end system will check whether the device has the same
secret as the its records. Since the attacker can not obtain this secret in advance, its requirement will not
pass the authentication process, namely, we have successfully found an SDN security attack. Moreover,
as shown in Table 1, the security attacks will occur in two different scenes: the first type occurs in
the communication between the SDN control in the control plane and the terminal devices in the
data plane, the other type occurs between different terminal devices. In light of this, we propose two
different authentication schemes to respectively handle the security problem in the two scenes. In the
following, we will give our 5G SDN architecture in details.

Table 1. Security problems in 5G networks.

Channel Types IP Spoofing MITM Attack Replay Attack

Control channel
√ √ √

Data channel
√ √ √

3.2. Security Architecture

In this subsection, we will demonstrate our security architecture, which is illustrated in Figure 3.
In this figure, we can see that the authentication process has two ends. The left end is the SDN devices,
which is a switch of an SDN control. The secret store in each device consists of three parts: a unique
ID, a preload hash table Hi given by the back-end and a synchronized secret si. The secret is a random
number that is changed every time the device requests building a communication channel. During an
authentication, the back-end first verifies the device’s ID. If this number is valid, the back-end will then
check the hash value from Hi by using si as hash seed. If this number matches the hash value given by
the hash table and seed stored for this device in the back-end, the device passes the authentication
and then builds a communication channel. After the authentication, the back-end will generate a new
secret and load it into the device. An attacker can pass the authentication only after (1) eavesdropping
the secret si+1 in the former authentication and (2) knowing the hash function preload in the devices.
We say that meeting the two requirements is difficult since, if the device has a hash value from an
outdated secret, it indicates that this request is from an attacker.

Next, we will detail how to add this authentication in the SDN-based 5G architecture. Figure 4
illustrates our security architecture. As we can see, we add the security gateways (SGW) and security
entry (SecE) in the SDN architecture. SGW refers to the gateway that serves as the point of decryption
and encryption for the network. SGW can relay authentication messages between SE and data plane
switch (DPS). SecE refers to the back-end in Figure 3. It will maintain the hash tables and hash seeds
of all devices and provide authentication when building the communication channel. Here, we note
that we use the SGW to relay the authentication message instead of letting the SecE communicate with
the 5G devices directly. This SGW can combine the messages from devices and then transmit these
messages to the SecE. In such a way, we can lower the load of SecE, accelerating the authentication
process as a consequence. Since we add the SGW, the authentication process is a little different from
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the basic authentication scheme illustrated in Figure 3. In the following, we will respectively detail the
authentication in the control channel and the authentication in the data channel.

ID
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H2
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... ... ... ... ...

--
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Figure 3. Illustration of synchronous secrets.

Figure 4. Robust security architecture.

We first introduce our authentication scheme in the control channel. The authentication process
is illustrated in Figure 5. As we can see, the DPS first transmit an authentication request M1 to SGW,
M1 consists of two parts: the device’s hash value and ID. After receiving M1, the SGW will combine
the current authentication requests, and then send the combination REQ to the SecE. After that,
SecE verifies the hash values in REQ and then sends the authentication messages ACK to the SGW.
Finally, the SGW will relay the authentication messages to the DPS. If the DPS passes this authentication,
it will update its secret and build the control channel with SDN controllers. On the contrary, if the DPS
doesn’t pass this authentication, it will do nothing or request again.

We then introduce our authentication scheme in the data channel. The authentication process
is illustrated in Figure 6. As we can see, the data channel is built between DPS1 and DPS2. Thus,
we need to verify both of them to guarantee the security of this channel. In this figure, DPS1 first
sends authentication request M1 to DPS2, and M1 is made up of the device’s ID and associated hash
value. After receiving the request from DPS1, DPS2 will send authentication request M2 to the SGW.
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Similar to the process in the control channel, SGW will then transmit the combination of authentication
request REQ to SecE and then get the authentication message ACK. SGW will then send M3 to DPS2,
and M3 is the authentication message associated with DPS1 and DPS2. Finally, if this request passes
the authentication process, DPS2 will send the authentication message to DPS1, building the data
channel and then both of the two DPSs will update their own seed. If one of the DPSs doesn’t pass this
authentication, both of them will do nothing.

Figure 5. Authorization in Control channel.

Figure 6. Authorization in Data channel.

4. Security Analysis

In this section, we illustrate how the proposed security architecture protects the SDN-based 5G
network under the three kinds of attacks mentioned in Table 1.

4.1. IP Spoofing

In an IP spoofing, we assume that the attacker has known all of the valid data stored in a legal
devices, which refer to 5G terminal devices in the data plane or an SDN controller in the control plane.
By using the proposed scheme, the system can figure out the messages from the attackers because the
secret will change over time; the attacker can only provide an outdated secret, which is not the same as
the one stored in the back-end system.
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4.2. MITM Attack

In the MITM attack, the attacker secretly relays and possibly alters the communication between
two parties who believe they are directly communicating with each other. However, this kind of
attack can be detected in our scheme. First, the attacker must hijack both uplink and downlink in
an authentication process, causing such kind of attack to be conducted. Second, even if the attacker
has successfully conducted an MITM attack, the attacker hijacks a device’s communication in the
authentication process, making the back-end system fail to update the secret stored in this device;
the back-end system can find this difference, which indicates a MITM attack, in the next authentication
process of this device.

4.3. Replay Attack

Finally, we will illustrate how the security architecture prevents the replay attack. In a replay
attack, the attack will repeat or relay a message from a 5G device by eavesdropping. Since our security
authentication will change the secret during each communication, the messages from replay attack
will always have an outdated secret, namely, can always be found by our architecture.

5. Performance Evaluation

In the following, we simulate the performance of our scheme under the three kinds of attacks
shown in Table 1.

5.1. Simulation Set up

We realize our scheme by Mininet emulator and OpenDaylight as shown in Figure 7.
The OpenDaylight is used to perform an SDN controller. The SGW and LSA used in our scheme are
modeled by OpenHIP. The hash value in the authentication scheme are generated by SHA-1. For each
kind of attack, we test three kinds of settings—sparse, moderate and dense—with respect to the amount
of hosts used in the network. There are four hosts in sparse, 50 hosts in moderate and 500 hosts in
dense. In this work, we estimate the performance of our work by using the disconnect rate, which is
derived as:

r = numdis/100, (1)

where numdis is the number of disconnects in our simulations. In this paper, we compare the
performance of our scheme with the state-of-the-art TFSv1 [24] and SDecurity [25]. The TFSv1 is
widely used in today’s commercial SDN Network but is vulnerable to the three kinds of attacks
mentioned since it is lack of authentication. SDecurity is a typical Software Defined Security
Experimental Framework. In our simulation, we assume that the attacker has the prior knowledge of
our authentication process, and generate random secrets instead of using the outdated secret obtained
by eavesdropping, namely, in this worst case, the attacker can have the chance to break through the
security architecture when they guess the right secret key, and we assert that this rate will be much
better when deployed in practice.

5.2. IP Spoofing

We first show the simulation results of our scheme under IP spoofing. For the sack of clarify,
we term our scheme as Robust in short. In our simulations, the attacker will eavesdrop the
communication channel. Once he achieves a authentication request, it can get the IP of the devices and
then generate his own attacks between two adjacent authentication requests from this devices. As we
mentioned before, more attempts can give the attacker more opportunities to guess the right secret
key. We vary the number of attacks from 0 to 500 and record the associated disconnect rate to study
the feasibility of our scheme. The overall simulation result is shown in Figure 8, as we can see that,
when the number of attacks reaches 500, the disconnect rate is lower than 0.1%. Then, we compare
the performance of Robust with two state-of-the-art ones. In Figure 9b, we can see that the disconnect
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rate of Robust keeps increasing as the number of attacks increases. For the state of art TFSv1 and
SDSecurity, the IP spoofing attack is generated by solely using the IP information while not generating
the secret key used in our scheme. Taking the case of moderate as the example in Figure 9b, we can
see that the disconnect of our scheme is extremely low, in the worst case of 500 attacks, the maximum
disconnect is still lower than 0.01%, which is much better than the disconnect rate from TFSv1 and
SDSecurity. Taking a joint consideration of sparse, moderate and dense, another important observation
is that the amount of hosts will affect the performance of SDN architecture; SDSecurity experiences
a very efficient loss as the number of hosts increases. On the contrary, the disconnect rate of Robust
does not vary a lot because the proposed scheme is a lightweight security architect, which fits the large
scene very well. Both of the two observations indicate that the performance of the proposed scheme is
much better than that from the state of the art under IP spoofing.
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Host1 Hosti Host(i+1) Hostj
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Figure 7. The simulation set up.
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Figure 8. Performance under IP spoofing.
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Figure 9. Comparison under IP spoofing. (a) sparse; (b) moderate; (c) dense.
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5.3. MITM Attack

In Figures 10 and 11, we show the simulation results under MITM Attack. In an MITM attack,
the attacker secretly relays and possibly alters the communication between two parties who believe
they are directly communicating with each other. In our simulation, the attacker will hijack the
communication channel of a device and then generate his own message to the SecE. Similar to the
simulation in IP spoofing, we vary the number of attacks from 0 to 500 and record the associated
disconnect rate. The overall simulation result is shown in Figure 10, as we can see that, when
the number of attacks reaches 500, the disconnect rate is lower than 0.1%. Then, we compare the
performance of Robust with two state-of-the-art ones. Taking the case of moderate as the example in
Figure 11b, Robust still has a disconnect lower than 0.01%, which is much better than that from TFSv1
and SDSecurity. The performance of TFSv1 decreases a lot as the number of attacks increases because
the communication channel of TFSv1 lacks authentication. For the SDSecurity, by its performance,
still decreases a lot when used in a dense scene and therefore can not be used in the large scene. Both of
the two observations indicate that our schemes can have better performance when used to detect
MITM attacks.
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Figure 10. Performance under MITM attack.
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Figure 11. Comparison under MITM attack. (a) sparse; (b) moderate; (c) dense.

5.4. Replay Attack

Finally, we show the simulation results under Replay attack in Figures 12 and 13. In a replay
attack, we control the attacker to eavesdrop on the communication channel and record the messages
from devices, and then let the attack repeat the associated message to the SecE. We vary the number of
attacks from 0 to 500 and record the associated disconnect rate. The overall simulation result is shown
in Figure 12, as we can see that, when the number of attacks reaches 500, the disconnect rate is lower
than 0.1%. Then, we compare the performance of Robust with two state-of-the-art ones. For clarifying,
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we take the case of moderate as an example. As we can see, Robust has the lowest disconnect rate
under replay attack. In the worst case, our scheme has a disconnect lower than 0.01%, whose value
is the lowest one among the three security architectures mentioned. For the two other architectures,
this rate is about 75% for TFSv1 and 8% for SDSecurity. Although the disconnect rate of SDSecurity
is low in moderate, its performance will decrease a lot with a disconnect rate of 73% in the dense
scene. These observations indicate our scheme can have better performance when used to detect
replay attacks. Considering the outstanding performance of our scheme under the three security attack
mentioned in SDN architecture, we say that our scheme can meet the requirement of commercial use.
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Figure 12. Performance under Replay attack.
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Figure 13. Comparison under replay attack. (a) sparse; (b) moderate; (c) dense.

6. Conclusions

In this paper, we reviewed the principles of SDN-5G architecture, and introduce the associated
security problems in detail. For these problems, we propose a novel security architecture called robust,
which is based on synchronized secret. This scheme leverages a common secret shared by the back-end
system and the network users to avoid illegal service requests from malicious network attackers.
Since the communication channel of SDN-5G network is made up of the control channel and the data
channel, we design two different authentication methods respectively for the two channels. Extensive
simulation results show that our scheme can achieve a disconnect rate less than 0.01% under the three
mentioned classical attacks, which rate is much better than that from the state of art.
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