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Abstract

:

Currently, medium and small businesses face a significant change in the way consumers purchase their services, products, or goods. This change is fundamentally due to the pandemic caused by the 2019 coronavirus disease, during which people were forced to use information and communication technologies to satisfy their needs and interact with other people. After the pandemic, people’s dependence on technology increased exponentially, to such an extent that the Internet has become the channel through which any product can be purchased in an agile and varied way, from the comfort of home, and regardless of schedules. Therefore, for companies, moving from the traditional market to eCommerce is a necessity, but the change must take place efficiently. Therefore, identifying the factors that influence consumers to access a brand, a service, or a product is a characteristic of eCommerce. This paper presents an analysis of the factors that influence the use of electronic commerce. For this, a review of similar works was carried out for the design of surveys and the identification of the critical points considered by consumers. These data were analyzed in a granular way with tools used in business intelligence to improve decision making in the migration to a digital market.
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1. Introduction


Currently, the Internet is the most used tool as a means of communication in society. Its penetration and the accessibility of applications have made it a distribution channel that allows people and organizations to generate a wide variety of interactions, even at the level of commercial transactions. In addition to this, quarantines and isolation due to the 2019 coronavirus disease (COVID-19) pandemic caused an increase in the use of web applications [1]. These events have meant an exponential increase in business-to-consumer (B2C) as well as business-to-business (B2B) electronic commerce (eCommerce) [2]. Electronic commerce undoubtedly presents a competitive advantage for organizations and opens the possibility for those companies that did not have access to these services due to lack of infrastructure or the high costs to acquire them [3]. In addition, the proper use of eCommerce eliminates intermediaries and distributors, which presents a direct environment between the client and the producer, reducing operating costs [4].



To achieve the success of the electronic market, organizations must carry out a complete analysis of its characteristics and needs and of how the use of the Internet becomes a channel of influence between buyer and seller [5]. Several works reviewed as a contribution to the literature on the subject addressed the use of the Internet from the vendor’s point of view. However, in the last two years and mainly due to the pandemic, research on the electronic market proliferated exponentially. These works sought to improve the customer experience by analyzing the use of the Internet and its acceptance or not as a shopping channel [6]. Perhaps, before the pandemic, the lack of knowledge about the orientation of the market and the effect of ICTs on customer behavior generated a wrong view in certain investigations, giving greater importance to ICTs as support for business management and its infrastructures [7].



Technologies play an important role in the exchange, promotion, and sale of products and services where their use is increasing. eCommerce employment generates millionaire profits and is presented as a new form of business that undoubtedly represents a driving force for the economic development of the business sector, both for developed nations and developing nations [8]. The adoption of eCommerce by the global business sector is continuously growing; however, as organizations increase in size, electronic commerce becomes more complex and challenging [9]. Since the beginning of the 21st century, studies of electronic business showed the importance of this topic worldwide, and authors such as [10,11] highlighted that its use stands out due to the number of publications on the subject. It is currently considered a significant element of study due to the great impact it has on the economic and social development of humankind. In the research study carried out, several literature review articles on eCommerce and digital marketing were identified. The main topics addressed in the articles were related to the main publication regions, most relevant journals, eCommerce adoption, and benefits of eCommerce [12,13,14,15,16,17]. However, very few articles proposed methodologies that can be applied to small businesses (Lora and Segarra, 2013; Gutiérrez and Nava, 2016; Janita and Chong, 2013; Abed, Dwivedi and Williams, 2015; Sánchez and Juárez, 2017).



It is important to highlight that the elements of society have undergone an important change in the way in which they carry out their activities. People’s adaptation to computer technology has been somewhat natural. Large information technology (IT) providers have been able to identify the needs of organizations and individuals to improve their applications in terms of accessibility and usability, managing to improve their use in most environments [18]. This work proposes the analysis of the use of the Internet as a shopping channel to provide evidence and an analysis of the reasons that lead the consumer to interact in eCommerce and the ones that do not [19]. For this, several data available on the web and consumer surveys were obtained to generate a data warehouse. The stored data were processed to identify the factors that measured the motivation and demotivation to use eCommerce. This process is an integral part of a data analytics model that identifies several of the concepts used in eCommerce to convert them into dimensions used by companies that start in the digital world [20].



The purpose of this work was to establish a data analysis model that can be used by small- and medium-sized companies [21]. These companies are the ones that after the pandemic have suffered the greatest number of problems to market their products and services. In addition, it is important to establish that migrating to digital commerce is costly for the economy of these companies that have been severely hit. Therefore, obtaining a model that identifies the factors that directly influence consumers to access their products through a digital channel is motivating and useful for the proper management of resources in their migration to eCommerce.




2. Materials and Methods


The choice of the methodology was based on the identification of the factors that affect the decision of consumers to use eCommerce. To meet this objective, a review of similar works was carried out to determine the factors with the greatest influence on the use of eCommerce. In a second phase of the method, several surveys were developed for the acquisition of data on the motivation of the end-user to use the Internet as a digital channel for the evolution of the market. The data obtained were processed and integrated into an analysis stage with the use of statistical tools that identified patterns in the data and determined the contribution values of each factor to explain the phenomenon studied.



2.1. Preliminary Concepts


To identify the indicators that measure the motivation and demotivation behind the use of eCommerce by the consumer and the dimensions that make up each concept, it is important to establish the conceptual bases for the development of the method as detailed in the following subsections.



2.1.1. Current State of eCommerce


The years of 2020–2021 presented challenges for the entire society, since COVID-19 changed abysmally and aggressively how society develops and how individuals communicate [22]. To overcome store closures and social distancing, companies, especially retailers, had to adapt their business models. This undoubtedly boosted online shopping to unprecedented percentages, which indicates that consumer behavior has probably changed forever. This work was carried out in Ecuador, where the growth of eCommerce stood at 43.75% in 2020, which means that the volume of business reached 2.3 billion USD, assuming an increase of 700 million compared with 2019 [23].



These data mark the growth of eCommerce in Ecuador; however, in most of the records, they are established in means that are already common for the acquisition of products or services using the Internet as a channel of commerce [24]. The use of this channel is mostly exploited by large corporations, which have a robust structure that covers eCommerce in an integral way that goes from the visualization and positioning of the brand and products to fulfillment [25]. For their part, small businesses or retailers have several problems in positioning themselves and have sought other means, such as social networks, to somehow access eCommerce [26].




2.1.2. eCommerce Architecture


Companies that are part of eCommerce have IT architectures that respond to the needs of the company and the portfolio of its customers. However, for retail companies that are in their first steps of migration to a digital channel, making use of a complete and scalable architecture can demand too many resources [27]. Therefore, it is important to establish an architecture that includes the basic components to start using the Internet to enter the digital market [28]. Figure 1 presents a basic eCommerce architecture that is tailored to the needs of small- and medium-sized businesses.



The main component is the use of the Internet as a communication channel and the web as a medium where products or brands are promoted. It is on this point that the difference between a company that manages eCommerce in a structured way and small companies is focused. Generally, large companies have design departments or hire them to design web pages that integrate complete catalogs of services or products aimed at consumers [7]. For their part, retail companies without the sufficient financial resources to establish a comprehensive structure to enter digital commerce use other means, such as social networks, to offer their products and brand positioning.



The next component is the devices, among which the use of mobile phones stands out. Several studies carried out in Ecuador in 2020 analyzed the use of the Internet and the new consumption habits generated by the pandemic. Ecuador has a population of around 17.7 million inhabitants, of which 64.3% are residents of urban areas. The number of connected mobile devices in the country is around 13.8 million, which constitutes 77.8% of the population. Therefore, for retail companies, it is important to use these data to establish their target market, by also considering which are the most used devices to access social networks.



The next component considers the location of the product and the consumer, and this is a very important variable that must be considered, at both the seller and buyer levels [29]. Shipping costs and delivery time depend on this information. Aligned to this component within the architecture of eCommerce, the payment process is considered [30]. This is a key point that determines the loyalty of consumers to a brand or a company. Other models use digital platforms that work through an application, as is the case of companies that register with Uber Eats. This is a comprehensive platform that connects users, restaurant partners, and delivery partners to make food delivery an easy and hassle-free service. For their part, retail companies generally do not have a payment model; therefore, they manage this directly with the buyer, who does not have support in receiving the product once the payment is made.



The next component is fulfillment, which for retail companies represents a difficulty, since they depend on third parties for delivery. This stage is critical and not controlled by the seller and consumer, which can cause problems in receiving the product, both in terms of delivery times and the state of the product. To this is added an additional cost that the buyer must assume, without there being a guarantee on what they expect to receive [31].





2.2. Identification of the Factors That Determine the Use of eCommerce


To determine the indicators that measure consumer motivation behind the use of eCommerce and the factors that directly affect it, several indicators identified in the literature review were proposed. In addition, several direct queries for consumers were generated, and these queries were reflected in a survey format. The variables identified and those to be processed in the data analysis are presented as follows [32]:




	
Offer: In eCommerce, there is a greater offer of products or services;



	
Speed: When generating a search on a digital platform, it provides a quick view of all the products of interest that are offered;



	
Hours: Unlike traditional commerce, when using the Internet, products, brands, and services are generally available 24/7, providing greater flexibility;



	
Convenience: The possibility of placing orders by mobile means and from anywhere provides a unique feature for the consumer;



	
Privacy: The use of the Internet as a communication channel provides greater privacy and intimacy when making a purchase;



	
Environment: The experiences of other people count as a fundamental part for the consumer to access eCommerce.








In addition to the indicators that were identified in similar works, there are other indicators that must be accessed through direct consumer surveys [33]. There is even the possibility of accessing data from different platforms or social networks that serve to clearly determine the negative points existing in eCommerce [34]. The survey was considered for a population of 500 people; however, for the presentation of the data, the calculation of the representative sample was applied, and the population was taken as a datum of the formula. This process was carried out to reduce the size of the population and to be able to use and present the objective data in this work. Equation (1) presents the formula for calculating the representative sample, where the parameters are as follows:




	
N = 500, population size;



	
Z = 1.96, confidence level (statistical parameter);



	
p = 50%, percentage of the population that has the desired attribute;



	
q = 50%, percentage of the population that does not have the desired attribute;



	
e = 3%, maximum accepted estimation error.








Representative sample size calculation:


  n =   N ∗  Z 2  ∗ p ∗ q    e 2  ∗   N − 1   +  Z 2  ∗ p ∗ q    



(1)







Once the calculation was made, it was obtained that the representative population was composed of 217.49 individuals; in this work, the data of 217 individuals were considered and were employed in the following stages of the analysis.



The survey was conducted with the purpose of obtaining relevant answers in the following areas:




	
Experience;



	
Accessibility;



	
Compliance;



	
Privacy;



	
Compensation;



	
Contact;



	
Loyalty;



	
Intention to repurchase;



	
Perceived value.








Figure 2 presents a flowchart where each of the stages of the methodology for the analysis of the indicators that affect the use of eCommerce is explained. In the first phase of the method, the variables that were part of the analysis were identified; in this instance, the variables discovered in the previous works reviewed were considered. These data were processed in the search of patterns that allowed us to determine the factors that directly affect the use of eCommerce [35]. The results obtained were validated, and if they answered the question posed by the interested area or individual, the information was presented in control panels, guaranteeing the understanding of the information.





3. Results


For the development of this work, two types of variables were considered, those identified through the review of previous works and the variables identified through surveys. The data were obtained to represent a population of 500 people; however, out of the total the population, the calculation was applied to the representative population, to limit the volume of data obtained, guaranteeing the results of the study.



3.1. Mechanism for Data Collection


For data collection, various sources can be used to determine the factors with the greatest influence on the implementation and use of eCommerce. Data sources are varied and depend on the type of analysis to be carried out; for example, social networks are current media that generate large volumes of data [36]. However, the extraction process requires more knowledge and trained personnel for the implementation of the analysis structure [37].



Companies that start an eCommerce integration process can choose to generate their own data sources, with surveys being among the fastest mechanisms for the generation of data and the identification of the degree of customer satisfaction. In this work, a survey model was developed that included questions related to the factors that affected the consumer in the use of digital channels and eCommerce, for example:




	
Consumer experience with online stores;



	
Accessibility;



	
Catalogs;



	
Compliance;



	
Privacy;



	
Compensation;



	
Contact;



	
Medium;



	
Satisfaction;



	
Loyalty;



	
Repurchase intention;



	
Shipment;



	
Perceived value.








In addition to these factors, it was necessary to identify information that allows companies to profile consumers in terms of gender, age, academic level, experience in online shopping, number of online purchases in each period, etc. These factors were added as variables in the analysis to help companies to segment their population according to their line of business.



Surveys seek to determine the level of acceptance of a brand, product, or service. Generally, survey questions are designed to elicit as much real information from consumers as possible, so they need to be clear, direct, and objective. The response model was presented by levels of acceptance or rejection; in this way, the respondent did not fall in a state of annoyance or discomfort that punished the veracity of the answers. Below are the questions used in the survey, where 1 means “Totally disagree” and 5 means “Totally agree”:




	
It is easy to find what I need on the website [1,2,3,4,5];



	
It is easy to access any section of the website [1,2,3,4,5];



	
The website allows me to complete a transaction quickly [1,2,3,4,5];



	
The information on the website is well organized [1,2,3,4,5];



	
Pages download quickly [1,2,3,4,5];



	
The website is easy to use [1,2,3,4,5].









3.2. Application of the Methodology


As an initial step of the methodology, it was important to establish the current state of Internet use and other statistics that allowed us to identify the environment where the methodology was applied. This work, when carried out in Ecuador, used data provided by other investigations [38]. These data pertained to the year of 2021, when the total population was 17.77 million, of which 64.3% were residents of urban areas. Considering that mobile phones have become the most used devices for Internet access, it was obtained that there were 13.82 million connected mobile devices, which meant that 77.8% of the population had access to this medium.



3.2.1. Variable Identification


In analyzing the factors that determine electronic commerce, there are a variety of variables that can be considered. In this work, the variables that were considered in the reviewed works were included, and these were:




	
Comfort;



	
Schedules;



	
Speed;



	
Around;



	
Privacy;



	
Offer.








In this work, the variables were taken as categories, and to evaluate them, several questions were created that aligned with what was desired to know about each of them. Once the questions were generated, a survey model was sent to 217 individuals, i.e., the representative population. Table 1 presents a sample of 20 responses obtained in the survey; for the sample presented in the table, the first 20 records were simply taken.




3.2.2. Analysis


In this stage, the factorial analysis of the data obtained in the 217 surveys was carried out. Several tools allow the calculation of factor analyses to be performed to determine the level of influence that each of the variables has. Among these tools are SPSS, Excel, etc. The important thing is to know exactly what the objective of the factor analysis calculation is [39].



The analysis process was carried out in SPSS to verify, through a factor analysis, the components that affected the use of eCommerce. Table 2 shows the results obtained through a dimension reduction model. To identify the appropriate factorial model, the Kaiser–Meyer–Olkin (KMO) measure and Bartlett’s sphericity test were used. This model tests the partial correlations among variables. In addition, Bartlett’s test checks whether the correlation matrix is an identity matrix. KMO assumes values between 0 and 1; according to various works reviewed, for a KMO coefficient to be adequate, it must be greater than 0.6. The coefficient obtained was 0.788, so the items were taken as adequate, and the analysis continued. In Bartlett’s test, a chi-square value is obtained that is associated with the sampling distribution that allows one to know the probability of error when rejecting a null hypothesis. The ideal case that is expected for the significance value is that this value is less than 0.005, something that was fulfilled in the analysis, with a value less than 0.001, which indicated that there were significant differences between the correlation matrix and the identity matrix.



Table 3 shows the values obtained in the anti-image matrices; this type of matrix contains the negatives of the partial correlation coefficients, and the anti-image covariance matrix contains the negatives of the partial covariances. To be considered a good factor model, most of the off-diagonal elements must be small. In the results obtained in the covariance matrix, it was observed that the values were good and exceeded the 0.6 established in KMO, except for the value obtained in speed, which was a lower value, 0.386; however, in the correlation matrix, it had a value of 0.777. A similar result was obtained for the “environment” item. In addition, with the positive values closest to 1, a diagonal was formed, in which case, the values above the diagonal were identical to those below it, which meant that it was a mirror matrix.



Table 4 shows the table of commonalities, where the percentage of variance in a variable explained by all the factors together is measured and can be interpreted as the reliability of the indicator. With the results obtained in the table, it could be highlighted that the variables of comfort and privacy had less reliability. This is because the amount of variance in all variables is explained by the eigenvalue, and if a factor has a low eigenvalue, then it contributes little to explaining the variance in the variables. Another low value was that of schedules. These three parameters were the ones that had to be analyzed in depth to determine the degree of influence that they had on the research question.



Table 5 shows the matrix of the total explained variance. The results indicated that the final solution was explained by two factors or dimensions. These two factors represented 70,016% of our accumulated variance, with each factor being greater than 40% of the accumulated variance, with this being an adequate value for analysis. The headers are detailed at the end of the table.



Figure 3 shows the sedimentation graph, which is a representation of the magnitude of the eigenvalues that identifies the number of values that must be extracted. The eigenvalues that explained most of the variance are located on the left side, forming a slope. The graph helped us to visually determine which were the optimal factors.



Table 6 shows the matrix of rotated factors, with which each item belonging to or influencing each factor was determined. As a characteristic identified in the review of previous works, the minimum number of items for each factor must be three to four to be considered valid. In this case, the analysis generated two factors, which the average and speed items directly affected, as can be seen in the table. When there are items that affect two or more factors, these can create false incidence values or can subtract degrees of influence from other items. Therefore, it is recommended to eliminate the shared items, generate the calculation of the rotated matrix again, and verify the degrees of influence of each item on the generated factors.



According to the results obtained, it was identified that factor one had the greatest influence on the use of eCommerce and that the perception of the clients was related to the offered item. This result was admissible, considering that the greater the offer of products and of comparisons among the products found in the digital market is, the greater the attraction of the consumer is. Factor two had an item with greater influence, which was the hours, with these being an advantage for traditional companies. Another item identified was the privacy of factor one, at present, due to the large volume of computer attacks that seek to obtain, modify, or delete user data. This item had a great impact on the use of eCommerce by people; therefore, it is important to establish models and architectures in the migration to a digital environment that comply with all information security and privacy measures. To validate the analysis, it is recommended to use Cronbach’s alpha coefficient. Cronbach’s alpha is the reliability indicator of psychometric scales that provides a measure of the internal consistency of the items that make up a scale. If this measure is high, it implies evidence of the homogeneity of the scale, that is, that the elements point in the same direction.



For example, in Table 7, the calculation results of Cronbach’s alpha are shown, and the data considered were obtained from the above-mentioned 217 records; however, for the example in the table, only the first 20 are presented. In the table, the dotted spaces mean that there were multiple records in the original repository. The last row contains the results of the calculation of the variance based on the entire population. The total column is the sum of all the values of each of the categories that were included in the analysis.



In the calculation of Cronbach’s alpha, the variances of each category were used plus the total variance shown in the last column. These data were applied using the formula presented below:


  ∝ =    k  k − 1       1 −     ∑   i = 1  k   S i 2     S t 2       



(2)




where the following apply:




	
Si is the variance of item i;



	
St the variance of the total observed values;



	
k is the number of questions or items;








The results of Cronbach’s alpha are presented in Table 8. This consisted of three calculations or interactions, and interaction 1 presents the result of the calculation of the six items. According to the values obtained in the variances, three values were identified that were significant for the analyses. These values were comfort, privacy, and supply; the variances in these items indicated that their incidence could affect the coefficient of Cronbach’s alpha. Therefore, in interaction 2, the supply data were eliminated, and the result increased to be greater than 0.8, which indicated that the analysis was more representative, as it did not consider this item. The process was carried out with each item that presented variance values close to zero; however, by removing the privacy value, the alpha coefficient reduced, which meant that it was a parameter that had a great influence on the analyses. The opposite happened when we removed the comfort item; without this value, the coefficient was closer to one and exceeded 0.8, which implied that the analysis was better and had greater reliability.



This process can answer several research questions one may have about small business migration to eCommerce. However, it is important to point out that this first analysis integrated the variables identified in previous works. If the answer is not reliable enough, it is necessary to integrate a greater number of variables or data sources. Additional data sources can be of various nature, as mentioned in the above sections. The most common example of external sources are surveys that are found on the web and are considered open data. Other possible sources to be added are social networks; these contain a high volume of information that can be analyzed about the perception of users relative to a brand, product, or service.



In this work, several additional questions were added to evaluate new categories, and new surveys were designed to obtain data. The new categories added sought to identify all the possible causes that were marked as the main points for people to migrate from traditional markets to eCommerce.



Many categories can be included in this process; however, each of the new categories must be analyzed by each department in charge of market research. In this work, six additional categories were integrated. In each category, two items or questions were included to identify the perception of users. The questions for each category are presented below:




	
Accessibility:




	a.

	
Is it easy to find what I need on the website?




	b.

	
Does the website allow me to complete a transaction quickly?









	
Catalogs:




	a.

	
Did you find enough product details?




	b.

	
Do you usually find several alternatives for the same product?









	
Compliance:




	a

	
Do you deliver the order when promised?




	b.

	
Does the website have reliable offers?









	
Support:




	a.

	
Do you have an online customer service?




	b.

	
How helpful was the customer service staff?









	
Satisfaction (consumer experience):




	a.

	
Was my decision to buy on this website a wise one?




	b.

	
Does the performance of this website meet my expectations?









	
Shipment:




	a.

	
Did you receive your product at the shipping address?




	b.

	
Has the order been delivered on time?














From the data analysis of the categories attached to the process, several results were obtained that guided the understanding of what consumers looked for in an eCommerce model. Table 9 shows the results; the KMO coefficient was 0.763, a value that allowed the analysis to be defined as valid, considering in addition that the significance value was less than 0.005, reaffirming its validity.



In Table 10, the anti-image values of covariance and correlation are presented. In this analysis, the incidence of each of the items and how this determines the different factors or dimensions considered for the evaluation of the data are observed. In the correlation of the diagonal values, it was obtained that they exceeded 0.3; however, there were values of certain items that could be considered as the minimum and could be eliminated to improve the response of the analysis. In this table, item 1 had a correlation value of 0.450; this was a low value that was kept in mind to compare it with the following tables and eliminate it if its influence on the object of study was not relevant. In the table, the headings correspond to the questions in each category; these were replaced by the letter “P”, accompanied by a number as an identifier, for example, Q1: Is it easy to find what I need on the website? This format was followed in all tables so that they fit the size of the format.



Table 11 presents the results of the commonalities, where it was identified that items 1 and 2 had low extraction values of 0.012 and 0.044 respectively. As valid values in the analysis, it was established that all those items with an extraction value greater than 0.400 were valid in commonality processing.



The analysis defined four factors to reach the percentage of the accumulated variance of 65.492%; this was a valid value to consider in the analysis. Table 12 shows the factors and the items that were directly aligned with each of them. The factors to be accepted within the analysis had to integrate at least three items. This was true in the matrix of rotated factors; however, each factor had to be reviewed, since there were values that did not influence the decision of consumers. The table shows how each item was related to each factor; in the case of items 1 and 2, these did not represent a relationship with any of the factors. In addition, other items did not have a great influence on the factors, so these were excluded, and the analysis was conducted again to verify the changes in the analysis. To validate the effects of the changes, the calculation of Cronbach’s alpha was used, where the least representative items were eliminated from the analysis.



Table 13 shows the results of Cronbach’s alpha. Interaction 1 showed the result with all the items; the result was less than 0.8 and could be considered valid for the analyses. According to the results of the matrix of rotated factors in the second interaction, item 1, belonging to the accessibility category, was eliminated. The result obtained for Cronbach’s alpha improved the validity of the analyses, and the same process was carried out with P2. In interaction P3, there was an increase in the value of alpha; therefore, these items had little influence on the consumer’s decision. The items linked to the category of “accessibility” could be eliminated or replaced with others among those identified in the above sections. Another important fact to keep in mind is that in this work, the number of questions per category was limited to two, with a total of twelve questions corresponding to six categories. It is possible that by integrating a greater number of questions into the analysis, the interaction results would have greater precision. However, it was necessary to consider the guidelines in the design of surveys to guarantee the information collected.



The proposed method was applied by two minor companies that are dedicated to the sale of school supplies. These companies, within their stock, offer many products, such as markers, notebooks, pens, scissors, etc. These companies during the pandemic were financially compromised since their line of business was based on the direct interaction with the consumer [40]. By applying the method and defining each of the factors that affected their clientele, these companies decided to scale to eCommerce. Three months after the application, the effectiveness was measured through a quick survey of the owners of the company; in this survey, they were asked to indicate the result achieved vs. the expected result. In the two companies, they established that the result achieved was between 70 and 75% vs. the 80% expected result after three months of execution. With these data, it was identified that the effectiveness of the application of the method was 87.5%.



For the evaluation of the results, a machine learning algorithm was applied, with the objective to train an AI model and compare the results obtained from the factorial analysis. The algorithm applied was a decision tree, where the 12 questions posed in the survey and the corresponding data were considered, and to this, the general query on the frequency of use of eCommerce was added.



The validity of the models was checked through cross-validation, a very common verification method. N-fold cross-validation divides the training set into N parts, using N-1 parts to train and one part to test. It repeats this N times and finally calculates the result. The dataset with the survey responses was configured for validation as follows: The total data corresponding to 723 surveys were used in two groups, where 70% of the data were used for training, and the remaining 30%, for tests. To measure this quality, precision was used, which expressed the percentage of values that were correctly classified. The training dataset that corresponded to 70% considered 506 people, and the 30% of test data were derived from 217 surveys, which corresponded to the most representative population, as calculated in the above sections. When analyzing the model training dataset, the results presented in Table 14 were obtained. The total number of instances was 506, of which 75.4941% were classified as correct and 24.5059% as incorrect instances. The absolute error was 32.3%, and the relative root square error was 72.38%.



Table 15 presents the precision values for each class; it was observed that the enough and always classes had values of less than 60%, and these results were considered in the comparison with the test dataset. Each class represented the use of electronic commerce in the surveyed population; these criteria were enough, some, little, always, and never. Linearly, each class was separable from the other. This predicted which class the observations per question belonged to; therefore the dataset was considered as a multi-class classification model. The attributes corresponded to 12 questions; with these, a 10-fold cross-validation was performed with the use of a training set. Training is important because regardless of the algorithms that are included in the analysis, this process allows one to adjust the parameters and train the models to guarantee the results.



In the next stage, we worked with the test dataset that corresponded to the 217 instances mentioned above. As part of the performance evaluation process, the algorithm was run with two iterations; when it was executed, the percentage of correct classification decreased considerably. When applied with 5 total iterations, the results did not vary too much compared with those obtained with the 10 iterations used for the exercise; therefore, the iteration limit was selected as 10 to avoid overlearning.



Table 16 shows the stratified cross-validation, where the total number of instances was 217, which corresponded to the number of records entered; of these, 171 interactions were classified as correct, with a validity percentage of 78.8018%. This value was greater than 78%, an indicator that established that the process was sufficiently valid, with 21.1982% of instances being classified as erroneous. Similarly, the table details the values of different variables, such as Kappa, which had a value of 0.7347. This was a value close to 1, so it was considered that there was a strong agreement among the evaluations made using the algorithm.



Various metrics were used in this investigation to evaluate the performance of the algorithms. The classifier performance implies precision, error rate, recall, and F-Measure. Table 17 presents the detailed precision data by class.



In the results obtained from the confusion matrix in Table 18, 46 instances were classified incorrectly, and 171 were correctly identified. In the class that never used eCommerce, there were 40 people classified as correct in the iteration, meaning that their answers in the survey corresponded to their real opinion. Among the erroneous classifications, there were five people, two of whom belonged to group c, two to group d, and one to group e. Of people who used eCommerce little, 29 were classified correctly, and 8 were incorrect. In the class something, there were 41 correct and 4 incorrect classifications. In the class enough, 25 classifications were correct and 21 incorrect; finally, in the class always, 36 people were classified as correct and 5 as incorrect. With these results, it was possible to determine for each class the number of effective surveys that allowed us to evaluate the use of eCommerce; regarding the number of incorrect classifications, a relatively low value was obtained, which could be considered in another analysis for the identification of the reasons why the answers did not represent reality in the categorized classes.



The ROC area measurement is one of the most important values of the algorithm output. The optimal classifier had ROC area values close to 1; therefore, the survey or data collection instrument was taken as valid. The next phase of the analysis generated the data cluster to which the SimpleKMeans algorithm was applied. Table 19 presents the results obtained, where two clusters were generated; these evaluated the data when the users indicated that they used an eCommerce channel at the “Something and Enough” level. In each cluster, the existing relationships were indicated by a question and how these determined the predetermining factors of the use of eCommerce in the selected population. The table shows that there were 13 attributes, which corresponded to the 12 questions that evaluated the six initial categories. To differentiate the questions, the category and an identifier corresponding to the number of questions were placed, for example, Accessibility-Preg1–Accessibility-Preg2; this was repeated with each question.



In attribute analysis, the best first, with a forward search direction, was used as the search method. The process generated 79 evaluated subsets, and the merit of the best subset found was 0.233, with question two of the satisfaction category being the attribute with the highest influence on the use of eCommerce. In addition, there were predictive attributes that were established as complementary and had a high incidence value to respond to the phenomenon under study; these attributes are shown below.



The selected attributes were 2,5,6,9,10,13 (six attributes):




	
Accessibility_Preg1;



	
Catalogs_Preg2;



	
Compliance_Preg1;



	
Support_Preg2;



	
Satisfaction_Preg1;



	
Shipment_Preg2.








Among the selected attributes, the analysis considered question 1 in the accessibility category as an attribute that had an impact on a user making use of eCommerce. This comparison was very useful to adjust the proposed method and guarantee the identification of the factors that influenced the use of eCommerce.



Once the parameters were adjusted and the results of the dataset process were verified, the re-evaluation of the model was established. Therefore, we reassessed the training dataset with the test dataset, and the averaged result allowed us to establish the accuracy of the model and define exactly which were the categories that the respondents defined as important when using eCommerce. Table 20 shows the results of the cross-validation matrix. In the reevaluation, a result of less than 74.1935% was obtained in the instances classified as correct, this being less than that presented in the test dataset. Consequently, the error increased; therefore, it could be established that during the tests, it is better to use the test dataset with the data of the most representative population. These results were the ones that established which were the categories that responded to the study phenomenon.






4. Discussion


The development of this work was based on two essential characteristics: the first was the review of similar works, and the second characteristic was the collection of information that allowed us to determine the factors that influenced consumers to use eCommerce. The review of previous works was of great value, since eCommerce is a concept that has been developed for many years [41]. This means that there is a lot of information on the subject; however, with the pandemic, eCommerce has become a necessity for all companies. Therefore, the migration of the traditional market to the use of a digital channel is a necessity that must be analyzed under the new conditions given by the new normality [42].



The proposed method is not limited to determining the variables that affect the use of eCommerce. This work, being scalable, can identify the incidence values of each item in a survey that evaluates a factor [43]. With this feature, it is possible to design surveys that guarantee the quality of the data and capture the real impression of the consumer with respect to the digital market [44]. The application of the method and the results obtained made it possible to generate a comparison with related works. The main difference with respect to our proposal was the integral process that was carried out, since this work included the design of the survey and performed a validation analysis of this instrument; in addition, the incidence value of each question and how these could respond to the phenomenon under study were analyzed. Instead, several of the studies reviewed used online tools that directly presented the results [45], without necessarily validating the factors that influenced people’s perceptions of eCommerce [46].



The results identified that the accessibility category did not have a greater influence on the decision of consumers before eCommerce. The matrix of commonalities in Table 11 shows that the initial and extraction values did not reach 0.400, this being the base value of incidence with which the analysis was performed. Its incidence value was so low that it ranked between 0.035 and 0.012 for question one on accessibility, and the second question reached between 0.48 and 0.044; these results were sufficient for the elimination of the category. However, there is the possibility of increasing the number of questions or creating a survey that only evaluates the accessibility of eCommerce platforms [47]. For any additional solution, it is important to establish the objective pursued and the information that is required to be known; in the designed survey, the selected questions were:




	
Is it easy to find what I need on the website?



	
Does the website allow me to complete a transaction quickly?








These questions allowed us to know exactly how people felt about the web pages that the platforms managed and how they allowed a transaction to be executed. When processing the information, these questions did not cause a greater impact on the users, who, in turn, gave greater importance to issues such as catalogs, existing support, or delivery compliance. Undoubtedly, accessibility for application developers is very important, and the system improvements and updates that they perform mean that accessibility for users is overlooked or the importance of the concept is not understood. Therefore, for the end user, this category is something that must be included innately in eCommerce platforms or applications.




5. Conclusions


After the analysis was carried out, it was obtained that the use of the variables identified in the literature review allowed a clear panorama on the use of eCommerce to be established. However, in the review of works, it was important to include those that were developed in the pandemic. By giving priority to these jobs, we sought to establish the new needs that are marked in society in a new normal.



eCommerce is currently a huge source of economic development for companies and businesses. With the penetration of the Internet, the use of online shopping channels has gained more popularity in the business sector, even more so when society went through the pandemic, where ICTs became the appropriate means to carry out their activities, becoming an object of study of the international scientific community today. In this research study, the literature regarding electronic commerce and digital marketing in the period of 2019–2021 was analyzed. The analysis focused on eCommerce and digital marketing development strategies and models for small- and medium-sized businesses. These companies represent the largest number in the business sector and provide enormous benefits to the economy; boosting their development would be equivalent to developing the economy of each country.



In a migration from a traditional business model to eCommerce, it is important to establish a structure that guides companies in the transition. Therefore, identifying the variables that affect consumers is a fundamental part of the work to be performed. Previous research is an important contribution; however, it is necessary to obtain data that help the analysis directly from the application environment, since the needs in the different sectors of society are not similar.



Companies that migrate to an online store have an advantage, that is, the possibility of collecting useful data from consumers. This allows one to identify how the interested parties browse the web or what type of sites they visit and even the products they purchase. With the results of such an analysis, it is easy to identify, in consumers, what encourages them to buy or what stops them. Using a scalable method, the results can be used both in the migration to eCommerce and in improving the shopping experience and increasing the probability that website visitors become customers. In a physical store, it is very difficult to calculate these data, since there are usually not enough records.



An AI algorithm was added to the analysis process; this allowed us to identify the number of surveys that fit the reality of the surveyed population. This was observed in the confusion matrix, where the results established that there was a group made up of 48 surveys in which the questions were not clear enough or that the people in this group did not answer everything assertively raised regarding the use of eCommerce. The J48 algorithm, when building the decision tree, improved the understanding of the study phenomenon and how the model varied according to the iterations applied to the training. In addition, to improve this process, two datasets were used, of which one was used for training, and the second set, for testing. With this reference, it was possible to improve the data acquisition instruments and adapt them to the reality of each sector of the population.



In future work, the integration of artificial intelligence techniques into the method should be considered. The objective was to create an analysis and recommendation architecture that can record the user experience and information found on the web, such as data from social networks. With these data, the architecture can profile consumers and recommend to companies the products, services, or brands that have the greatest value for the client. In this way, it is possible to improve customer service and experience, as well as make a better use of resources.
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Figure 1. Basic architecture of eCommerce. 
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Figure 2. Flowchart of methodology for the analysis of the indicators that affect the use of eCommerce. 
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Figure 3. Sedimentation graph: representation of the magnitude of the eigenvalues. 
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Table 1. Variables identified in the review of previous works with a sample of data collected through surveys.
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	Comfort
	Schedules
	Speed
	Around
	Privacy
	Offer





	4
	3
	3
	5
	3
	5



	3
	3
	4
	3
	3
	3



	4
	3
	5
	5
	5
	4



	2
	5
	4
	5
	3
	3



	3
	3
	4
	5
	3
	3



	2
	4
	5
	3
	3
	5



	5
	4
	3
	4
	4
	5



	3
	3
	4
	4
	5
	4



	2
	3
	3
	4
	3
	5



	5
	4
	4
	3
	4
	5



	5
	5
	3
	4
	4
	5



	2
	5
	3
	5
	4
	3



	5
	3
	4
	5
	5
	3



	2
	3
	5
	5
	4
	5



	3
	5
	3
	3
	3
	3



	2
	4
	3
	4
	3
	3



	5
	4
	4
	3
	4
	5



	2
	3
	3
	3
	4
	4



	3
	4
	4
	1
	3
	4



	4
	4
	4
	5
	3
	3
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Table 2. KMO and Bartlett’s test.
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	Kaiser–Meyer–Olkin Measure of Sampling

Adequacy
	
	0.788



	Bartlett’s test of sphericity
	Approx. chi-square
	460.453



	
	Df
	15



	
	Sig.
	<0.001
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Table 3. Anti-image matrices: measures of sampling adequacy (MSA).
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Comfort

	
Schedules

	
Speed

	
Around

	
Privacy

	
Offer






	
Anti-image covariance

	
Comfort

	
0.765

	
−0.119

	
0.44

	
−0.092

	
−0.064

	
0.206




	
Schedules

	
−0.119

	
0.610

	
−0.194

	
−0.040

	
−0.005

	
0.066




	
Speed

	
−0.044

	
−0.194

	
0.386

	
−0.166

	
−0.057

	
−0.099




	
Around

	
−0.092

	
−0.040

	
−0.166

	
0.394

	
−0.153

	
−0.125




	
Privacy

	
−0.064

	
−0.005

	
−0.057

	
−0.153

	
0.617

	
−0.097




	
Offer

	
0.206

	
0.066

	
−0.099

	
−0.125

	
−0.097

	
0.687




	
Anti-image correlation

	
Comfort

	
0.731 a

	
−0.174

	
−0.081

	
−0.167

	
−0.094

	
0.284




	
Schedules

	
−0.174

	
0.800 a

	
−0.401

	
−0.81

	
−0.008

	
0.103




	
Speed

	
−0.081

	
−0.401

	
−0.777 a

	
−0.427

	
−0.117

	
−0.192




	
Around

	
−0.167

	
−0.081

	
−0.427

	
0.789 a

	
−0.311

	
−0.240




	
Privacy

	
−0.094

	
−0.008

	
−0.117

	
−0.311

	
0.867 a

	
−0.149




	
Offer

	
0.284

	
0.103

	
−0.192

	
−0.240

	
−0.149

	
0.722 a








a: Measures of sampling adequacy (MSA) 
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Table 4. Communalities obtained using the extraction method of maximum likelihood.
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	Initial
	Extraction





	Comfort
	0.235
	0.344



	Schedules
	0.390
	0.472



	Speed
	0.614
	0.731



	Around
	0.606
	0.711



	Privacy
	0.383
	0.342



	Offer
	0.313
	0.625
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Table 5. Total variance explained obtained using the extraction method of maximum likelihood.
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Initial Eigenvalues

	
Extraction Sums of Squared

Loadings

	
Rotation Sums of Squared

Loadings






	
Factor

	
Total

	
% of variance

	
Cumulative %

	
Total

	
% of variance

	
Cumulative %

	
Total

	
% of variance

	
Cumulative%




	
1

	
3.046

	
50.772

	
50.772

	
2.643

	
44.058

	
44.058

	
1.660

	
27.672

	
27.672




	
2

	
1.155

	
19.244

	
70.016

	
0.661

	
11.021

	
55.079

	
1.644

	
27.407

	
55.079




	
3

	
0.651

	
10.853

	
80.870

	

	

	

	

	

	




	
4

	
0.507

	
8.451

	
89.320

	

	

	

	

	

	




	
5

	
0.378

	
6.306

	
95.626

	

	

	

	

	

	




	
6

	
0.262

	
4.374

	
100.000
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Table 6. Rotated factor matrix obtained using the extraction method of maximum likelihood and the rotation method of Varimax with Kaiser normalization, with rotation converged in 3 iterations.
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	1
	2





	Offer
	0.788
	



	Around
	0.630
	0.560



	Privacy
	0.515
	



	Schedules
	
	0.648



	Speed
	0.568
	0.639



	Comfort
	
	0.585
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Table 7. Calculation of Cronbach’s alpha for the factors identified in the factorial analysis.
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	Comfort
	Schedules
	Speed
	Around
	Privacy
	Offer
	Total





	
	4
	3
	3
	5
	3
	5
	23



	
	3
	3
	4
	3
	3
	3
	19



	
	4
	3
	5
	5
	5
	4
	26



	
	2
	5
	4
	5
	3
	3
	22



	
	3
	3
	4
	5
	3
	3
	21



	
	2
	4
	5
	3
	3
	5
	22



	
	5
	4
	3
	4
	4
	5
	25



	
	3
	3
	4
	4
	5
	4
	23



	
	2
	3
	3
	4
	3
	5
	20



	
	5
	4
	4
	3
	4
	5
	25



	
	5
	5
	3
	4
	4
	5
	26



	
	2
	5
	3
	5
	4
	3
	22



	
	5
	3
	4
	5
	5
	3
	25



	
	2
	3
	5
	5
	4
	5
	24



	
	3
	5
	3
	3
	3
	3
	20



	
	2
	4
	3
	4
	3
	3
	19



	
	5
	4
	4
	3
	4
	5
	25



	
	2
	3
	3
	3
	4
	4
	19



	
	3
	4
	4
	1
	3
	4
	19



	
	4
	4
	4
	5
	3
	3
	23



	
	4
	3
	3
	5
	3
	5
	22



	Var.P
	1.854870564
	2.169678694
	2.159570176
	2.137484338
	1.630656841
	1.377858948
	33.66013294










[image: Table] 





Table 8. Cronbach’s alpha results of three interactions.






Table 8. Cronbach’s alpha results of three interactions.





	# Calculation
	Result





	Interaction 1
	0.796075764



	Interaction 2
	0.804694163



	Interaction 3
	0.822225082
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Table 9. KMO and Bartlett’s test two.






Table 9. KMO and Bartlett’s test two.










	Kaiser–Meyer–Olkin Measure of Sampling

Adequacy
	
	0.763



	Bartlett’s test of sphericity
	Approx. chi-square
	754.059



	
	df
	66



	
	Sig.
	<0.001
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Table 10. Anti-image matrices, measures of sampling adequacy (MSA) with 12 items.






Table 10. Anti-image matrices, measures of sampling adequacy (MSA) with 12 items.





	

	

	
P1

	
P2

	
P3

	
P4

	
P5

	
P6

	
P7

	
P8

	
P9

	
P10

	
P11

	
P12






	
Anti-image covariance

	
P1

	
0.965

	
0.037

	
0.027

	
−0.009

	
0.007

	
0.020

	
−0.015

	
−0.094

	
0.004

	
0.071

	
0.037

	
−0.073




	
P2

	
0.037

	
0.952

	
0.008

	
0.072

	
−0.043

	
−0.076

	
0.020

	
−0.062

	
0.010

	
0.072

	
0.006

	
0.001




	
P3

	
−0.27

	
−0.008

	
−0.643

	
−0.254

	
−0.075

	
−0.069

	
0.012

	
0.048

	
0.148

	
−0.100

	
0.048

	
0.007




	
P4

	
−0.009

	
0.072

	
−0.254

	
0.546

	
−0.109

	
−0.032

	
−0.077

	
−0.024

	
−0.103

	
0.111

	
0.039

	
−0.041




	
P5

	
0.007

	
−0.043

	
−0.075

	
−0.109

	
0.542

	
−0.091

	
−0.078

	
−0.175

	
−0.061

	
0.047

	
−0.010

	
0.046




	
P6

	
0.020

	
−0.076

	
−0.069

	
−0.032

	
−0.091

	
0.529

	
−0.240

	
−0.005

	
−0.016

	
−0.006

	
−0.031

	
0.055




	
P7

	
−0.015

	
0.020

	
0.012

	
−0.077

	
−0.078

	
−0.240

	
0.502

	
−0.043

	
−0.076

	
−0.002

	
0.002

	
90.66 × 105




	
P8

	
−0.094

	
−0.069

	
0.048

	
−0.024

	
−0.175

	
−0.005

	
−0.043

	
0.696

	
−0.098

	
−0.053

	
−0.028

	
0.041




	
P9

	
0.004

	
0.012

	
0.148

	
−0.103

	
−0.061

	
−0.016

	
−0.076

	
−0.098

	
0.474

	
−0.166

	
−0.119

	
−0.064




	
P10

	
0.071

	
0.048

	
−0.100

	
0.111

	
0.047

	
−0.006

	
−0.002

	
−0.053

	
−0.166

	
0.646

	
−0.100

	
−0.086




	
P11

	
0.037

	
0.148

	
0.048

	
0.039

	
−0.010

	
−0.031

	
0.002

	
−0.028

	
−0.119

	
−0.100

	
0.488

	
−0.248




	
P12

	
−0.073

	
−0.100

	
0.007

	
−0.041

	
0.046

	
0.055

	
90.6 × 105

	
0.041

	
−0.064

	
−0.086

	
−0.248

	
0.567




	
Anti-image correlation

	
P1

	
0.450 a

	
0.048

	
−0.034

	
−0.013

	
0.010

	
0.028

	
−0.021

	
−0.115

	
0.006

	
0.089

	
0.055

	
−0.098




	
P2

	
0.038

	
0.007

	
−0.010

	
0.100

	
−0.060

	
−0.107

	
0.029

	
−0.076

	
0.015

	
0.091

	
0.009

	
0.002




	
P3

	
−0.034

	
−0.034

	
0.630 a

	
−0.428

	
−0.128

	
−0.119

	
0.022

	
0.072

	
0.267

	
−0.155

	
0.086

	
0.012




	
P4

	
−0.013

	
−0.010

	
−0.428

	
0.733 a

	
−0.201

	
−0.059

	
−0.147

	
−0.039

	
−0.202

	
0.186

	
0.076

	
−0.074




	
P5

	
0.010

	
0.630 a

	
−0.128

	
−0.201

	
0.838 a

	
−0.171

	
−0.149

	
−0.285

	
−0.119

	
0.080

	
−0.020

	
0.083




	
P6

	
0.028

	
−0.428

	
−0.119

	
−0.059

	
−0.171

	
0.786 a

	
−0.465

	
−0.008

	
−0.032

	
−0.011

	
−0.062

	
0.100




	
P7

	
−0.021

	
−0.119

	
0.022

	
−0.147

	
−0.149

	
−0.465

	
0.802 a

	
−0.072

	
−0.157

	
−0.003

	
0.004

	
0.000




	
P8

	
−0.115

	
0.022

	
0.072

	
−0.039

	
−0.285

	
−0.008

	
−0.072

	
0.825 a

	
−0.170

	
−0.079

	
−0.048

	
0.065




	
P9

	
0.006

	
0.072

	
0.267

	
−0.202

	
−0.119

	
−0.032

	
−0.157

	
−0.170

	
0.774 a

	
−0.300

	
0.247

	
−0.123




	
P10

	
0.089

	
0.267

	
−0.155

	
0.186

	
0.080

	
−0.011

	
−0.003

	
−0.079

	
−0.300

	
0.750 a

	
0.178

	
−0.143




	
P11

	
0.055

	
−0.155

	
0.086

	
0.076

	
−0.020

	
−0.062

	
0.004

	
−0.048

	
−0.247

	
−0.178

	
0.750 a

	
−0.471




	
P12

	
−0.098

	
0.012

	
0.012

	
−0.074

	
0.083

	
0.100

	
0.000

	
0.065

	
−0.123

	
−0.143

	
−0.471

	
0.724 a








a: Measures of sampling adequacy (MSA) 
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Table 11. Commonalities obtained using the extraction method of maximum likelihood. One or more commonality estimates greater than 1 were encountered during iterations; the resulting solution should be interpreted with caution.






Table 11. Commonalities obtained using the extraction method of maximum likelihood. One or more commonality estimates greater than 1 were encountered during iterations; the resulting solution should be interpreted with caution.










	
	Initial
	Extraction





	P1
	0.035
	0.012



	P2
	0.048
	0.044



	P3
	0.357
	0.411



	P4
	0.454
	0.753



	P5
	0.458
	0.544



	P6
	0.471
	0.959



	P7
	0.498
	0.535



	P8
	0.304
	0.434



	P9
	0.526
	0.633



	P10
	0.354
	0.368



	P11
	0.512
	0.661



	P12
	0.433
	0.583
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Table 12. Rotated factor matrix obtained using the extraction method of maximum likelihood and the rotation method of Varimax with Kaiser normalization, with rotation converged in 8 iterations.






Table 12. Rotated factor matrix obtained using the extraction method of maximum likelihood and the rotation method of Varimax with Kaiser normalization, with rotation converged in 8 iterations.












	Question
	1
	2
	3
	4





	P11
	0.803
	
	
	



	P12
	0.752
	
	
	



	P9
	0.644
	
	
	0.425



	P10
	0.585
	
	
	



	P6
	
	0.940
	0.259
	



	P7
	
	0.561
	0.291
	0.331



	P2
	
	
	
	



	P4
	
	
	0.803
	0.267



	P3
	−0.208
	
	0.587
	



	P1
	
	
	
	



	P8
	
	0.249
	
	0.578



	P5
	
	0.401
	0.362
	0.502
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Table 13. Second analysis and result of Cronbach’s alpha of three interactions.






Table 13. Second analysis and result of Cronbach’s alpha of three interactions.





	# Calculation
	Result





	Interaction 1
	0.680688048



	Interaction 2
	0.702051044



	Interaction 3
	0.725779032
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Table 14. Stratified cross-validation with a training dataset corresponding to 506 instances.
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Stratified Cross-Validation






	
Correctly classified instances

	
382

	
75.4941%




	
Incorrectly classified instances

	
124

	
24.5059%




	
Kappa statistic

	
0.6936

	




	
Mean absolute error

	
0.1035

	




	
Root mean square error

	
0.2895

	




	
Relative absolute error

	
32.3515%

	




	
Relative root square error

	
72.3879%

	




	
Total number of instances

	
506
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Table 15. Detailed accuracy by class, with a training dataset corresponding to 506 instances.






Table 15. Detailed accuracy by class, with a training dataset corresponding to 506 instances.

















	
	TP Rate
	FP Rate
	Precision
	Recall
	F-Measure
	MCC
	ROC Area
	PCR Area
	Class





	
	1.000
	0.042
	0.852
	1.000
	0.920
	0.904
	0.982
	0.885
	Never



	
	0.779
	0.017
	0.92
	0.779
	0.844
	0.812
	0.958
	0.871
	Little



	
	0.934
	0.025
	0.908
	0.934
	0.921
	0.900
	0.966
	0.884
	Something



	
	0.569
	0.121
	0.542
	0.569
	0.555
	0.439
	0.81
	0.470
	Enough



	
	0.479
	0.100
	0.529
	0.479
	0.503
	0.394
	0.81
	0.474
	Always



	Weighted avg.
	0.755
	0.060
	0.754
	0.755
	0.752
	0.694
	0.906
	0.720
	







TP Rate, the true positive rate, represents the instances correctly classified as a given class. FP Rate, the false positive rate, represents the instances falsely classified as a given class. Precision is the proportion of instances that are true of a class divided by the total number of instances classified as that class. Recall is the proportion of instances classified as a given class divided by the actual total in that class, equivalent to the TP rate. F-Measure is a combined measurement of precision and recall calculated as Precision-Recall/(Precision + Recall). MCC is used in machine learning as a measure of the quality of binary classifications (two classes); it considers true and false positives and negatives and is generally considered to be a balanced measure that can be used even if the classes are of very different sizes. ROC is the measurement of the receiver operating characteristic area; it is one of the most important WEKA output values, and it provides an idea of how classifiers work in general. PRC, the precision recovery area or precision recovery graph, is more informative than the ROC graph when evaluating binary classifiers on unbalanced datasets.
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Table 16. Stratified cross-validation with a training dataset corresponding to 217 instances.
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Stratified Cross-Validation






	
Correctly classified instances

	
171

	
78.8018%




	
Incorrectly classified instances

	
46

	
21.1982%




	
Kappa statistic

	
0.7347

	




	
Mean absolute error

	
0.097

	




	
Root mean square error

	
0.2838

	




	
Relative absolute error

	
30.356%

	




	
Relative root square error

	
70.9858%

	




	
Total number of instances

	
217
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Table 17. Detailed accuracy by class.






Table 17. Detailed accuracy by class.

















	
	TP Rate
	FP Rate
	Precision
	Recall
	F-Measure
	MCC
	ROC Area
	PCR Area
	Class





	
	1.000
	0.034
	0.87
	1.000
	0.930
	0.917
	0.978
	0.844
	Never



	
	0.690
	0.017
	0.906
	0.690
	0.784
	0.750
	0.877
	0.737
	Little



	
	0.854
	0.101
	0.707
	0.854
	0.774
	0.707
	0.874
	0.591
	Something



	
	0.543
	0.053
	0.735
	0.543
	0.625
	0.552
	0.794
	0.585
	Enough



	
	0.878
	0.063
	0.766
	0.878
	0.818
	0.775
	0.929
	0.712
	Always



	Weighted avg.
	0.788
	0.055
	0.793
	0.788
	0.781
	0.734
	0.887
	0.687
	







TP Rate, the true positive rate, represents the instances correctly classified as a given class. FP Rate, the false positive rate, represents the instances falsely classified as a given class. Precision is the proportion of instances that are true of a class divided by the total number of instances classified as that class. Recall is the proportion of instances classified as a given class divided by the actual total in that class, equivalent to the TP rate. F-Measure is a combined measurement of precision and recall calculated as 2 Precision/Recall/(Precision + Recall). MCC is used in machine learning as a measure of the quality of binary classifications (two classes); it considers true and false positives and negatives and is generally considered to be a balanced measure that can be used even if the classes are of very different sizes. ROC is the measurement of the receiver operating characteristic area; it is one of the most important WEKA output values, and it provides an idea of how classifiers work in general. PRC, the precision recovery area or precision recovery graph, is more informative than the ROC graph when evaluating binary classifiers on unbalanced datasets.
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Table 18. Results obtained from the confusion matrix by people classified correctly and incorrectly and the identification of the number of surveys that did not respond to the study phenomenon.
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	a
	b
	c
	d
	e
	Classified as





	40
	0
	0
	0
	0
	a = Never



	6
	29
	7
	0
	0
	b = Little



	0
	3
	41
	4
	0
	c = Something



	0
	0
	10
	25
	11
	d = Enough



	0
	0
	0
	5
	36
	e = Always
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Table 19. Training of a data mining algorithm with two clusters to determine the use of eCommerce.






Table 19. Training of a data mining algorithm with two clusters to determine the use of eCommerce.





	Attribute
	Full Data

(217)
	Cluster#1

109
	2

108





	User_eCommerce
	Something
	Enough
	Something



	Accessibility_Preg1
	3.2074
	4.5632
	2.3



	Accessibility_Preg2
	3.1014
	4.4368
	2.2077



	Catalogs_Preg1
	3.2028
	4.5172
	2.3231



	Catalogs_Preg2
	3.0461
	4.4253
	2.1231



	Compliance_Preg1
	3.2074
	4.4828
	2.3538



	Compliance_Preg2
	3.235
	4.5287
	2.3692



	Support_Preg1
	3.1843
	4.4828
	2.3154



	Support_Preg2
	3.1751
	4.4023
	2.3538



	Satisfaction_Preg1
	3.1935
	4.3908
	2.3923



	Satisfaction_Preg2
	3.2212
	4.5862
	2.3077



	Shipment_Preg1
	3.2673
	4.5287
	2.4231



	Shipment_Preg2
	3.2028
	4.4483
	2.3692
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Table 20. Stratified cross-validation with re-evaluation on test set.






Table 20. Stratified cross-validation with re-evaluation on test set.





	
Stratified Cross-Validation






	
Correctly classified instances

	
161

	
74.1935%




	
Incorrectly classified instances

	
56

	
25.8065%




	
Kappa statistic

	
0.6777

	




	
Mean absolute error

	
0.1181

	




	
Root mean square error

	
0.308

	




	
Total number of instances

	
217
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