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Abstract: Hand gestures and poses allow us to perform non-verbal communication. Sign language is
becoming more important with the increase in the number of deaf and hard-of-hearing communities.
However, learning to understand sign language is very difficult and also time consuming. Researchers
are still trying to find a better way to understand sign language using the help of technology. The
accuracy of most hand-sign detection methods still needs to be improved for real-life usage. In this
study, Mediapipe is used for hand feature extraction. Mediapipe can extract 21 hand landmarks
from a hand image. Hand-pose detection using hand landmarks is chosen since it reduces the
interference from the image background and uses fewer parameters compared to traditional hand-
sign classification using pixel-based features and CNN. The Recursive Feature Elimination (RFE)
method, using a novel distance from the hand landmark to the palm centroid, is proposed for feature
selection to improve the accuracy of digit hand-sign detection. We used three different datasets in
this research to train models with a different number of features, including the original 21 features,
15 features, and 10 features. A fourth dataset was used to evaluate the performance of these trained
models. The fourth dataset is not used to train any model. The result of this study shows that
removing the non-essential hand landmarks can improve the accuracy of the models in detecting
digit hand signs. Models trained using fewer features have higher accuracy than models trained
using the original 21 features. The model trained with 10 features also shows better accuracy than
other models trained using 21 features and 15 features.

Keywords: hand-sign detection; Mediapipe; feature selection; recursive feature elimination

1. Introduction

Hand gestures and poses allow us to communicate non-verbally through sign lan-
guage. It is the primary communication method for the deaf and hard-of-hearing com-
munities. The importance of sign language is increasing as these groups grow. However,
learning sign language is a challenging skill that requires much practice.

Due to the increasing importance of hand signs in daily life, researchers have used
many methods to detect automatic hand signs. Convolutional Neural Network (CNN) [1–5]
is one of the most used methods used to extract features from hand images. For the
classification and detection, machine learning techniques, such as Support Vector Machine
(SVM) [1,6–9], K-Nearest Neighbor (KNN) [7,10], and Light Gradient Boosting Machine
(Light GBM) [9], are used.

This study used Mediapipe [11] for feature extraction of hand images. Mediapipe can
extract 21 hand landmarks on each hand with minimum resource usage. Hand landmarks
are used for hand-pose detection in this research, since they can reduce the interference
from the image background and give better detection results by using a smaller number of
parameters compared to traditional pixel-based detection using CNN. Nowadays, feature
selection is becoming more important, especially in datasets containing many variables
and features. Feature selection helps in eliminating irrelevant factors, which can improve
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the accuracy of the classification process as well as its performance. There are several
important factors that highlight the importance of feature selection. To start, it simplifies
the model in such a way that fewer parameters are required. Next, it can reduce the time
spent in training, reduce overfitting by increasing generalization, and avoid dimensional
traps [12]. Recursive Feature Elimination (RFE) will be used for feature selection, while
neural networks will be used for the classification model. The digit sign language type used
in this study is American Sign Language (ASL), mainly used in English-speaking countries.

This study tries to answer three questions, which are: (1) Are all 21 hand landmarks
extracted using Mediapipe useful in recognizing digits in ASL? (2) Which hand landmarks
are more important in detecting ASL digits? (3) Can we improve the hand-sign detection
accuracy by only using the more important hand landmarks?

The main contributions of this research are as follows: (1) To find the 10 essential hand
landmarks in detecting ASL digit hand signs. (2) This shows that not all hand landmarks
have the same importance in digit hand-sign detection; using only the essential landmarks
can improve detection accuracy. (3) We also proposed using a novel distance from the hand
landmark to the center of the palm to perform feature selection in order to address the
limitation of the RFE implementation in the python library.

This research consists of five sections. Section 2 presents some research related to
hand-sign detection and Section 3 describes the methodology of this research. Presentation
and discussion of the experiment results are given in Section 4. Section 5 will provide the
conclusion and present future works from this study.

2. Related Works
2.1. Hand-Sign Detection

In the computer vision field, hand-sign detection is a popular topic. Many researchers
have been working on this topic. Different tools and methods have been utilized for hand-
sign detection. Before detecting the hand sign, firstly, we need to detect the hand and extract
hand features to be used for the model training for the hand-sign detection. Many methods
are used to extract hand features: sensor- and vision-based modes. Sensor-based methods
extract hand features using microcontrollers or specific sensors, such as data gloves [13–15],
accelerometers [16,17], depth cameras [18,19], Kinect [20], leap-motion controller [19,21],
etc. In contrast, vision-based methods utilize inputs from cameras, such as web cameras [7]
and phone cameras.

Many machine learning and deep learning techniques have been used for hand-sign
detection and classification. Machine learning techniques used include Support Vector
Machine (SVM) [6–9], Random Forest [7,22,23], and K-Nearest Neighbor (KNN) [7,24,25].
One of the most popular deep learning techniques used in this topic is CNN, which is used
in many studies. Ref. [4] used CNN to develop a human gesture-recognition system while
also utilizing Gaussian Mixture Modal to train the CNN. The authors of [5] developed two
custom CNN’s recognizing 24 static ASL hand signs. In another study, [26] used CNN to
classify Bangla Sign Language (BdSL) alphabets and digits.

2.2. Mediapipe for Feature Extraction

Mediapipe is an open-source framework developed by Google to build pipelines
that perform inference over arbitrary sensory data, such as video or audio [11]. Since its
release to the public in 2019, Mediapipe has already helped researchers and developers in
prototyping by offering a lot of useful APIs.

Mediapipe is also the engine behind some innovative products and services emerging
nowadays. Moreover, Mediapipe utilizes far fewer computation resources than most
power-hungry machine learning frameworks. This leads to more possibility of embedding
it into IoT devices, which opens many opportunities for further innovations.
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2.3. Feature Selection

Nowadays, datasets are getting larger and larger. Some datasets have a lot of infor-
mation, but not all this information is helpful. Some of it is redundant or even irrelevant
in training our model. The redundant and irrelevant information can be called noise. The
presence of irrelevant and redundant features in a dataset can lower the performance of
predictive models due to over-fitting and the curse of dimensionality [27]. To produce a
better model, we need to ensure that we use only the essential information when training
our model. Therefore, we need to conduct feature selection to our dataset before feeding
the data into our model.

Research has proved that eliminating redundant or irrelevant features can improve
the model’s accuracy. Research from [28] shows that the accuracy of breast cancer detection
is improved after the number of features is reduced using Recursive Feature Elimination
(RFE). The authors of [29] also conducted research that shows that feature selection can
help improve the accuracy of predicting Type-II diabetes. In the financial sector, research
from [30] used the Lasso regression method to reduce the redundant features from a bank
failure prediction model, while [31] used RFE to reduce the data dimensionality to obtain
more efficient stock market predictions.

RFE is different from the single-run feature selection method because of its recursive
nature. A normal feature selection in a single run will fit the learning model and calculate
the feature importance based on the fitted model. Then, it will show the feature importance
of each feature and a threshold should be selected to decide which feature is important.
Because it is only run one time, the feature’s importance could be influenced by some other
features that are not important. Meanwhile, RFE will select the best n features based on
how many features we want. RFE also works by fitting the model and then calculating the
feature importance of each feature. After that, it will prune the feature set by removing the
least important feature and start another model fitting and calculation of feature importance
based on the remaining features and remove the least important feature. This process will
be repeated until no feature remains in the feature set. Finally, RFE will show the top-n
most important features. From this, RFE removes the correlation between the remaining
features and the eliminated features in each recursion.

2.4. Performance Evaluation

Conventional performance indicators are used in this research to evaluate the models’
performance in detecting digit hand signs. Accuracy is used as the evaluation metric in
this research. Accuracy can be denoted by Equation (1):

Accuracy =
(TP + TN)

(TP + TN + FP + FN)
(1)

where TP = True Positive; TN = True Negative; FP = False Positive; FN = False Negative.
A confusion matrix is used to show the models’ performance. The confusion matrix can

offer a detailed breakdown of the correct and incorrect predictions from the model to further
analyze the model’s performance and then find a way to improve the model’s accuracy.

3. Methodology
3.1. Research Design

This section will explain the general design of how this research is conducted, as seen
in Figure 1. The system will use an input in the form of a hand image from the dataset.
The input will then be preprocessed. The data preprocessing step includes data cleaning to
remove images that cannot be used, data augmentation to enrich the training and testing
data, and splitting the data into the training and testing sets. The next step will be the
feature extraction process using Mediapipe. Then feature selection using RFE will select the
15 and 10 most important features to detect ASL digit signs. Three models will be trained
and tested using a different number of features, the original 21 features, 15 features, and
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10 features. The output from the training will then be validated to assess the performance.
The following sections will explain more in detail about the datasets used in this study and
the process performed at every step.

Figure 1. The general research design.

3.2. Datasets

Four datasets are used in this research. The first dataset is the “Sign Language Digits
Dataset” [32] and the second dataset is the “American Sign Language Digit Dataset” [33].
The third dataset is the “American Sign Language Dataset” [34]. The last dataset is the
validation dataset. Table 1 exhibits the list of datasets that we use in our research.

Table 1. List of datasets.

Dataset Image Dimension Total Number of Images

Sign Language Digits Dataset (Dataset 1) 100 × 100 pixels 2062

American Sign Language Digit Dataset
(Dataset 2) 400 × 400 pixels 5000

American Sign Language Dataset-Digits
Only (Dataset 3) 422 × 422 pixels 12,000

Validation Dataset (Dataset 4) 1280 × 720 pixels and 640 × 480 pixels (full, uncropped
image) 100 × 100 pixels (cropped hand image) 300

The first dataset consists of hand images for the hand signs 0–9 in American Sign
Language (ASL). Each image has a dimension of 100 × 100 pixels. Each class has more
than 200 images, comprising 2062 images in 10 categories. Images in this dataset have good
quality and are all taken with a uniform white-grey background color. Figure 2 shows some
example images from the dataset.

The second dataset contains 5000 raw images of hand signs 0–9 in ASL, 500 images
per class. It also has the corresponding output image files, which were processed using
Mediapipe to detect and show the hand landmarks. In addition, this dataset also includes
the hand landmark detection results in the form of CSV files. In this research, the CSV files
are used to train and test the model.
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Figure 2. The sample images from Dataset 1.

The third dataset consists of the whole digit and alphabet hand signs in ASL and some
hand signs for simple sentences, but only the digit hand signs are used in this research.
Images in this dataset have a dimension of 422 × 422 pixels. Similar to the first dataset, the
images have good quality and are also taken in a uniform background color. The dataset’s
author has already split the images into a train set and a test set. The train set contains
1000 images per class for 10,000 images, while the test set contains 200 images per class for
a total of 2000 images. Figure 3 shows some examples of the images in this dataset.

Figure 3. The sample image from Dataset 3.

The last dataset is the validation dataset. The validation dataset is a collection of
300 images taken directly by researchers to test the models using images not part of the
training and testing sets. These images are taken using webcams and are taken in good
lighting conditions. The images in this dataset have some background variation, making
them better when used to evaluate the accuracy of the trained models. The uncropped
image is a half-body image with one hand showing a digit hand sign, while the cropped
image is a 100x100 pixels image of the hand, cropped from the full image. The cropping is
carried out programmatically by utilizing the hand-detection feature from Mediapipe. After



Future Internet 2022, 14, 352 6 of 18

adding some padding on the detected hand’s top, bottom, left, and right sides, the hand will
be cropped. This dataset is only used to evaluate the models that have already been trained
and tested using the other three datasets and will not be used for any model training.

3.3. Data Pre-Processing

Data pre-processing is used for training and testing the models in this research. We use
different pre-processing techniques based on the datasets, since the first and third datasets
are images, while the second dataset already provided the landmark detection result in a
CSV file.

3.3.1. Data Augmentation

Image augmentation techniques are used for the first and third datasets to increase the
variation and number of images in the dataset. Since the hand images are all right-hand,
the image is flipped horizontally to obtain a left-hand image. The images will also undergo
clockwise and counter-clockwise rotation to gain more variation in the hand position.
Figure 4 below shows an example of the image augmentation.

Figure 4. The process of image augmentation.

For the second dataset, we use the CSV file provided by the dataset author. The CSV
file contains the image name, the x and y coordinates of the hand landmarks, and the class
name. All the hand images in this dataset are also right hands, but they already have some
rotation applied. Further, to have the same data condition as the first and third datasets,
we need to have the left-hand-side data of the hand landmarks. To achieve this, we need
to reflect the position of the landmark points based on the line x = image width/2. The
formula applied to the x coordinate on each landmark point to convert pn (xn, yn) into pn’
(xn,’ yn) is denoted by Equation (2):

x′ = w− x (2)

where x’ is the new x coordinate of the hand landmarks, w is the image width, and x is the
original x coordinate in the hand landmarks.
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3.3.2. Train–Test Split

Before the datasets are used to train and test the models, they should be split into the
training and testing sets. The first and second datasets will have 30% of the total data as the
testing set and the remaining 70% is used as the training set. The author already separated
the images into training and testing sets for the second dataset. The ratio between the
images in the training and testing dataset is 5:1.

3.4. Hand Landmark Detection and Extraction

Mediapipe is utilized in this research to detect the hand landmark and obtain the
landmark position from an image. Mediapipe can detect and extract 21 3D hand landmarks
from a hand image. It can also detect left and right hands and supports multi-hand
detection. Figure 5 shows how Mediapipe will detect a hand and the hand landmark
coordinates. The output from Mediapipe is then stored as a Numpy file. This file will be
loaded and used in the feature selection process, model training, testing, and validation.

Figure 5. Hand landmarks detected by Mediapipe Hands.

3.5. Feature Selection Method

Recursive Feature Elimination (RFE) is implemented to reduce the number of features
used to train the models. RFE is chosen since we can decide the number of features to be
selected from the original features. RFE fits a learning model as a wrapper method and
removes the less critical features [35]. Random Forest (RF) is the learning model chosen for
this research. Random Forest uses Gini importance to calculate the feature importance. The
feature importance of a binary tree decision tree can be denoted by Equation (3):

nij = wjCj − wle f t(j)Cle f t(j) − wright(j)Cright(j) (3)

where nij is the importance of node j; wj is the weighted number of samples reaching node
j; Cj is the impurity value of node j; left (j) is the child node from left split on node j; right (j)
is the child node from right split on node j.

Then the importance of each feature on a decision tree is based on Equation (4):

f ii =
∑j:node j splits on f eature i nij

∑k∈all nodes nij
(4)

where fii is the importance of feature I; nij is the importance of node j.
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These values then can be normalized by dividing them by the sum of all feature
importance values with Equation (5):

norm f ii =
f ii

∑j∈all f eatures f ij
(5)

Finally, the feature importance of a feature in the random forest level is the average
over all the trees as in Equation (6):

RF f ii =
∑j:all trees norm f iij

T
(6)

RF fii is the importance of a feature I in the random forest model; norm fiij is the
normalized feature importance of feature I in tree j; T is the total number of trees in the
random forest.

Before making the feature selection, the hand landmark data need to be converted from
coordinates to distance between points because the feature selection methods currently
available in Python cannot accept a 2D array as the input feature. We choose not to flatten
the input into 1D because doing so will destroy the relationship between the x and y
coordinate of each point and RFE will treat each x and y value of a point as a separate
feature. In this research, we propose using a novel distance between the hand landmark
to the hand palm centroid. The distance is calculated as a Euclidean distance from the
hand landmarks to an anchor point Pa which is in the center of the palm. The point Pa
is calculated as a centroid of a triangle formed by the coordinates P0, P5, and P17. This
coordinate can be represented by Equations (7) and (8):

Pax =
P0x + P5x + P17x

3
(7)

Pay =
P0y + P5y + P17y

3
(8)

Pax is the x coordinate for Pa; Pnx is the x coordinate of the n landmark point; Pay is
Pa’s y coordinate; and Pny is the y coordinate of the n landmark point.

Euclidean distance between Pa and Pn is indicated in Equation (9):

d =

√
(x2 − x1)

2 + (y2 − y1)
2 (9)

where (x1, y1) is the coordinate of the first point, which is the anchor point; (x2, y2) is the
coordinate of the second point; and d is the Euclidean distance between the 2 points.

Using RFE, the number of features is reduced from the original 21 features to 15 and
10 features. The algorithm of RFE can be described in Algorithm 1:

RFE will take an input of the number of desired features and also the dataset containing
the original number of features. Then it will build and fit a random forest model and
calculate the feature importance. The next step is to remove the least important feature
from the dataset. If there is still a feature in the dataset, it will recursively repeat this until
there are no more features in the dataset. Finally, it will return the top-n most important
features for digit hand-sign classification.
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Algorithm 1: Random Forest-Recursive Feature Elimination.

3.6. Training Steps

Neural networks are used as the classifier in this research. The type of neural network
used is a sequential neural network. The number of input nodes will be the number of
features used for training, while the number of output nodes will be ten, corresponding to
the digit 0–9. Dataset 1, Dataset 2, and Dataset 3 are used to train three models, totaling
nine trained models. Dataset 4 is used to evaluate the performance of the models and not
for training. This study’s training and evaluation algorithm is depicted in Algorithm 2.

Algorithm 2: Model Training Steps.

inputs: training, testing, and validation set
The selected feature sets Fs15 and Fs10

Initialization: initialize untrained model m1, m2, and m3
output: trained model m1, m2, and m3

1 train m1 using the original training and testing set
2 evaluate m1 performance using the original validation set
3 reduce the number of features in the dataset to follow Fs15
4 train m2 using the Fs15 training and testing set
5 evaluate m2 performance using the Fs15 validation set
6 reduce the number of features in the dataset to follow Fs10
7 train m3 using the Fs10 training and testing set
8 evaluate m3 performance using the Fs10 validation set

For the model training and evaluation, it will need the training, testing, and validation
set. We will also need the feature selection result. Fs15 is the top 15 important features
and Fs10 is the top 10 important features. First 3 untrained models m1, m2, and m3 will be
initialized. Model m1 will be trained using the original 21 features, m2 will use 15 features
in Fs15, while m3 will use 10 features in Fs10. First, we will train and test the model m1
using the original training and testing data. Then model m1 will be evaluated using the
validation dataset. Next, we will reduce the number of features in the training, testing
and validation sets to follow Fs15 features. Then model m2 will be trained and tested
using the already feature-reduced dataset. After that, model m2 will be evaluated for its
performance. The features in the training, testing, and validation will then be reduced once
more to conform with Fs10. Finally, model m3 will be trained, tested, and also validated
using the dataset having 10 features only. This procedure will be conducted for Dataset 1,
Dataset 2, and Dataset 3 to produce three trained models per dataset.
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4. Results and Discussion
4.1. Experiment Results

This section will present the results of the feature selection and the results of the model
training and testing using different numbers of features. This experiment used an Nvidia
RTX2080 Ti GPU accelerator with 11 GB memory and an Intel i7-8700 Central Processing
Unit (CPU) with 32 GB DDR4-2666 memory.

4.1.1. Feature Selection Results

Table 2 shows the feature selection results using RFE to reduce the number of features
to 15 features and 10 features. The numbers shown in the selected feature columns are
the number of the hand landmark points, which can be observed from Figure 5. From the
results, the features selected by RFE with ten features are the subset from the result of RFE
with 15 features.

Table 2. Feature selection results.

Number of Selected Features Selected Features (Landmark Points)

15 Features 1, 2, 3, 4, 7, 8, 11, 12, 14, 15, 16, 17, 18, 19, 20

10 Features 2, 3, 4, 8, 11, 12, 15, 16, 19, 20

4.1.2. Model Accuracy Results

After conducting the training, testing, and validating for each dataset and model, the
results can be seen in Table 3. The models’ accuracy improved by reducing the number of
features used in the training and detection. The improvement can be seen while reducing
features from the original 21 features to 15. The validation accuracy improves significantly
for Dataset 1, from 85% to 96%; Dataset 2, from 96.30% to 97%; Dataset 3, from 72.30% to
84.70%. Another improvement also happens when reducing the number of features further
from 15 features to 10 features. While the improvement is not that significant, it can still be
seen that there is a small increase in validation accuracy for Dataset 1, from 96% to 96.30%,
and for Dataset 3, from 84.70% to 88.30%. At the same time, there is no improvement for
Dataset 2.

Table 3. Training, testing, and validation accuracy for all datasets and models.

Dataset Scenario
Features

Original 21 Features 15 Features 10 Features

Dataset 1
Training 95.05% 98.41% 98.30%

Testing 91.70% 93.40% 93.40%

Validation 85.00% 96.00% 96.30%

Dataset 2
Training 99.70% 100% 100%

Testing 100% 100% 100%

Validation 96.30% 97.00% 97.00%

Dataset 3
Training 99.70% 99.96% 99.93%

Testing 98.60% 98.60% 98.80%

Validation 72.30% 84.7% 88.30%

Figure 6 shows the confusion matrix for the models trained using ten features. For
the model trained by Dataset 1, the most error in detection occurred on digit 7, which
detects the hand sign as an 8. Furthermore, the validation result is very good for the model
trained using Dataset 2. There is only a slight mistake when detecting some digit hand
signs. The model trained using Dataset 3 has worse accuracy than the other two models.
False detections mostly occurred on digits 0, 2, and 7.
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Figure 6. Confusion matrix of the models introduced with ten features: (a) trained used Dataset 1;
(b) trained using Dataset 2; (c) trained using Dataset 3.

Figures 7–9 show some sample digit hand-sign detection results from the models
trained using 10 features. From the examples, the angle where the hand is tilted affects
the detection accuracy. This could result from the distortions in the training data when
Mediapipe gave a distorted hand detection result for training images that are rotated to a
certain degree. These insufficient data may mislead the model to learn the wrong patterns,
which results in a decrease in detection accuracy.

Figure 7. Prediction result using Dataset 1 and 10 features: (a) correct prediction; (b) incorrect prediction.
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Figure 8. Prediction result using Dataset 2 and 10 features: (a) correct prediction; (b) incorrect prediction.

Figure 9. Prediction result using Dataset 3 and 10 features: (a) correct prediction; (b) incorrect prediction.

4.2. Discussion

After seeing the results from the feature selection and also the models’ accuracy, there
are two important findings to look into further. The first one is about the result from
the feature selection and the second is about the gap in accuracy for models trained with
different datasets. We will also talk about the advantage of using our method compared to
using CNN.

4.2.1. Feature Selection Result

Using RFE, we reduced the number of features used for the detection of ASL digit
hand signs from the original 21 features to 15 features and 10 features. The result of the
feature selection can be seen in Table 2 in Section 4.1.1. Figure 10 shows the visualization of
the hand landmarks selected using RFE.

From Figure 10, we can see that RFE first eliminates the hand landmarks that are less
likely to change position or, in this case, the landmarks on the finger base. This can be
seen in Figure 10a. When we move our fingers to perform the ASL digit hand signs, these
eliminated landmark positions do not change much or even do not change. When these
hand landmarks are all eliminated, the next landmarks to be eliminated will be those that
are closer to the finger base, while none of the landmarks on the fingertips are eliminated.
This is shown in Figure 10b. From this observation, we can see that to detect ASL digit
hand signs, the hand landmarks closer to the fingertips are more important.
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Figure 10. Hand landmarks selected using RFE. Eliminated landmarks are not shown in the figure.
(a) 15 features, (b) 10 features.

4.2.2. The Gap between the Validation Accuracy for Dataset 3 and the Other Datasets

From the models’ accuracy shown in Table 3, we can see that the model trained using
Dataset 2 has the highest validation accuracy, while trained using Dataset 3 has the lowest
validation accuracy. The gap between the two models is quite huge.

From the investigation, we found out that, in some cases, Mediapipe failed to detect
the hand landmark position correctly when the images are augmented. Figure 11a shows
a good detection result using Mediapipe, while Figure 11b shows a distorted landmark
detection as an effect of image rotation.

Figure 11. Detection and extraction of hand landmarks using Mediapipe. (a) Good result, (b) distorted
result.

These data with incorrect information will become noise when used to train the model
and may cause the accuracy to become lower. As already mentioned, Datasets 1 and 3 only
provide hand-sign images and the feature extraction process is performed using Mediapipe.
Dataset 2 provides a CSV file containing the hand landmark information as an output from
Mediapipe, which is used in this study. This makes the data in Dataset 2 more stable and
robust. This can explain why the accuracy of the models trained using Dataset 2 is better
than for those trained using other datasets.
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While it has not been investigated deeply yet, there are some suspicions on why the
accuracy of the model trained using Dataset 3 has a very huge gap compared to Dataset
1, which also only provides hand images. This could be attributed to the huge number of
images available in Dataset 3 compared to Dataset 1. These images are still being augmented
for mirroring and also rotation, making the number of images in Dataset 3 even larger. This
may cause Dataset 3 to have more images with wrongly detected hand landmark positions,
as shown in Figure 11b. This means more noise is coming to the model during training that
reduces the models’ accuracy.

4.2.3. Advantages of Our Method Compared to Using CNN

In our proposed methods, we chose the combination of Mediapipe for feature ex-
traction and neural networks for classification instead of using CNN, which can conduct
feature extraction and classification by itself. As seen in Figure 12, a simple CNN with three
convolutional layers, three batch normalization layers, three max-pooling layers, and three
dense layers has more than 5 million parameters, while in our proposed method, we used
a simple neural network with three dense layers only, as shown in Figure 13.

Figure 12. Example of a simple CNN architecture.
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Figure 13. The classification model in our proposed method.

Table 4 shows the comparison between CNN and the classification model used in our
proposed method when trained using Dataset 1. As we can see, CNN has more parameters,
which results in longer training time. This could be attributed to the feature extraction
ability of CNN, which causes the number of parameters to be much larger. In our proposed
method, the training time recorded is purely the time to train the model. The feature
extraction step is performed during the data preprocessing. For Dataset 1, which has more
than 30,000 images after augmentation, the data preprocessing took 2885 s. Though the
data preprocessing took a long time to finish, it is a one-time process for each dataset, as
there is no need to conduct preprocessing every time we want to train our model. The
data preprocessing is not only for feature extraction, it also cleans the data by removing
images that cannot be used for training, labeling, one-hot encoding for the classes, and also
saving the result into a .npy file to be used in the future processes. By separating the feature
extraction process from the actual training process, our approach benefits from faster model
training time. This will be very beneficial when conducting experiments by adjusting
training hyperparameters and other configurations. We can perform more experiments
with shorter training time and adjust the hyperparameters and model configuration to
obtain the best model.

Table 4. Comparison between CNN and our proposed approach.

CNN Proposed Approach

Input 100 × 100 pixels image Ten hand landmarks extracted using Mediapipe

Epoch 30 30 100

Batch size 128 512 512

Training accuracy 92.79% 94.3% 98.3%

Testing accuracy 100% 90.8% 93.40%

Training time 1607 s 62.1 s * 198.5 s *

Validation accuracy 57.7% 95.3% 96.3%

Evaluation time 2.4 s 1 s 1 s
* does not include the time needed for feature extraction.

As seen in Table 4, trained using the same dataset, CNN shows good accuracy on the
train–test data with 100% accuracy in testing. However, it only achieves 57.7% accuracy
when tested on Dataset 4, while our proposed method can achieve 96.3% accuracy. This
shows that in training a CNN, more images with many variations and different backgrounds
are needed before it can generalize well. Suppose the model is only trained using images
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with light-colored and monotone backgrounds. In that case, it will not perform well in a
complex background, which is more likely to happen in real-life situations. At the same
time, most publicly available hand-sign datasets are taken in uniform settings with no
complex background. By using Mediapipe for hand detection and feature extraction, our
classification model can focus on learning the pattern of the hand landmarks for ASL digit
hand-sign classification and achieve far better accuracy.

5. Conclusions

This study compares models trained using several different datasets and a different
number of features. Four datasets are used in this study; three datasets are used to train
the model, while the fourth is used for evaluation purposes only. The original dataset has
21 features to train the model. Feature selection using RFE is made to reduce the number
of features to 15 elements and 10 features. A novel hand-crafted feature, the distance
from hand landmark to palm centroid, is proposed to address the limitation of the RFE
implementation in python’s sklearn library.

Based on the experiments and results, we can conclude that not all 21 hand landmarks
have the same importance in detecting ASL digit hand signs. Removing less important
hand landmarks from the set of features can improve the model’s detection accuracy. This
conclusion is supported by the experiment results shown in Table 3, where the model’s
accuracy improved when the number of features was reduced to 15 features and 10 features.

The quality of the dataset also has an impact on the model accuracy. Dataset 2 has
the best performance compared to the two other datasets. Dataset 2 already provided
the coordinates of the hand landmarks in CSV format. These detection results are of
excellent quality and stability. The model has a better and more stable feature as an input
in training. The other two datasets only provided hand images; feature extraction is
performed using Mediapipe. During the feature extraction stage, some hand landmark
detections are distorted when the images are rotated during image augmentation. The data
quality becomes worse compared to Dataset 2, making the models less accurate.

In the future, we will try to expand the number of classes by including the alphabet
of the ASL hand sign. We will try to explore the possibility of using the palm centroid
distance as the input to our classification network. Feature-reduction methods using neural
networks, such as autoencoders, will also be explored to improve the hand-sign detection
performance.
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