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Abstract: In the broad scientific field of time series forecasting, the ARIMA models and their variants
have been widely applied for half a century now due to their mathematical simplicity and flexibility
in application. However, with the recent advances in the development and efficient deployment
of artificial intelligence models and techniques, the view is rapidly changing, with a shift towards
machine and deep learning approaches becoming apparent, even without a complete evaluation
of the superiority of the new approach over the classic statistical algorithms. Our work constitutes
an extensive review of the published scientific literature regarding the comparison of ARIMA and
machine learning algorithms applied to time series forecasting problems, as well as the combination
of these two approaches in hybrid statistical-AI models in a wide variety of data applications (finance,
health, weather, utilities, and network traffic prediction). Our review has shown that the AI algorithms
display better prediction performance in most applications, with a few notable exceptions analyzed in
our Discussion and Conclusions sections, while the hybrid statistical-AI models steadily outperform
their individual parts, utilizing the best algorithmic features of both worlds.

Keywords: ARIMA; machine learning; deep learning; hybrid; networks; finance; health; weather;
MSE; RMSE; MAE; MAPE

1. Introduction

In the context of academic bibliography, the tools and methods of Machine and Deep
Learning constitute an alternative approach to statistical methods for time series forecasting.
However, the available data with regard to their relative performance in terms of accuracy
and computational demands is limited [1]. Artificial Intelligence, which is a superset of
machine and deep learning, has expanded during the last decade in multiple fields of
entrepreneurial and academic activity, with applications regarding the financial sector,
medical care, industry, retail, supply chain, utilities, and networks [2]. Nevertheless,
the classical approach with respect to the analysis and forecasting of time series is mostly
based on integrated autoregressive moving average (ARIMA) models, and their various
versions [3]. Moreover, a core issue of the existing academic literature in the field of
machine learning forecasting techniques is the fact that the majority of publications point to
adequate accuracy values, without a proper foundation, meaning without a preestablished
comparison with the results of simple statistical methods and prediction models [1].

In the present study, we will attempt a review of ARIMA, Machine Learning, and Deep
Learning techniques with regard to their relative performance in time series forecasting.
The strategy behind our review is to present a selection of academic papers in which
the performance of machine learning, deep learning, and hybrid prediction models is
compared with the performance of the ARIMA or SARIMA (Seasonal ARIMA) algorithms
based on a variety of metrics. The results of these studies are presented in Tables 2–5.
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The scientific works presented in this review consist of research in the financial sector
(with a special focus on the application of bitcoin price prediction), in the health sector
(with a special focus on the applications of predicting parameters and variables related to
the disease of COVID-19), in the field of weather forecasting (wind speed, drought, solar
energy production, etc.), in the field of utility parameters forecasting (offer and demand of
energy, water consumption, oil production, etc.), and in network parameters prediction
(both transportation and web network traffic prediction).

1.1. Data Driven Networks

The title of the present work refers to “data driven networks”, from the point of view of
data and models used in time series forecasting. Big data collection is of utmost importance
to modern forecasting applications, especially for the training of efficient machine learning
predictive models, due to the fact that the problem of forecasting increases in complexity as
the volume and dimensionality of available data sources increase. In recent applications
and study fields regarding time series forecasting, the collection of data relies on large-scale
networks of sensors and data collection points due to the distributed nature of the target
applications. The analysis and forecasts based on these datasets are also fed to large-scale
network applications (e.g., large-scale weather forecasts, health strategy planning on a
national and global level, sales management on a global scale, etc.).

On the other hand, the term “data driven networks” also refers to the training and
efficient deployment of the models proposed for time series forecasting by the scientific
community. Especially in the case of machine learning models, whose application is
mostly data- and problem-agnostic, data availability in sufficient quantity is crucial to
successful forecasting.

1.2. Scientific Contributions

The present work attempts to address the existing gap in the scientific literature,
regarding an extensive summary/review of the studies comparing the application of
ARIMA and machine learning techniques in time series forecasting applications. This is the
only such review, according to the authors’ best knowledge.

Our work compares time series forecasting studies across multiple applications and
data sources, and it consists of mostly recent comparative studies published after 2018
(with the exception of the works of Zhang et al. [4] and Nie et al. [5]). Due to the multitude
of different data sources and forecasting challenges, we attempt a multilateral, sampled
view of the existing literature, presenting studies from five basic data categories (finan-
cial, medical, weather, utilities, and network characteristics). For the above reasons, our
work constitutes a contemporary, multifaced, review of the existing literature comparing
the ARIMA statistical approach with its machine learning counterparts. Our study also
summarizes the main performance metrics of the algorithms presented in each study, thus
enabling an intuitive review and comparison of the methods in each forecasting application.
A practical evaluation (Section 5) of the studies in which the ARIMA models outperform
their machine learning counterparts results in an enumeration of the application, dataset,
and model-dependent characteristics that drive the choice of the optimal forecasting model
in any particular application.

1.3. Rationale and Structure

The rationale behind the structure of our review is based on organizing the collected
scientific literature first in relation to the machine learning model being compared with
ARIMA and second in relation to the field of forecasting applications. In that scope, the first
model category to be presented in detail is ARIMA, which is the center of our review,
and then we organize the machine learning approaches by model category. For each of the
categories, we present the theoretical background, and then we demonstrate the relevant
scientific literature organized by application category. The same principle applies to the
category of hybrid forecasting models, meaning the combination of ARIMA and machine
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learning algorithms. Finally, we evaluate the reviewed scientific literature in total, and
based on the finding that machine learning models outperform the ARIMA approach in
the majority of forecasting applications, we aim to uncover the conditions under which we
have a superior ARIMA forecasting result.

At this point, it is important to note that our work does not propose a new time series
forecasting model, but rather constitutes an organized review of the published scientific
literature comparing the ARIMA approach to different machine learning, and hybrid
prediction models. We consider this aspect of our work crucial to the feasibility of our
study because we aim to compare the optimized ARIMA and machine learning models on
the same datasets. Therefore, although the scientific literature applying individual ARIMA
or machine learning models to forecasting problems is extensive, we base our study only
on the explicit comparisons of the three categories of models (ARIMA, machine learning,
and hybrid).

The present work is organized as follows: The problem of time series forecasting,
which—along with the ARIMA technique—constitutes the center of our work, is presented
in Section 2, along with the morphological characteristics of the time series that affect the
choice of the forecasting algorithm and their respective results. A review is also carried out
regarding the time series data sources and their inherent characteristics that predetermine
the format of the data to be analyzed and, consequently, the choice of the forecasting
algorithms. In Sections 3 and 4, we perform a theoretical review of the algorithms and
machine learning models that will be presented in the context of the attempted comparisons,
and subsequently, we present the relevant scientific literature, organized by field of research
(financial sector, medical care, etc.). Specifically, in Section 3.1, we refer to the comparison
of the SVM model with the classic ARIMA statistical technique, while in Section 3.2,
the theory and applications of decision tree-based models are analyzed. Section 4 presents
the rationale behind the development of hybrid forecasting models with a review of the
indicative scientific literature. In any case, the hybrid models chosen for presentation
and analysis are a combination of the ARIMA technique with a specific machine learning
model. Section 5 constitutes a practical evaluation of the reviewed literature, with a focus
on extracting the conditions under which the ARIMA approach exhibits superior predictive
performance compared with the machine learning models. Finally, Section 6 covers the
conclusions of our review.

2. Background: Data and Autoregressive Models
2.1. Time Series Data: Forecasting

Time is the central characteristic that distinguishes time series from other types of data.
This property of theirs is both a limitation and a structural element of the data collection,
as well as a source of additional information for their analysis [6]. Essentially, time series
data is any type of information presented as an ordered sequence and can be defined as a
collection of observations of some variable, organized into equally spaced time intervals [7].

The question of forecasting is one of the most difficult and essential problems that
time series analysis must deal with. The performance and accuracy of the analysis results
vary depending on the type of data and its assumptions. In addition to these parameters,
the analysis is also affected by factors inherent to the respective field of research, such
as the periodicity of the time series, unforeseen events, changes in the structure of the
organizations or structures from which the data are collected, etc. [8]. The “No-Free-Lunch”
theorem proves that it is not possible to have a forecasting method that gives optimal
performance for all possible time series [9]. There is a significant amount of research
literature on predictive models, and the results of these studies indicate the existence of two
macro-categories of methods: statistical methods and machine learning methods. In the
continuation of our paper, we will refer to the following categories of time series forecasting
models: (a) statistical models, (b) machine and deep learning and (c) hybrid models [10].

The comparison of the forecasting results of the aforementioned models in the context
of the studies presented in the present work is based on various metrics, figure of merits,
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whose mathematical formulas are expressed below, where yt is the real value of the series
at the time point t, ŷt is the corresponding forecasted value given by the model, and N is
the time period of the forecast:

Mean Squared Error (MSE)

MSE =
1
N

N

∑
t=1

(yt − ŷt)
2. (1)

The popular error metric RMSE is used in the scientific literature in place of MSE
(same scale of the variable), and it is the square root of the MSE metric.

Mean Absolute Percentage Error (MAPE)

MAPE =
1
N

N

∑
t=1
|yt − ŷt

yt
|. (2)

=Mean Absolute Error (MAE)

MAE =
1
N

N

∑
t=1
|yt − ŷt|. (3)

Coefficient of determination (R2)

It is a statistical measure to indicate the proportion of the dependent variable variation
in a model that can be predicted from the variation in the independent model variables,
and it is a metric used to determine how well our model fits a set of observations.

Mean Absolute Deviation (MAD)

MAD =
1
N

N

∑
t=1
|(yt −m(Y)|, (4)

where m(X) is the mean value of the forecasted values for the specific time range.

Nash–Sutcliffe model efficiency coefficient (NSE)

It is a metric used to assess the predictive capacity of hydrological models. It is
computed using the following mathematical formula:

NSE = 1− ∑N
t=1(Y

t
o −Yt

m)
2

∑N
t=1(Yt

o − Ȳo)2
, (5)

where Ȳo is the mean of observed discharges, Ym is the modeled discharge and Yt
o is the

observed discharge at time t.

Kolmogorov-Smirnov test (K-S distance)

The Kolmogorov–Smirnov test quantifies a distance metric between the distribution of
our model outputs and a reference distribution defined by the null hypothesis of our study.

Normalized Mean Absolute Error (NMAE)

This metric is used specifically in the energy forecasting domain, being able to gener-
alize under different upper bounding conditions.

NMAE(%) =
1
N

N

∑
t=1

|yt − ŷt|
C

× 100, (6)

where C is the capacity of the power plant.
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2.2. Time Series Data: Characteristics

Data derived from time series may have the following characteristics [6]:

• Trend: This characteristic is associated with the presence of an upward, downward, or
stable course of the series, with respect to the time dimension.

• Seasonality: This characteristic indicates the existence of periodic patterns in the
behavior of the time series, which repeat with a fixed frequency.

• Stationarity: Stationary is a time series whose statistical properties (average, variance,
dispersion of values, etc.) are stable over time. A stationary time series with no trend
implies that its fluctuations around its mean have a constant width. Furthermore,
the autocorrelation of static time series remains constant over time. Based on these
assumptions, a time series of this form can be thought of as a combination of signal
and noise [11].

In addition to these basic characteristics, some of the more common patterns seen in
time series data are the following [7]:

-Cyclic behavior: In contrast to seasonal patterns, cyclical patterns appear when the
factors influencing the data of each time series are not distinguished by a fixed or known
frequency. This particular pattern mainly concerns studies related to financial data, where
cyclical behavior is observed according to the cycles of the economy and the business
environment. The average duration of these cycles is usually longer than the duration of
seasonal patterns, of the order of two years.

-Diurnality: Refers to the inherent patterns observed in time series originating from
a particular application that have a daily or monthly repeat cycle. Data related to solar,
or weather observations are some examples indicating this property.

-Outliers: Regarding the detection of anomalies and outliers in time series data,
the analysis focuses on identifying abnormal changes, both desirable and undesirable,
in the data set.

-White noise: This characteristic refers to the cases where the data does not follow a
specific pattern.

2.3. Time Series Data Sources

Time series data can come from a multitude of sources and systems with different
classes of characteristics, complexity, volume, and frequency of acquisition. Some categories
of sources of this kind of data are industrial production, the financial sector, the consumer
electronics industry, health system structures, retail trade, meteorology, and generally any
measurable and quantifiable manifestation of human life and its environment. Especially
in recent years, through the exponential growth of data sources, time series analysis and
forecasting systems have been required to approach models of ever-increasing dimension
and complexity.

Time series from complex systems capture the dynamic behavior and causes of the
underlying processes and provide a practical means of predicting and monitoring the
evolution of the system state. However, the non-linearity and non-stationarity that of-
ten characterize the underlying processes of these systems pose a strong challenge to
the process of accurate prediction. For most real-world systems, their dynamical state
vector field is a nonlinear function of the state variables, meaning that the relationship
connecting the system’s intrinsic state variables to their autoregressive terms and exoge-
nous variables is nonlinear. The time series resulting from such complex systems show
aperiodic (chaotic) patterns even in steady states. Furthermore, since real-world systems
often evolve under transient conditions, the signals obtained from them tend to exhibit
various forms of non-stationarity. However, the methods that dominate the literature on
the analysis and forecasting of time series derived from such systems focus mainly on the
forecasting of linear and static processes. According to the work of Cheng et al. [12], con-
ventional forecasting approaches, such as ARIMA techniques, cannot adequately capture
the evolution of these systems from the perspectives of forecasting accuracy, computational
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workload, and sensitivity to the quantity and quality of a priori input information. This
finding prompts us to assume that the success of the used prediction method, both in the
category of classical algorithms and in the category of machine learning and deep learning
techniques, depends to a large extent on the complexity of the system described by the data.
From this point of view, artificial intelligence has an advantage over ARIMA techniques,
as will be seen from the results of the studies presented later in the paper. At this point, it
must be mentioned that a number of non-linear transformations exist for optimizing the
ARIMA models in non-linear forecasting applications, which we will refer to in the ARIMA
theoretical background of our study. On this note, there are a few notable exceptions where
the performance of classical techniques exceeds that of artificial intelligence methods. These
results will be commented on in the conclusions of our research.

2.4. AutoRegressive Integrated Moving Average (ARIMA) Models

The ARIMA model is a generalization of the ARMA model (AutoRegressive Moving
Average model), suitable for handling non-stationary time series. As the classical ARMA
model takes for granted the stationarity of the time series it is asked to analyze, the man-
agement of inherently non-stationary time series requires their transformation into a static
data series by eliminating seasonality and trends, through a finite-point differentiation [3].
As mentioned earlier, a stationary time series can be thought of as a combination of signal
and noise. The ARIMA model handles the time signal, after first separating it from the
noise, and outputs its prediction for a subsequent time point [11]. As indicated by the
method’s acronym, its structural components are the following [13]:

• AR: Autoregression. A regression model that uses the dependence relationship be-
tween an observation and a number of lagged observations (model parameter p).

• I: Integration. Calculating the differences between observations at different time points
(model parameter d), aiming to make the time series stationary.

• MA: Moving Average. This approach considers the dependence that may exist be-
tween observations and the error terms created when a moving average model is used
on observations that have a time lag (model parameter q).

The AR model of order p, AR(p), can be written as a linear process as follows:

xt = c +
p

∑
i=1

φixt−i + εt, (7)

where xt the static variable, c a constant, the terms φi are autocorrelation coefficients at
the time delay steps 1, 2, . . . , p and εt are the samples of the Gaussian white noise series,
with zero mean and σ2 variance.

A simple moving average model of order q, MA(q), can be given as:

xt = µ +
q

∑
i=0

θiεt−i, (8)

where µ, is the expected value of xt (it mostly equals to 0), θi the weights applied to the
current and past values of the stochastic term of the time series, and θ0 = 1. We consider εt
to be a Gaussian white noise series, with zero mean and σ2

ε variance.
By combining these two models, autoregression and moving average, we create the

ARMA model of class (p,q):

xt = c +
p

∑
i=1

φixt−i + εt +
q

∑
i=0

θiεt−i, (9)

where φi 6= 0, θi 6= 0, σ2
ε > 0. The parameters p, q constitute the order of the AR and MA

models respectively.
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The general form of an ARIMA model is written as ARIMA(p, d, q), including the
integration term that guarantees the stationarity of the time series [13], and it can be
expressed as:

∇dxt = c +
p

∑
i=1

φi∇dxt−i +
q

∑
i=0

θiεt−i, (10)

where ∇d is a differential factor, introducing a difference of order d, aiming to remove the
nonstationarity of the time series xt [14].

Table 1 displays the basic parameter combinations for the nonseasonal ARIMA models.

Table 1. Nonseasonal ARIMA models for time series forecasting. Random-walk and random-
trend, autoregressive and exponential smoothing models constitute specific cases of the general
ARIMA models. The additional presence of a constant in the models, accounts for any underlying
trend or mean in the data, in order to improve their predictions and overall performance in the
forecasting tasks.

Forecasting Equation ARIMA(p,d,q)

first-order autoregressive model ARIMA(1,0,0)
random walk ARIMA(0,1,0)

differenced first-order autoregressive model ARIMA(1,1,0)
simple exponential smoothing ARIMA(0,1,1)

simple exponential smoothing with growth ARIMA(0,1,1)
linear exponential smoothing ARIMA(0,2,1)
linear exponential smoothing ARIMA(0,2,2)

damped-trend linear exponential smoothing ARIMA(1,1,2)

2.4.1. ARIMA Parameter Determination

The optimal selection of the ARIMA p, d, and q parameters is crucial to the success
of the forecasting procedure. The combination of the p and q parameters is based on the
examination of the autocorrelation function (ACF) and partial autocorrelation function
(PACF) plots for the specific dataset, while the d parameter is chosen in order to stationarize
the time series.

In most of the scientific literature presented in the rest of this work, it is often needed
to identify the best-performing ARIMA model among a number of different ARIMA (p,d,q)
models for a specific forecasting application. In these cases, the selection criteria include
the Akaike (AIC) and Bayesian (BIC) information criteria. The AIC measures the quality of
a forecasting model, keeping a balance between overfitting and model complexity. In the
case of BIC, the same rule applies, but with a higher penalty for complex models. In both
criteria, lower values signify a better model.

There have been many attempts to automate the selection of the ARIMA model
parameters over the years, using different tests in order to determine the optimal values for
both seasonal and non-seasonal models. The auto.arima function in R [15] constitutes a
popular heuristic method for parameter selection in an ARIMA application, and it is based
on a simple step-wise algorithm:

1. Start with a small number of basic ARIMA models and select the one with the
minimum AIC value.

2. Consider up to a number of variations of the selected model and calculate the AIC
value for each one. Whenever a model with a lower AIC is found, it replaces the reference
model, and the procedure is repeated. The algorithm finishes when we cannot find a model
close to the reference model with a lower AIC value.

A valid ARIMA model is always returned by the above algorithm due to the fact that
the model space is finite and that at least one of the starting models will be accepted as a
solution [16].
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2.4.2. ARIMA Variants

In cases of seasonal time series, it is possible, during the analysis, for the forecasting
model to be partially shaped by non-seasonal, short-duration features of the data. Con-
sequently, the formulation of a seasonal ARIMA model is required, which incorporates
seasonal and non-seasonal factors into a combined model. The general form of a sea-
sonal ARIMA model is represented by the formula: ARIMA(p, d, q)x(P, D, Q)S where p is
the non-seasonal AR order, d is the non-seasonal differencing order, q is the non-seasonal
MA order, P is the seasonal AR order, D is the seasonal differencing order, Q is the seasonal
MA order and S is the recurrence time range of the seasonal pattern. The most important
step in calculating a seasonal ARIMA model is determining the values of the parameters
(p, d, q) and (P, D, Q).

The ARIMA technique has evolved over the years, resulting in the development
of many variants of this model, such as the SARIMA (Seasonal ARIMA) and ARIMAX
(ARIMA with Explanatory Variable) techniques. These models perform well in terms of
short-term forecasts, but their performance is severely degraded for long-term predic-
tions [8].

2.4.3. Advantages and Disadvantages

The ARIMA technique presents several advantages, among which are the use of an
online learning environment, the independence between sample size and storage costs,
as well as the fact that parameter estimation can be performed online, in an efficient and
scalable way. The disadvantages of this technique are the subjectivity of its progress
evaluation, the fact that the reliability of the selected model may depend on the skill
and experience of the specific forecaster, and the existence of several limitations to the
parameters and classes of possible models. A consequence of all these limitations is the fact
that the final choice of the prediction model can be a difficult task [17].

Another important aspect of the application of the ARIMA to time series forecasting is
the linearity of the dataset it aims to predict. The basic form of the ARIMA algorithms is
designed to handle linear data relationships. However, their scope of successful application
in forecasting can be significantly extended, considering the various transformations avail-
able, which extend the method’s capability to handle non-linear time series. A widely used
family of such transformations, including both logarithmic and power transformations, is
the Box-Cox toolset [18], depending on the λ parameter and defined as:

wt =

{
log(yt) i f λ = 0
yλ

t −1
λ otherwise

. (11)

Based on the value of λ, the new time series can be transformed in order to improve
the forecasting model.

3. Machine Learning Models

In the present work, the field of machine learning is regarded as a subset of the field
of artificial intelligence, and a superset of the field of deep learning methods. In that scope,
we present the SVM and Decision Tree-based approaches to the problem of time series
forecasting for the machine learning family of methods and the basic deep learning models
that are used by the publications presented in the rest of the study. The models we selected
to present do not form an exhaustive list of machine learning techniques; rather, they
represent some of the main algorithmic categories used in the recent scientific literature for
benchmarking the ARIMA models against machine learning techniques.

3.1. Support Vector Machines (SVM)

It is a supervised learning technique in the field of machine learning used for data
classification. The goal of SVMs is to find an appropriate, for each classification problem,
hyper layer partition of the data space (Figure 1), with the aim of correctly classifying the
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data while achieving the maximum possible classification margin [19]. This hyperplane
maximizes a distance metric between classification classes. The classification of the data
is completed in two steps: In the first step, the support vector machine is fed with a set
of data and their labels, i.e., the information about the class to which each one belongs.
During this step, the algorithms iteratively optimize some mathematical criterion based on
the labeled data. The training data that constrain the maximum allowable margin between
classes constitute the support vectors [11]. In Figure 2, the sequence of the SVM processing
steps is depicted graphically.

In the field of time series forecasting, the regression variant of the SVM model (sup-
port vector regression (SVR)) is used in the scientific literature with increasing frequency.
The difference between this particular methodology and the traditional time series fore-
casting algorithms is its data-driven approach to the forecasting problem, in contrast to the
model-driven classical approach. In training the appropriate SVR model for time series
prediction, the independent variables utilized in the scientific literature are the lags of the
dependent variable x of the specific forecasting problem. The SVR model is optimized for a
varying number of lags based on a specified error metric.

Figure 1. An example of a linearly separable problem of two classes in the two dimensional space.
The support vectors are defined by the three samples on the lines that define the margin of optimal
separation between the two classes.

Figure 2. A graph of the support vector machine model architecture. The support vectors that define
the regressive process are created by the feature space and the output space consists of the forecasted
time series, which represent the objective variable.
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Table 2. Summary of ARIMA and SVM Comparison Studies in Time Series Forecasting. In the works
of Singh et al. and Zhang et al. the ARIMA parameters were optimized for each observation site.

Article Algorithms Metrics Dataset

Makala et al. [20] ARIMA(2, 1, 2)× (2, 1, 2)12 RMSE gold price
SVM MAPE

Singh et al. [21]
SVM MAE COVID-19 confirmed cases

MSE
RMSE

Atique et al. [22]
ARIMA(0, 1, 2)× (1, 0, 1)30 MAPE solar energy generation

SVM
ANN

Tiwari et al. [23]

ARIMA(0, 1, 12)day MSE ambient noise levels
ARIMA(0, 1, 10)night RMSE

SVM MAPE
R2

Zhang et al. [24]

ARIMA R2 drought forecasting
WNN MSE
SVM NSE

K-S distance

Al Amin et al. [25]
ARIMA(2, 1, 1) MAPE short time load forecasting

SVM (for non-linear MSE
load pattern)

Liu et al. [26]
ARIMA various urban water consumption

BP
SVM

3.1.1. Financial Data

In the scientific literature related to time series forecasting applications, SVM and
ARIMA techniques are contrasted in analyzing data from a wide variety of sources (Table 1).
In the economic domain, the work of Makala et al. [20] compared the capabilities of classical
ARIMA and SVMs in predicting the daily price of gold. The results of the study show
that the prediction using SVMs outperforms ARIMA based on the root mean square error
(RMSE) and mean absolute percentage error (MAPE) metrics, with RMSE = 0.028 and
MAPE = 2.5 for SVM and RMSE = 36.18 and MAPE = 2897 for ARIMA, respectively. This
particular research also supports the popularization of the use of SVM techniques in the
price prediction of any product due to the accuracy of their results.

3.1.2. Healthcare Data

Regarding the field of medical care, in the work of Singh et al. [21], least-squares
ARIMA and SVM models are applied to data on the daily confirmed cases of SARS-CoV-2 in
the five countries with the highest number of cases during the time period of publication of
this paper (Italy, Spain, France, United Kingdom, and the USA), with the aim of predicting
the number of confirmed cases over a period of one month in these countries. The ARIMA
parameters were optimized separately for each country. According to the conclusions of
this paper, ARIMA and Least Squares SVM models have different handling approaches for
data coming from different countries: the research results indicate a drop in errors (MAE,
MSE, and RMSE) and an increase in prediction accuracy (coefficient determination) using
the least squares SVM model, with a percentage difference of 80% in the prediction of the
number of confirmed cases for Spain with respect to the ARIMA technique and a difference
of 60% for the predictions concerning Italy and France.
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3.1.3. Energy and Noise Prediction

The superiority of SVM models for time series forecasting in relation to the classical
statistical approach of ARIMA is also indicated by the results of the work of Atique et al. [22],
regarding the prediction of the solar energy collected by a solar panel during a calendar
year. This work also highlights the need to improve the overall prediction accuracy of
the models. In the same direction, the study of Tiwari et al. [23] focuses on time series
modeling using conventional SVM and ARIMA techniques on 3 years of noise time series
data, from January 2015 to December 2017. The study compared the performance of the
radial basis function SVM model with the ARIMA model, resulting in the superiority of
the SVM model over the ARIMA model in terms of margin of error and adaptability to
data non-linearity.

3.1.4. Weather

In a different field of research, the work of Zhang et al. [24] investigated and compared
the prediction abilities of ARIMA, Wavelet Neural Network (WNN), and SVM models
for drought time series in the Sanjiang Plain in China. The models of this research were
based on the prediction of SPEI (standard precipitation evapotranspiration index) values
collected during the period 1979–2016 from seven meteorological stations in the study area.
For each of the sites, the parameters of the seasonal ARIMA model were optimized using
Akaike’s Information Criterion (AIC). The comparison between the raw data values and the
predictions resulted in the following R2 and NSE (Nash-Sutcliffe coefficient of performance)
values: 0.837 and 0.831 for the WNN network, 0.833 and 0.827 for the SVM network, while
the corresponding values of the classical ARIMA algorithms were above 0.9. In addition,
the ARIMA models had smaller MSE values and better overall performance than the other
two models, while the analysis of variance showed that the ARIMA models had a clear
advantage over the other two models in predicting the drought in the Sanjiang Plain in
China based on various performance indicators (R2, MSE, NSE, and Kolmogorov-Smirnov
distance). According to the results of the study, WNN and SVM machine learning models
do not necessarily perform better than traditional ARIMA models in drought prediction.
Different methods can be used to analyze data from different regions, and the characteristics
of the data should be carefully analyzed in order to select the appropriate prediction model.

3.1.5. Utilities

The research of Al Amin et al. [25] on power grid load forecasting concludes that the
SVM model can predict the energy consumption profile pattern and achieve higher accuracy
than ARIMA models. However, SVM failed to predict the magnitude of consumption
peaks in some cases, which is related to unpredictable changes in consumer behavior.
The comparison of the two models also highlights the fact that SVM performs better
in the case of non-linear consumption patterns, while ARIMA exhibits better behavior
in the linear load approximation. Finally, in the work of Liu et al. [26], ARIMA, Back-
Propagation Neural Network, SVM, and hybrid EEMD-ARIMA, EEMD-BP, and EEMD-
SVM (ensemble empirical mode decomposition) models were compared in predicting
hourly water consumption in Shanghai city in China. This work shows that the SVM model
outperforms the ARIMA and that the hybrid EEMD-SVM model has the best performance
(based on various metrics), while it appears that the use of EEMD decomposition improves
the prediction accuracy of the algorithms. The research also concludes that the optimal
length of the training time series for hybrid algorithms is over one week.

3.2. Decision Trees and Random Forests

Another major category of machine learning algorithms applied to the problem of time
series forecasting is the set of tree-based models. This category, although underrepresented
in the scientific literature in comparison to its deep learning counterparts, is at the forefront
of many recent forecasting competitions’ leaderboards [27].
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In time series forecasting, decision trees form a succession of binary decisions asso-
ciated to supervised features of the used dataset, which drive the forecasting procedure
based on the minimization of the data variance [28]. The modeling of the decision tree for
time series is based on the classification and regression tree algorithm (CART), developed
by Breiman et al. [29].

Random forests are formed by aggregating the decisions of a number of trees on a
specific problem. In time series forecasting, the use of random forest regression algorithms
has the advantage of a lower model variance in relation to other machine learning ap-
proaches [30]. Two of the most prominent models that also display superior performance
in forecasting competitions are XGBoost and Lightgbm. XGBoost constitutes an imple-
mentation of the Gradient Boosting learning method, namely that it combines a number
of weak learners into a strong learner in a linear fashion. Both CART and linear classi-
fiers can be used as base models for the XGBoost algorithm, while a second-order Taylor
expansion of the cost function entails an enhanced information profile. The Lightgbm
model is another implementation of the Gradient Boosting Decision Tree algorithm (GBDT),
based on two novel techniques: gradient-based one-side sampling and the exclusive feature
bundling [31].

In the scientific literature presented in later sections of this work, the XGBoost al-
gorithm appears in comparison to ARIMA and deep learning models in the work by
Paliari et al. [32]. In this paragraph, we will present some comparative results derived from
the popular Makridakis forecasting competitions, as well as from the recently published
scientific literature.

Table 3. Summary of ARIMA and Decision Tree-based models’ Comparison Studies in Time Se-
ries Forecasting.

Article Algorithms Metrics Dataset

Alim et al. [33]
ARIMA(0, 1, 1)× (0, 1, 1)12 MAE infectious disease prediction

XGBoost RMSE
MAPE

Lv et al. [34]

ARIMA(3, 1, 0)× (1, 1, 0)12 MAE infectious disease prediction
XGBoost MPE

MAPE
RMSE
MASE

Fang et al. [35]
ARIMA(0, 1, 1)× (0, 1, 1)7 MAE COVID-19 confirmed cases

XGBoost RMSE
MAPE

Noorunnahar et al. [36]

ARIMA(0, 1, 1) MAE annual rice production
XGBoost MPE

RMSE
MAPE

Zhang et al. [37]

ARIMA RMSE retail sales volume
LSTM MAE

Prophet
GBDT

XGBoost

Priyadarshini et al. [38]
ARIMA(2, 1, 1) MSE short time load forecasting

SARIMA RMSE
LSTM MAE

LightGBM
Prophet

VAR

Makridakis et al. [39] various various retail unit sales (M5)
multiple categories (M4)



Future Internet 2023, 15, 255 13 of 31

Although limited, the scientific literature focused on the comparison of ARIMA ap-
proaches with decision tree-based forecasting algorithms expands on a variety of applica-
tions. It is, however, interesting to note that the majority of forecasting applications using
tree-based approaches consist of hybrid models, which we will refer to in the section on
hybrid ARIMA models:

3.2.1. Healthcare Data

The work of Alim et al. [33] is centered around the prediction of brucellosis occurrences
in mainland China, with data acquired overh a period of 10 years. The XGBoost model was
used in comparison to an optimized seasonal ARIMA model, and the results of the study
indicated the superiority of the tree-based approach to the specific prediction task. In a
similar setting, the work of Lv et al. [34] aims at predicting the occurrences of hemorrhagic
fever with renal syndrome disease, in mainland China. The XGBoost algorithm is once again
being used and compared with an optimized seasonal ARIMA model using multiple error
metrics for one-step and multiple-step predictions. Furthermore, the XGBoost algorithm’s
performance overpasses the classical approach scores on multiple metrics, indicating
improved prediction accuracy and model stability for the non-linear prediction task. It
is also noted in the conclusions of the study that multistep prediction models are more
practical than one-step approaches in the task of infectious disease forecasting. A superior
performance of the XGBoost algorithm against the ARIMA approach is also derived from
the results of the study by Fang et al. [35], regarding the prediction of COVID-19 cases in the
US. However, it is noted that, to a certain extent, the ARIMA model can be more practical
in real-world forecasting applications due to its characteristic of providing forecasts over a
longer time frame, whereas the XGBoost approach implements a one-step-ahead prediction.
The tree-based model also needs new data in order to provide accurate forecasts for the
future of the disease in the US.

3.2.2. Utilities

In the utilities field, the work of Noorunnahar et al. [36] focuses on the prediction of
annual rice production in Bangladesh, comparing the forecasting accuracy of an optimized
ARIMA method (based on the AIC criterion) to the XGBoost algorithm. Based on the MAE,
MPE, RMSE, and MAPE error metrics, the XGBoost model’s performance in the test set
was found to be superior to the performance of the ARIMA model.

In a slightly different field of applications, the work of Zhang et al. [37] aims to predict
retail sales volume utilizing an XGBoost model and benchmarking its results against the
classic ARIMA approach (without preprocessing due to the stationarity of the data set),
a classic Gradient Boosting Decision Tree (GBDT) algorithm, an LSTM deep learning model,
and the forecasting tool Prophet. The results of this study indicated that the tree-based
approaches, trained with weather and temperature features, give the best forecasting
performance among the five models, while the ARIMA model has the worst performance.
Furthermore, it is interesting to note that while the tree-based models’ results are similar,
the XGBoost model requires significantly fewer training iterations than the GBDT approach,
while both tree-based models require fewer data and fewer features in contrast to the deep
learning models.

Finally, an interesting ARIMA comparison to decision tree models was found in the sci-
entific literature regarding anomaly detection in a smart home IoT by Priyadarshini et al. [38].
The dataset was comprised of energy consumption data from multiple home appliances and
the machine learning models were trained using additional weather information. It was
shown that the ARIMA model outperforms every other model considered for this study,
followed by SARIMA, LightGBM, Prophet, VAR, and LSTM, respectively. The comparison
was based on the MAE, MSE, and RMSE error metrics.
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3.2.3. Forecasting Competitions

As already mentioned, tree-based algorithms for time series forecasting have appeared
prominently in many recent forecasting competitions. The M5 competition [39], focusing
on the prediction of retail unit sales for multiple product categories and locations, featured
prediction models based on trees in the top score ranks. The leading models for both the
accuracy and uncertainty forecasting tasks are based on GBDTs, with a visible prevalence
of tree-based models over their deep learning and statistical counterparts throughout the
competition [27]. The sophistication of the tree-based models’ characteristics regarding
feature processing, choice of loss function, execution time, and default parameter selection
are some of the main reasons for their superior performance in the forecasting tasks.
The ranking of the GBDT models over the deep learning approaches had already been
specified in the M4 competition results. In that case, however, the models that dominated
the competition leaderboard were mostly hybrid approaches [40]. The M4 competition
featured multiple forecasting categories, and the dominant models used a more tailor-made
approach for each problem than the prevailing M5 models, which treated their GBDT
components such as black boxes [27].

3.3. Deep Learning Models

Deep learning is a subset of machine learning and is essentially a set of neural network
models with three or more layers. These neural networks aim to simulate the behavior of
the human brain, allowing the deep learning algorithm to be trained using large volumes
of data. A single-layer neural network can make approximate predictions, while additional
hidden layers can help optimize the network’s prediction accuracy [41].

Table 4 contains a summary of the studies comparing ARIMA and Deep Learning
models in time series forecasting. In the study of Menculini et al., three ARIMA models are
tested, corresponding to each of the alimentary products’ forecasted prices, while in the work
of ArunKumar et al., the (S)ARIMA parameters are optimized for each country separately.

Before referring to specific applications of deep learning networks in time series
forecasting, we will give a brief overview of the types and characteristics of neural networks
that we will refer to in the continuation of the work [13]:

3.3.1. Artificial Neural Networks (ANN)

This particular class of networks consists of networks with at least three layers: the
input layer, one or more hidden layers, and the output layer. The number of features in
the input data determines the number of nodes in the input layer, which are connected to
the nodes of the hidden layers through “synapses”. Each synapse has a specific weighting
factor that multiplies its input signal, and the set of these factors essentially determines
which signal or input can pass and which cannot. A neural network is trained by adjusting
the synapse weights. In the hidden layers, the nodes apply an activation function (e.g.,
sigmoid or hyperbolic tangent) to the weighted sum of the inputs to transform the inputs
into output signals. The output layer generates a vector of probabilities for the various
outputs and selects the one with the minimum error rate or cost using the SoftMax function.
To find the optimal values of the errors, they are “re-propagated” through the network
from the output layer to the hidden layers, resulting in an iterative adjustment of the
synapse weights. The model is trained when the cost function is minimized through
this iterative process. The basic ANN architecture is presented in Figure 3. The model
capacity and complexity increase when more hidden layers and layer nodes are added to
the model architecture.
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Figure 3. Basic architecture of an artificial neural network. By increasing the number of hidden layers
(depth of the network), we also increase the capacity of the model.

3.3.2. Recurrent Neural Networks (RNN)

Here, the goal is to predict the next step of a sequence of observations based on the
previous values of the sequence. In fact, the idea behind RNNs is to exploit the succession of
observations with the goal of extracting knowledge from previous stages of a data sequence
in order to predict its future behavior. In RNNs, the hidden layers act as buffers to store
the information gathered in earlier stages of reading the successive data values. RNNs are
called “recursive” because they perform the same task for each element of the sequence,
typically using information gathered earlier in the process to predict future, unknown
data values. The architecture and logic behind the RNN building blocks are presented in
Figure 4. The main challenge with a typical RNN is the limitation of the amount of data
they can hold in their “memory” at each training step. This problem is solved by using
the “memory lane”, a concept introduced by recurrent long-short term memory networks
(Long-Short Term Memory recurrent neural networks, LSTMs).

Figure 4. Building block of a recurrent neural network.
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3.3.3. Long-Short Term Memory Networks (LSTM)

LSTM is a special kind of RNN with additional features for memorizing the sequence
of data, namely, remembering the trend of the data until some point in time is rendered
possible through some gates along with a memory line. Each LSTM is a set of cells, or
system units, where data streams are recorded and stored. Cells simulate a transmission
line that connects one unit to another, carrying data from the past and gathering it for
the present. The LSTM cell architecture is depicted in Figure 5. Three types of gates are
involved in every LSTM to control the state of each cell:

• The forget gate outputs a number between 0 and 1, where 1 indicates full retention of
the content, while 0 indicates full discarding of it.

• The memory gate chooses which of the new data will be stored in each cell.
• The output gate decides the output of the cell. The value of the output is based on the

current state of the cell, along with the filtered new data.

LSTM networks have the ability to “learn” long-term dependencies in the data stream
and are widely used in tasks that work with sequential data, for example, time series.
LSTMs suffer from the vanishing gradient problem [42], whereby when the time step is
large enough, the value of the gradient can become very small. This problem occurs as
the network feeds the outputs back to the input and runs the algorithm while the weights
hardly change at all [43].

Figure 5. Building block of a Long-short term memory network. The variables c and h represent
the current state and the hidden state of the LSTM cell, while the input is represented by the x
variable. The sigmoid gates inside the block constitute the forget, input and output gate respectively.
The current state is updated with respect to the input, according to the sum of the current state and a
combination of the input and the hidden state of the block.

The majority of recent works (2019-) comparing the ARIMA method with deep learning
techniques in time series forecasting choose LSTM networks or their variants, due to
the memory they introduce in the forecasting process and to deal with the vanishing
gradient problem.
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Table 4. Summary of studies comparing ARIMA and Deep Learning models in time series forecasting.

Article Algorithms Metrics Dataset

Namini et al. [8] LSTM RMSE stock indices
BiLSTM

Paliari et al. [32]
ARIMA(5, 1, 0) MAE daily stock price

LSTM (R)MSE
XGBoost

Nguyen et al. [44]

ARIMA(6, 1, 5) RMSE bitcoin price
FFNN MAPE
CNN
LSTM
SVR

Yamak et al. [6]
ARIMA(1, 1, 0) RMSE bitcoin price

LSTM MAPE
GRU

Hua et al. [45] ARIMA(1, 1, 0) precision rate bitcoin price
LSTM time efficiency

Latif et al. [46]

ARIMA(3, 1, 3) RMSE short-term bitcoin price
LSTM MAPE

MAE
MAD

Rhanoui et al. [47] ARIMA(0, 1, 0) (R)MSE financial budget
LSTM MAE

Menculini et al. [48]
Prophet MAE wholesale food prices
LSTM MAPE
CNN RMSE

Ning et al. [49]
ARIMA(0, 1, 1) RMSE oil production

LSTM MAE
Prophet

Kirbas et al. [50]

ARIMA(2, 2, 5) MSE COVID-19 cases
LSTM MAPE

NARNN PSNR
SMAPE
R-value

ArunKumar et al. [51]

ARIMA MSE COVID-19 trends
SARIMA RMSE

RNN-GRU
RNN-LSTM

De Saa et al. [52] custom CNN/LSTM MSE temperature forecast

Verma et al. [53]
ARIMA(5, 0, 6) RMSE air quality index

Prophet MAPE
LSTM MAE

Liu et al. [54]
ARIMA(2, 0, 3)× (2, 1, 3)24 MSE short-term wind speed

LSTM MAE
GRU R2

Spyrou et al. [17] ARIMA(1, 1, 0) RMSE CO2 levels forecast
LSTM MAE

Zhou et al. [55] ARIMA(1, 1, 2) RMSE web traffic
LSTM MAE

Azari et al. [56] ARIMA(6, 1, 0) RMSE cellular traffic
LSTM
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Financial Data

In the area of economic forecasting, the works of Namini et al. [8] and Paliari et al. ([13,32])
focus on stock market index forecasting, comparing the performance of LSTM networks and
autoregressive ARIMA models. In the first paper, the comparison includes bi-directional
LSTM networks (BiLSTMs) which enhance the training process of deep learning algorithms
by dually feeding the input data to the network (1) from input to output and (2) from
output to input. This paper performs a behavioral analysis of LSTM, BiLSTM, and ARIMA
algorithms and compares their performances. The aim of the paper is to investigate the
contribution of additional training layers to the determination of the required network
parameters, and according to its results, the enhancement of the training process through
the use of bidirectional LSTM networks improves the predictions of financial indicators.
In particular, it has been observed that the predictions of the BiLSTM models are better
than those of the LSTM and ARIMA algorithms, while the LSTM models equilibrate much
faster than the BiLSTM networks.

The work of Paliari et al., on the other hand, deals with the ARIMA, LSTM, and
XGBoost comparison schemes. The XGBoost algorithm is an implementation of the class of
gradient boosting algorithms, which builds a machine learning model from simpler models
(usually decision trees) with the goal of improving the final performance. According to the
results of this work, LSTM and XGBoost algorithms give better forecasting results than
ARIMA for most price sets, while ARIMA achieves lower error values in two of the stock
price sets, whose data values are significantly lower than the rest, which seems to affect the
results of the analysis. In this particular case, ARIMA outperformed both machine learning
methods in incorporating feature size while ignoring units. On the other hand, LSTM gives
better results than the other two methods, achieving the lowest error scores in most of the
considered datasets.

Moving on to one of the most popular forecasting tasks in the financial sector, pre-
dicting the extremely volatile price of bitcoin is an investment, and as a result, there is
an ever-increasing interest in materializing this kind of forecasting study. There are two
main methods of predicting the price of bitcoin. The first method is based on bitcoin price
time series, while the second exploits the relationship between the bitcoin price and other
indicators such as the stock price, oil price, gold price, etc.

The work of Nguyen et al. [44] focuses on bitcoin price prediction through the first
method, which is based on time series. The ARIMA model and machine learning algo-
rithms such as Feedforward Neural Networks (FFNN), Convolutional Neural Networks
(CNN), LSTM, and Support Vector Regression (SVR) are used comparatively in terms of the
predictability of bitcoin time series. Furthermore, hybrid models are proposed to improve
the prediction, which we will refer to in the rest of our work. ARIMA (6, 1, 5) model is
selected to predict bitcoin price, while neural networks are trained with sampling every 1 to
14 samples, and a variable number of training epochs from 100, 200, and 500. After the com-
putational experiment, an FFNN model is used with a sampling per 5 time-steps, 9 hidden
nodes, and 100 training epochs. Also selected is the CNN model, with its characteristics
being a sampling step equal to 5, 6 hidden nodes, and 200 epochs. An LSTM model with a
sampling step equal to 5, 100 hidden units, and 100 training epochs is also used. SVR uses
an “rbf” kernel and a sampling step equal to 4. The results of the RMSE and MAPE metrics
showed that ARIMA had the lowest prediction error of the “short-term” bitcoin price,
the LSTM network gave an equally good result, and among the rest, the worst-performing
network was CNN.

The work of Yamak et al. [6] uses the time series bitcoin price dataset to make pre-
dictions and compare ARIMA, LSTM, and GRU models. Specifically, the GRU (Gated
Recurrent Unit) network, such as the LSTM, belongs to the category of recurrent neural
networks (RNNs). Unlike LSTM, however, it has a simpler structure as it does not use an
output gate but an update gate and a reset gate. These gates are vectors that “decide” what
information will appear in the output. The results of the work show that the ARIMA model
gives better results than the deep learning models for both the prediction error and the
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balancing time of the algorithms. ARIMA gives values of 2.76% and 302.53 for MAPE and
RMSE, respectively. However, GRU performs better than LSTM, with 3.97% and 381.34
MAPE and RMSE, respectively.

In a similar direction to Yamak et al.’s work moves Hua [45]’s work on bitcoin price
prediction using ARIMA and LSTM algorithms. This paper concludes that both methods
can give good prediction results, while after the training period, the LSTM network shows
higher prediction efficiency and accuracy. In general, using a smaller amount of past data
for forecasting, LSTM can lead to better results than ARIMA, which is quite efficient in
making predictions in the short term, but as the forecasting interval increases, it shows a
decrease in the accuracy rate.

Bitcoin price prediction through ARIMA and LSTM algorithms is also carried out in
the work of Latif et al. [46] where the forecast is made for the next day using the static
forecast method, with or without re-estimating the forecast model at each step. Two training
and test sets are considered to evaluate the predictions: In the first training set, ARIMA
outperformed LSTM, but in the second training sample, LSTM outperformed ARIMA.
Furthermore, in the two control set forecasting periods, LSTM with model re-estimation at
each step outperformed ARIMA. The LSTM can produce forecasts closer to actual historical
values than the ARIMA model. LSTM can predict the direction as well as the price of
the time series at the given time period, while ARIMA only follows the trend of bitcoin
prices and is unable to predict the actual prices very accurately. This paper concludes that
although the accuracy metrics indicate a satisfactory performance of the ARIMA algorithm,
the ARIMA prediction based on the error metrics is much less satisfactory than the LSTM
model. The authors of the paper emphasize that the ARIMA model was able to achieve a
correct prediction due to the upward trend of the bitcoin price time series and that if the
trend was downward, ARIMA could not have given a correct prediction.

The work of Rhanoui et al. [47] resides in the financial sector but concerns itself with
the prediction of the budget consumed by a government organization. Furthermore, the
superiority of LSTMs is evident over ARIMA due to their increased ability in identifying
non-linear structures in financial time series.

Utilities

The work of Menculini et al. [48] compares the ARIMA technique with Prophet, a scal-
able forecasting tool available from Meta based on a generalized additive model, and deep
learning models LSTM and CNN (convolutional neural networks). The study regards
data from three wholesale alimentary product prices, and the parameters of the ARIMA
approach to the forecasting problem correspond to each of the datasets. The findings
showed that while the Prophet model is fast to train and requires no data preprocessing,
it is not able to come close to the performance of the other models, and its use is recom-
mended only when simplicity and speed of prediction are the main requirements of the
analysis. In contrast, ARIMA models and LSTM neural networks perform similarly for the
forecasting task under consideration, while the combination of CNN and LSTM achieves
the best overall accuracy but requires more time to tune the hyperparameters. Therefore,
when fairly accurate forecasts and short forecast extraction times are required in a particular
multivariate data set, the paper suggests the use of simple LSTM models over univariate
ARIMA models.

Finally, the work of Ning et al. [49] deals with the prediction of oil production time
series, consisting of data on fluctuations in the operations of a specific well and its reservoirs.
Three algorithms are studied to address the limitations of traditional production forecasting:
the ARIMA method, the LSTM network, and the Prophet forecasting tool. The advantages
of machine learning models are workflow simplicity, fast and reliable prediction for a
typical declining production curve. An important feature of the Prophet model is the ability
it provides to record winter fluctuations in production, which can, by alerting the operator,
prevent potential failures. The application of ARIMA, LSTM, and Prophet methods to
65 wells in the DJ basin shows that ARIMA and LSTM techniques perform better than the
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Prophet model, possibly because not all oil production data includes seasonal variations.
In addition, wells in nearby reservoirs can be studied using the same parameter values in
ARIMA and LSTM models to predict oil production using a transferred learning framework.
In particular, ARIMA is observed to be effective in predicting the oil production rate of
wells across the DJ basin.

Although the majority of works dealing with the comparison of classical statistical
analysis methods with machine and deep learning methods in time series forecasting are
based on applications in the financial sector, we will also refer to works related to the fields
of medical care, the environment, and technology.

Healthcare Data

In the health sector, the number of studies dealing with predictive processes related to
the COVID-19 disease has increased in recent years for obvious reasons. The superiority of
LSTMs over classical ARIMA is indicated once again in the work of Kirbas et al. [50], in
which the number of total confirmed cases of the disease in different European countries
is modeled.

The work of ArunKumar et al. [51] compares deep learning (Recurrent Neural Net-
works, GRU, and LSTM) and statistical (ARIMA and SARIMA) techniques to predict the
total number of confirmed active and recovered cases as well as the number of deaths from
the COVID-19 disease. GRU, LSTM, ARIMA and SARIMA models were trained, tested,
and optimized for predicting COVID-19 trends. The best model was selected based on
the lowest values of the MSE and RMSE metrics. For most time series data for different
countries, the models based on deep learning (LSTM and GRU) outperform the statistical
ARIMA and SARIMA models, with RMSE values 40 times smaller than those of the ARIMA
models. However, for some countries, statistical models outperformed deep learning
models. Due to the highly dynamic nature of disease-specific data, the information they
contain depends on the country of origin, as well as the time at which they were generated.
The shape of the data coming from some countries is non-linear while ARIMA models are
shown to perform better in modeling data that follows linear relationships. On the other
hand, RNN models performed better in countries whose data were non-linear. For the
number of confirmed cases, SARIMA statistical models behaved best for India, Russia,
Peru, Chile, and the United Kingdom, while ARIMA performed best for Brazil. For Mexico
and Iran, the LSTM model performed best, while the GRU model performed best for the
USA and South Africa. For the recovered patients, the ARIMA model performed best for
the USA, Russia, and Chile, while the SARIMA model performed best for Brazil, India, and
South Africa. For Mexico, Peru and the United Kingdom, the GRU model performed better
than the rest of the models. Similarly for Iran, the LSTM model had the best performance
compared with the rest of the models. For forecasting the death data, the LSTM model
outperformed the rest for Brazil, Russia, South Africa, Peru and the United Kingdom.
For the countries India and Iran, the GRU models performed best. On the other hand,
the SARIMA-based models performed well for the USA, Mexico, and Chile, whereas, on the
contrary, the ARIMA models of all countries have the highest values of the RMSE and MSE
metrics, which suggests that the classical approach is not suitable for modeling deaths from
COVID-19. Recorded disease casualties had a non-linear relationship with time, which
cannot be modeled with simple ARIMA models. Therefore, SARIMA models that can
capture seasonality, as well as RNNs, have better forecasting performance in countries with
non-linear data relationships.

Weather and Environmental Parameter Studies

Another popular field of forecasting in the scientific literature is weather forecasting,
which is a difficult task due to the chaotic nature of atmospheric variations.

The work of De Saa et al. [52] compares classical ARIMA with deep learning models,
aiming to derive temperature predictions. The used deep learning model consists of one-
dimensional convolutional layers to extract the spatial features of the data, and layers based
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on the LSTM architecture to extract the temporal features. The two models are applied to
the analysis of temperature data from the Szeged area in Hungary, with an hourly sampling
frequency. The experimental results clearly indicate that the deep learning model has a
superior performance in terms of accuracy over the ARIMA model as it was able to achieve
a lower root mean square error value. The MSE obtained by the deep learning model is
21% lower than that of the ARIMA model.

In the work of Verma et al. [53], ARIMA, Prophet, and LSTM models are compared
in predicting the Air Quality Index (AQI) values for the city of Delhi, India. According
to the survey results, the Prophet model performs the best in terms of the mean absolute
percentage error (MAPE) metric; however, it is greatly outperformed by the other two
models in the remaining metrics, namely the root mean square error (RMS) and mean
absolute error (MAE). In addition, it appears that the LSTM model outperforms the ARIMA
model in terms of all three metrics and therefore can be considered the best-performing
model for this data set.

In a slightly different field of research, the work of Liu et al. [54] deals with the
forecasting of time series consisting of measured wind speeds in coastal areas of Scotland
with an hourly sampling frequency. The data sets used have been collected using a special
setup with three measuring positions. The models compared in terms of time series
forecasting ability were seasonal ARIMA (SARIMA) and deep learning models GRU and
LSTM. To maximize performance, both SARIMA and deep learning models tuned their
hyperparameters through a combination of manual search and grid search. Based on
the six research metrics used, the SARIMA approach outperformed deep learning-based
algorithms in prediction performance. The authors of this paper argue that the SARIMA
approach is more suitable for dealing with offshore wind speed forecasting because of its
ability to directly support making predictions of seasonal elements on univariate datasets.
Furthermore, the SARIMA model requires the setting of only six parameters (p, q, d, P, Q,
D), while many more hyperparameters need to be evaluated in GRU and LSTM, such as
the number of nodes in each layer, the number of layers, the size of the input, the number
of training epochs, the optimizer, the chosen activation function, the initialization of the
kernel function, and so on. Although, in recent decades, much attention has been paid to
the development of suitable models to achieve accurate offshore wind speed forecasting,
conventional neural networks prove to be deficient in producing short-term time series
forecasts. These models show problems of overfitting or “entrapment” at local extremes.
The SARIMA approach is a simpler and more efficient tool than deep learning-based
models for predicting offshore wind speed time series.

Another example of environmental time series forecasting is the work of Spyrou et al. [17],
where the LSTM algorithm is compared with classical ARIMA in terms of predicting carbon
dioxide levels in the port area of Igoumenitsa. A batch size of 100, 1000, and 7000 was used
for training, and the performance of the models was evaluated using the RMSE and MAE
metrics. It is shown through the analysis results that for a batch size of 7000, the LSTM
model gives a good prediction result based on the RMSE and MAE metrics in terms of
model training and validation losses. Regarding the comparison of the LSTM model with
the ARIMA model, it becomes evident that ARIMA gives better predictions, while LSTM
also performs quite well.

Network Traffic

The work of Zhou et al. [55] focuses on the prediction of web traffic, a key component
in network management and traffic regulation. In this paper, the ARIMA is compared with
an LSTM model in the forecasting task, and their results are comparable, with the LSTM
displaying a slightly better performance than the classical approach. In a similar research
field, Azari et al. [56] forecast measured user traffic and traffic bursts in cellular networks
using an ARIMA classical algorithm and an LSTM model. While the LSTM approach
displays a better forecasting result than ARIMA, this observation is heavily linked to the
length of the dataset and its granularity, both of which must be large enough. It is also
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observed that the classical algorithms, under specific time interval and data granularity
circumstances, can perform close to the optimal LSTM prediction.

The results, on the one hand, demonstrate the superior performance of LSTM over
ARIMA in general, especially when the length of the training dataset is large enough and its
granularity is fine enough. On the other hand, the results shed light on the circumstances
in which ARIMA performs close to optimal with lower complexity.

4. Hybrid Models

Attempting to combine the best modeling features of both classical statistical algo-
rithms and machine learning models, a large part of the time series forecasting scientific
literature is concerned with the development of combinations of forecasting models. We
will initially refer to the motivations behind the development of hybrid models and, in-
dicatively, emphasize some applications from various fields of research while focusing
on the characteristics of the given problem and how these are modeled by the trained
prediction models.

Hybrid time series forecasting models are developed in the scientific literature based
on three main factors:

First, because of the practical difficulty in determining whether the time series under
consideration has been produced by linear or non-linear underlying processes, as well
as the difficulty in choosing one forecasting method over the others for a particular task
and forecasting environment. The usual practice to deal with this particular problem is
essentially to develop, train (in the case of machine learning algorithms), and test more than
one predictive model, while factors such as sampling uncertainty and the dispersion of the
sampling process make it difficult to generalize the chosen model. Consequently, combining
several algorithms to create a complex prediction model can facilitate the selection process.

The second reason for developing hybrid models is the fact that time series produced
by real processes, in the majority of cases, do not have a purely linear or non-linear profile
but contain a combination of linear and non-linear patterns. In these cases, single statistical
or neural models are not sufficient for time series modeling and forecasting since the simple
version of the ARIMA model cannot deal with non-linear relationships, while the neural
network model alone is not able to handle linear and non-linear patterns equally well.
Therefore, by combining ARIMA models with machine learning models, the complex
autocorrelation structures in the data can be modeled more accurately.

The third factor to consider is the fact that in the scientific literature on time series
forecasting, it is almost universally accepted that there is no one forecasting method that
is better than all others for every forecasting situation. This is largely due to the fact
that a real problem is often complex in nature, and any single model may not be able to
capture the different patterns equally well. Therefore, the combination of different models
can increase the probability of detecting different patterns in the data and improve the
prediction performance. In addition, the combinatorial model is more robust to a possible
structural change in the data [4].

Regarding the combination of different forecasting algorithms in building an efficient
hybrid model, various workflows are proposed, according to the forecasting problem at
hand as well as its scientific approach.

In the classic work by Zhang et al. [4], a hybrid model combining ARIMA and neural
networks is proposed, aiming to exploit the capabilities of each model in terms of linear
and non-linear modeling, respectively. The proposed methodology consists of two steps:
In the first step, the ARIMA model is used to analyze the linear part of the problem, while
in the second step, a neural network is developed to model the residuals of the ARIMA
model. Since the classical ARIMA model cannot capture the non-linear structure of the
data, the residuals of the linear model will contain information about the non-linearity.
The outputs of the neural network can be used as predictors for the error terms of the
ARIMA model. The results of this research showed that the hybrid model improves the
prediction accuracy of both individual models. The proposed hybrid approach is presented
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graphically in Figure 6. A similar approach is used by Biswas et al. [57], Prajapati et al. [58],
and Nie et al. [5] in different research fields and with a different selection of machine
learning algorithms, combined with the ARIMA model.

Figure 6. Flowchart of hybrid Arima and Machine Learning model for time series forecasting. This
particular workflow is not the only one used in the scientific literature. Different combinations of the
ARIMA and ML models have been proposed ([5,44]), based on the nature of the forecasting problem
and the modeling approach.

4.1. Financial Data

In the field of bitcoin price prediction research, which we have encountered in nu-
merous works ([6,44,45]) the development of hybrid forecasting models is a widely used
practice. The work of Nguyen et al. [44] which we already mentioned in the deep learn-
ing models paragraph, uses combinations of ARIMA with FFNN, CNN, LSTM, and SVR
models to make bitcoin price time series predictions, as well as to compare these hybrid
models. This particular work uses a different hybrid strategy than the one presented in
Figure 6, namely, it utilizes each algorithm (ARIMA and ML-based) with respect to the
fluctuation level observed for different time series intervals. The flowchart of this approach
is depicted in Figure 7. The results of the work based on the RMSE and MAPE metrics,
show that the performances of the four hybrid models are very close, with the best being
given by the combination of ARIMA with the CNN model. Another example of a hybrid
model application in the financial domain is the work by Zheng et al.

4.2. Weather

In terms of weather forecasting, research by Biswas et al. [57] suggests using a com-
bination of regression and machine learning models to predict wind energy production
over one, two, and seven day time horizons. The forecast is based on weather data such
as wind speed and direction, air temperature and pressure, and density at the height of
the measurement node. The preliminary results of this study indicate that the combination
of ARIMA with Random Forest algorithms (ARIMA-RF) as well as the combination of
ARIMA with Bayesian Regression and Classification Trees (BCART) help to improve the
forecasting accuracy compared with the classical forecasting algorithm of ARIMA.
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Figure 7. Flowchart of hybrid Arima and Machine Learning for time series forecasting, based on the
fluctuation interval.

4.3. Healthcare Data

In the field of medical care and specifically regarding the prediction of COVID-19
cases, the work of Prajapati et al. [58] moves on three levels: Modeling the overall trend in
the number of cases over time, short-term forecasting on the order of ten days in countries
with extremely high population density such as India, and determining which algorithm
presents the best metrics performance in accurately modeling the linear and non-linear
characteristics of the case count time series. Various individual prediction models based
on the Prophet, Holt-Winters, LSTM, and ARIMA algorithms were used, as well as the
ARIMA-NARNN (Nonlinear Autoregressive Neural Network) hybrid model. The simple
ARIMA algorithm performed better than other individual models; however, the hybrid
combination of ARIMA and NARNN had the best overall performance, with RMSE values
almost 35.3% better than ARIMA.

4.4. Utilities

In relation to the applications of SVMs in time series forecasting, the work of Nie et al. [5]
deals with short-term load forecasting in energy transmission systems. Short-term load
is a variable that is affected by many factors, and for this reason, it is difficult to make an
accurate prediction with a single model. Utilizing the ARIMA algorithm to forecast the
basic linear part of the load and the SVM algorithm to forecast the sensitive, non-linear part
of the load, the paper presents a forecasting method based on a hybrid ARIMA and SVM
model. ARIMA is used to forecast the daily load, and then the SVM model is used, aiming
to correct the deviations from the previous forecasts. Due to their generalization ability and
fast computation, SVMs show excellent performance in extracting the nonlinear part of the
load and can be used to achieve the correction of the data deviation. The ARIMA-SVM
hybrid model effectively combines the advantages of ARIMA and SVMs and through the
simulation of a large sample of data, the results show that this hybrid model is much better
than the two forecasting models applied separately.

4.5. Network Traffic

Finally, in the field of network parameter forecasting, we present the work of Ma et al. [59],
where the ARIMA algorithm is combined with the Multi Layer Perceptron and the Multidi-
mensional Support Vector Regression models in a hybrid approach to the network-wide
traffic state forecasting problem. An increased predictive performance is observed in rela-
tion to the statistical forecasting method in cases where the network traffic is considered
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both at a local and global scale with the incorporation of the hybrid prediction model.
An interesting change in the hybrid model workflow with respect to the previously men-
tioned studies is the fact that in this case the ARIMA algorithm is used after the neural
network in order to post-process the ML model residuals. This is also, according to the
authors, “necessary and a warrant at least for the situation where the time series data are
not sufficiently long”.

The specific work aims to predict the traffic state for a small city area based on the
measurement and prediction of three macroscopic traffic variables: traffic volume, speed,
and occupancy. The dataset is comprised of time series collected from a network of detectors
along the Highway Ayalon in Tel Aviv, Israel. The proposed approach can not only capture
the network-wide co-movement pattern of traffic flows in the transportation system but also
seize location-specific traffic characteristics as well as the sharp nonlinearity of macroscopic
traffic variables. The case study indicates that the accuracy of prediction can be significantly
improved when both network-scale traffic features and location-specific characteristics are
taken into account.

5. Discussion and Practical Evaluation

In this paper, a series of works on different areas of time series analysis and forecasting
were selectively presented, with the aim of comparing the classic ARIMA forecasting
algorithms with machine learning and deep learning models. As we see in the consolidated
representation of these tasks in Tables 2–5 the used metrics, based on which the comparison
of each algorithm with the ARIMA technique was performed, are similar for the majority
of the tasks.

Table 5. Summary of studies comparing ARIMA and Hybrid Models in time series forecasting.

Article Algorithms Metrics Dataset

Zhang et al. [4] ARIMA/ANN MSE variety
MAD

Nguyen et al. [44]

ARIMA/FFNN RMSE bitcoin price
ARIMA/CNN MAPE
ARIMA/LSTM
ARIMA/SVR

Biswas et al. [57] ARIMA/RF NMAE wind power
ARIMA/BCART

Prajapati et al. [58] ARIMA/NARNN RMSE COVID-19 cases

Nie et al. [5] ARIMA/SVM MAPE short-term load
forecasting

RMSE

Ma et al. [59] NN/ARIMA MSE network-wide
MSVR/ARIMA MAPE traffic

In the comparisons of the individual machine learning models with the ARIMA
algorithm, a large part of the applications indicate the superiority of the former based on
the metrics used. However, there were a subset of studies in which ARIMA demonstrated
higher predictive accuracy. We will refer to these studies in the rest of the present chapter
in order to practically evaluate the performance of the ARIMA against the machine learning
models and to uncover the circumstances (either dataset or model-dependent) under which
the statistical approach exhibits superior performance in the task of time-series forecasting.

ARIMA over SVM Models

In the case of SVM algorithms, in the work of Zhang et al. [24] on drought prediction,
the ARIMA algorithm had clearly better prediction performance based on various metrics,
compared with the selected WNN and SVM models (Section 3.1.4). According to the
authors of this paper, WNN and SVM machine learning models are not always superior to
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traditional ARIMA models in drought prediction. Different forecasting methods can be
used for different geographic regions, and it would be subsequently advised for the data
characteristics to be investigated in order to select the appropriate forecasting model.

This conclusion is consistent with the result of the work of Al Amin et al. [25], in which
ARIMA performed better than SVM networks in load prediction when the load was linear
(Section 3.1.5). As ARIMA is much more robust and efficient at analyzing linear time series,
its choice over machine learning algorithms should primarily depend on the linearity of
the data. In a different application field, the work by Priyadarshini et al. [38] indicated the
superiority of ARIMA, and SARIMA forecasting over multiple deep learning and tree-based
forecasting models regarding anomaly detection in an IoT setting. However, this particular
publication is focused on the application at hand rather than on the model comparison.

ARIMA over Deep Learning Models

In the case of individual deep learning models vs. ARIMA, by introducing LSTM
networks and the property of memory in the forecasting process, these models gain a
great advantage over classical statistical forecasting methods, and this is shown by their
dominance over ARIMA in the relevant literature. However, there are exceptions to this
rule, which we will refer to below.

In the work of Paliari et al. [32] on stock index forecasting, the LSTM and XGBoost
algorithms gave better forecasting results than ARIMA for all but two data sets, whose
data values were significantly lower than the rest (Paragraph “Financial Data”). This fact
probably indicates an advantage of statistical methods when the data is characterized by a
limited range of values.

ARIMA methods prevail over deep learning algorithms in bitcoin price prediction
applications in the works of Nguyen et al. [44] and Yamak et al. [6], and this result may be
due to several factors, as the chosen values of the model parameters and the total amount
of data can affect the results of the analysis. The volume of data in the work of Yamak et al.
is relatively small, and RNN models usually perform well on more voluminous datasets,
as previous studies have shown (Paragraph “Financial Data”). Regarding this particular
observation, it is worth mentioning the related work of Cerqueira et al. [60], according
to which machine learning methods improve their relative predictive performance over
classical prediction algorithms as the data sample size grows.

In the work of Hua et al. [45], ARIMA is quite effective relative to LSTMs in making
bitcoin price predictions in the short term, but as time goes on, it shows a decreasing rate
of accuracy (Paragraph “Financial Data”).

In the work of ArunKumar et al. [51], the authors attempt to predict the rates of con-
firmed cases, recovered patients, and deaths from the COVID-19 disease in different coun-
tries of the world. For most cross-country time series data, the deep learning-based models
(LSTM and GRU) outperform the statistical ARIMA and SARIMA models, with RMSE
values 40 times smaller than those of the ARIMA models. However, in some countries,
statistical models outperformed deep learning models (Paragraph “Healthcare Data”). Due
to the highly dynamic nature of disease-specific data, the information they contain depends
on the country of origin as well as the time at which they were generated. The shape of
the data coming from some countries is non-linear, while ARIMA models are shown to
perform better in modeling data that follows linear relationships. On the other hand, RNN
models performed better in countries whose data were non-linear. These results once again
confirm the conclusion made above, namely that since ARIMA is much more robust and
efficient in linear time series analysis, its choice over machine learning algorithms should
primarily depend on the linearity of the data. In this work, it is also interesting that while
ARIMA is, according to the results, an ideal choice for modeling the rates of confirmed
cases and recovered patients for some countries whose data have the appropriate profile, its
performance is nevertheless very poor for modeling the number of deaths from COVID-19
in all countries, which is likely related to the increasing complexity of the data and the
conditions that lead to the death of patients in general.
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In the work of Liu et al. [54], which concerns the prediction of time series consisting
of the measured wind speed in coastal areas, the SARIMA approach outperformed deep
learning-based algorithms in prediction performance (Paragraph “Weather and Environ-
mental Parameter Studies”). The authors of this paper argue that the SARIMA approach
is more suitable for dealing with offshore wind speed forecasting because of its ability to
directly support making predictions of seasonal elements on univariate datasets.

Finally, in the work of Spyrou et al. [17], ARIMA again outperforms LSTM models in
predicting harbor area CO2 levels, which is likely related to the nature of the forecast data
(Paragraph “Weather and Environmental Parameter Studies”).

Hybrid Models over ARIMA

On the other hand, as far as the hybrid forecasting models are concerned, in any case
and in the context of this work, they result in better forecasting performance compared
with the single ARIMA model, as they combine modeling features both from the point of
view of classical statistical algorithms and on the part of machine learning models, making
them capable of dealing with predictive data at multiple levels of analysis.

Final Remarks

There are various conclusions derived from the scientific literature cited in the previ-
ous paragraphs.

At first, we observe that the optimal choice of a forecasting algorithm can be dif-
ferent, for different versions of a dataset (e.g., different geographic regions in drought
forecasting [24], different countries in modeling rates of confirmed and recovered cases
of COVID-19 [50]) within the same forecasting task. The particular differences in the
datasets’ nature, also inferred from the optimal model choice, can be of great value in a
multitude of forecasting and modeling tasks and can be an important source of information
for region characterization.

On the other hand, in some applications, it is the dataset characteristics inherent to the
specific data driven network that drive the modeling choice. The seasonality of the data
collected (e.g., wind speed forecasting [54]), the number of target variables, as well as a
multitude of underlying causes and features (e.g., forecasting the number of COVID-19
deaths [50]) can shape the nature of a forecasting application. In our opinion, the system-
atic characterization of applications and datasets would be of great value to modeling
applications in order to fully exploit the capabilities of big data and data-driven networks.

The ARIMA also exhibits better predictive performance than its machine learning
counterparts, in cases where the available dataset is characterized by a limited range of
values or a limited time-span ([6,32,45]). This observation can be attributed to the fact that
machine learning, and especially deep learning models, require a large amount of data to
train effectively. As a result, their performance can be inferior to statistical approaches for
small datasets or for short-term forecasting.

The algorithmic nature of the ARIMA models provides some insight into their im-
plementation value in the problem of time series forecasting. In comparison to complex
machine learning models, ARIMA is a relatively explainable and intuitive approach that
is widely used due to its flexibility and reliability. However, its focus on linear time de-
pendencies in the data as well as its univariate modeling approach render it unsuitable for
standalone application in forecasting complex real-world problems.

Apart from the details of the time series data, which can be a determining factor in the
choice between ARIMA and machine learning models, an important aspect of the problem
regards the computational and time complexity of the two approaches. In the case of
machine learning forecasting models, a wider range of resources is needed, regarding the
storage of the network architecture and weights, the training time, and the network opti-
mization procedure, all of which are not necessary in the application of classical statistical
algorithms. Furthermore, as the forecasting problem at hand becomes more complex and
acquires longer time dependencies, so does its artificial intelligence modeling approach.
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In Table 6, we present some aggregated results and observations based on the practical
evaluation of the ARIMA versus the machine learning approach to the problem of time
series forecasting.

Table 6. Advantages and disadvantages of ARIMA over Artificial Intelligence models, regarding
time series forecasting tasks.

Criterion ARIMA Artificial Intelligence

Model

Explainable Regarded as a “black box”
Flexible specification Need training
Reliable performance Need optimization

Designed to model dependencies Better at modelling
that can be linearizable non-linear time dependencies

through a single transformation
Parameter specification Standard training procedure

depending on user-experience

Dataset

Suitable for small datasets Need large datasets to train
Missing values not important Difficult modelling

when values are missing
Multiple seasonality Complex modelling
not handled natively

Designed for univariate series Handle multivariate datasets
Sensitive to outliers Depend on model complexity

Assume data integrated Data agnostic
of a finite order

Handles independent forecasting tasks Joint forecast of multiple time series

Complexity

Low time complexity Training and validation needed
in general (depending on the model)
Small computational requirements Hardware and computational

[61] demands higher (depending on model)

6. Conclusions

While the classical statistical approach to the problem of time series forecasting is
still practically relevant, recent advances in the machine learning field have introduced
to the scientific community a variety of different models and a multitude of possible
combinations of such models and their statistical counterparts. Nevertheless, the ARIMA
method is prevailing in several cases, due to the nature of specific forecasting applications
and datasets. Furthermore, even considering the sheer force of the machine learning models
and their numerous predictive capabilities, they have significantly larger computational
demands in contrast to the classic statistical models. The details of the forecasting problem
at hand, the available resources, and the previous scientific approaches to a specific task
should all be considered prior to proceeding with a single forecasting strategy.
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