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Abstract: Recent advances in the fields of Cognitive Radio and the proliferation of open 

spectrum access promise that spectrum-agile wireless communication will be widespread 

in the near future, and will bring significant flexibility and potential utility improvements 

for end users. With spectrum efficiency being a key objective, most relevant research 

focuses on smart coexistence mechanisms. However, wireless nodes may behave selfishly 

and should be considered as rational autonomous entities. Selfishness, pure malice or even 

faulty equipment can lead to behavior that does not conform to sharing protocols and 

etiquette. Thus, there is a need to secure spectrum sharing mechanisms against attacks in 

the various phases of the sharing process. Identifying these attacks and possible 

countermeasures is the focus of this work. 
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1. Introduction 

Wireless communications, and especially 4G Mobile systems, will be a critically important 

component of the future Internet [1] for a number of reasons. Most importantly they will fully support 

user mobility with personal devices (e.g., today’s smartphones accessing the Internet) [2]. Offering 
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multimode protocol stacks, the new generation smart-phones will support fast wireless system 

discovery and selection, and functions that determine and update the location of the terminals in 

various systems. This will provide the necessary flexibility to perform horizontal, as well as vertical, 

handoffs, with minimum handover latency and packet loss. Thus, network heterogeneity will enable 

the ubiquitous network paradigm [3]. Additionally, they enable the self-organization of personal area 

networks where many, different personal devices, handsets, as well as sensors and actuators, in the 

environment will be discovered, associated, and interact easily within dynamically assembled sets of 

surroundings. Today’s Bluetooth-based paradigm of personal area networking will be extended to a 

more dynamic environment where, for example, as a user changes context and surroundings, different 

audio-video devices will be selected for rendering, enabling personal mobility [2]. Moreover, wireless 

solutions are more easily introduced or updated in everyday life, including increasing data rates and 

performance (even though the technical problems are typically much harder for wireless 

communications). Furthermore, a plethora of devices of small form factor, equipped with wireless 

communications capabilities, will also be the building blocks of the Internet of Things [4,5]. This new 

ubiquitous (mostly machine-to-machine) communications environment will challenge all current 

networking layers. Focusing on the wireless communications layer, one of the most significant 

challenges is how to cope with the increased demand for spectrum that the vast amount of wireless 

devices will bring about. Also, with sensor networks being an integral part of a future wireless Internet, 

specific challenges emerge [6]. Crowded spectrum may lead to excessive packet loss for traffic that is 

inherently bursty (due to the event-driven traffic patterns in wireless sensor networks), and 

retransmissions will faster exhaust the limited power resources of sensor nodes. Also, in many cases, 

reliably communicating sensor readings is critical (e.g., for healthcare applications). Cognitive Radio 

networks are part of the answer. 

Recent advances in the area of wireless communications promise a breakthrough both from the user 

and the service provider point of view. There is a clear trend towards open (or at least more open) 

wireless access, mainly driven by the low cost and the ease of deployment of equipment that operates 

in unlicensed (more accurately, ―license exempt‖) spectrum bands. On the other hand, there is the 

realization that spectrum is often scarce (e.g., in the case of unlicensed bands in dense urban 

environments), or underutilized (e.g., in the case of analog TV bands). On the other hand, acquiring a 

license to operate in a contention-free fashion is very costly (see, for instance, the 3G 

spectrum auctions). 

The above observations have, to a significant extent, motivated research in the areas of self-

organized wireless systems and Cognitive Radio (CR) networks [7]. Typical CR networking scenarios 

involve a number of secondary (unlicensed) users sharing spectrum determined not in use at the time 

by the primary (licensed) users. The exact meaning of this sentence and many of its terms continues to 

be the subject of intense research and various proposals. This research is also backed up by the 

emergence of Software-Defined Radio (SDR) technologies and the fact that, with the advent of 

open-source device drivers for Wi-Fi cards, many additional configuration options are now available. 

Moreover, tweaking protocol operation to achieve performance optimization is now sometimes possible. 

With the goal of efficient coexistence in a shared spectrum, a significant number of approaches 

promise to increase the overall wireless network efficiency, expressed in terms of limiting interference, 

optimizing resource utilization, ensuring fair spectrum sharing and, eventually, increasing Quality of 
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Service (QoS) or user quality of experience and the ―social welfare‖ factor. However, the viability of 

such mechanisms is based to a large extent on the cooperation among autonomous network entities and 

their conformance to protocol-specified spectrum sharing rules. A critical question that naturally 

emerges is how such behavior can be checked and/or enforced. 

The vast majority of the body of research in this area, implicitly or explicitly, assumes that all 

participating entities demonstrate full cooperation [8]. However, there exist approaches focusing on 

studying selfish behavior, often using tools from game theory. A common approach is to offer 

competing nodes the proper incentives for fair spectrum use and conformance to agreed-upon rules. At 

the same time, efforts have been made to limit the benefits of non-conformant behavior. The proposed 

mechanisms are based on reputation schemes [9], tit-for-tat models [10], punish/reward schemes or 

transfer models [11], where some kind of compensation is offered in return for using a spectrum 

portion. Still, an important assumption is the existence of a mechanism for effective detection of non-

conformant operation and identification of misbehaving nodes (and even malicious intent). 

We believe that in future spectrum sharing systems, it is necessary to put significant effort into the 

direction of modeling and quantifying the effects of uncooperative or anomalous behavior and 

preventing it, or making the system robust against it. As a first step, in this work we identify such 

misbehavior scenarios and relevant attacks to various phases of the spectrum sharing process. The 

remainder of this article is structured as follows. In Section 2 we consider the building blocks of the 

spectrum sharing process, namely negotiation among interested parties, dissemination of the derived 

spectrum sharing rules and their implementation, as well as sensing the environment for data collection 

or to monitor rule conformance. Before we delve into the identification of cases of misbehavior for 

each of the above processes, in Section 4, we briefly describe the profiles of potential attackers in 

Section 3. We conclude the article in Section 5 with a brief summary and outlook. 

2. Spectrum Sharing Processes 

Dynamic spectrum sharing can be considered (at least conceptually) a three-phase process. First, 

there is the negotiation phase, where nodes coordinate to come to a spectrum sharing plan. Then, the 

outcome of the negotiation process, i.e. spectrum access policies/rules, is disseminated to all interested 

parties. Finally, the aforementioned access rules need to be implemented by nodes themselves. It 

should be noted that there is a monitoring process that spans the above phases and provides the 

necessary information. Sensing the environment, either to receive information about spectrum usage 

and availability, or to monitor conformance to spectrum access rules, as well as receiving feedback on 

the quality of prior spectrum allocations from nodes, is tackled in this process. The interplay among 

these phases is shown in Figure 1. 

2.1. Sensing and Monitoring 

Spectrum sensing refers to the ability of a CR entity to observe the characteristics of its radio 

environment. In other words, every CR entity has to be able to sense, measure, learn and be aware of a 

number of parameters related to radio channel characteristics, operating environment, spectrum and 

power availability, network infrastructure, existent radio entities, local policies and other operating 
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restrictions. In short, it is a multi-dimensional process used to identify occupancy in an n-dimensional 

space, particularly aiming at identifying ―free spaces‖ in the CR domains. 

As seen in Figure 1, spectrum monitoring plays a key role during the spectrum sharing process. 

Monitoring spectrum means discovering to what extent a frequency band or a channel of interest is 

occupied by other users. Such occupancy can typically be detected through power densities measured 

significantly above the noise level, which might interfere with other transmissions. 

Figure 1. Spectrum sharing phases. 

 

 

The methods of spectrum sensing [12] are typically based on the so-called transmitter detection 

technique (detecting the presence of a signal transmission), cooperative spectrum sensing (in case of 

noise uncertainty presence, fading and shadowing), interference-based detection (interference 

assessment) or using prediction. Passive monitoring [13,14] means that no signals that might interfere 

with the monitored transmissions are used by the monitoring station(s). It can thus be executed 

continuously. On the other hand, active monitoring [15] means to produce (possibly interfering) 

beacon signals and analyze their outcome. Thus, it is preferably used during ―guard‖ times, when there 

is no data traffic that might be affected. Depending on what type of monitoring takes place, it may 

confirm the existence of other users [16], or even show their identities [17]. Monitoring can be 

initiated both by a user, as well as by a central entity in order to check for spectrum availability and 

entity compliance. 

Ahead of the negotiation phase, the targeted spectrum needs to be sensed for availability. For 

instance, potential primary users must be discovered in order to be considered in the spectrum 

negotiation between secondary users. Furthermore, newly arriving nodes need also to be identified and 

integrated into the negotiations to share the same spectrum. 

Once the use of spectrum has been (re-)agreed upon, the role of monitoring becomes evaluative, 

with compliance to the negotiated sharing rules as the key issue. Once the spectrum sharing plan is in 
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place, correct use of the spectrum needs to be monitored and communicated. A user wanting to take 

over a channel would typically check whether the channel has been vacated before starting to use it. 

Failure to access it would eventually be reported. Such failure can, for instance, be triggered by time 

synchronization issues: a potential guard time is exceeded once the vacating user’s clock is lagging 

behind the waiting user’s clock. Another possibility is that the vacating user keeps the channels 

deliberately, leading to a form of misuse. The control of channel availability is typically performed at 

regular intervals until the channel is free. The number of subsequent failures might indicate the degree 

of suspicion of misuse. 

Monitoring has user-related and application-related interfaces. While the requirements of 

applications and specifications of the generated traffic might provide criteria for the actual division of 

the spectrum, users may directly express their preferences and in particular their degree of satisfaction 

with the outcomes of prior spectrum allocation rounds. It is important to note that, apart from user 

preferences, spectrum sharing mechanisms also consider user equipment capabilities, such as 

frequencies on which the radio transceivers can operate, transmission power limits or battery 

availability, among others. 

2.2. Negotiation 

Spectrum access is subject to negotiations among competing groups. Negotiations can be carried 

out in a fully distributed and localized manner (e.g., among neighbor groups [18]), at regular intervals, 

or when the need to reallocate spectrum emerges. This is the case, e.g., when a new wireless Access 

Point (AP) is set up in an area where existing entities have already come to an agreed upon spectrum 

allocation scheme. Different forms of negotiations are possible. Simple mechanisms rely on the 

broadcast of fixed policies, while interactive mechanisms require bi-directional communication, but 

enrich possible features. 

Negotiation can take place in a centralized or decentralized fashion. Centralized mechanisms 

[19,20] require significant bandwidth around the point of decision to bring in the information. 

Challenges arise in dealing with incomplete or outdated information. In decentralized approaches 

[21,22], local and up-to-date information is usually available, but delays can defer global 

synchronization. 

Another issue pertains to the control channel [23]. In order to be robust against malicious behavior, 

the control channel must be out-of-band. In order to ensure the availability of such a channel, it can be 

exclusively assigned to a channel owner, who is in charge of the resource. A single control channel 

must be shared by multiple parties and can therefore be subject to attacks. 

Many frameworks for negotiation protocols have been proposed, also in other contexts (e.g., Web 

services). Such a protocol must also consider the trust relationships between the participants. Imported 

information from untrusted sources can enable an attacker to alter resource allocation. 

The resource allocation must cope with the physical limitations of the stations. Allocating resources 

is an optimization process which takes into account, among other things, parameters such as the 

capacity demands of the senders, the transmission distance and noise based on local knowledge about 

sources of interference. The signal-to-noise ratio at the receiver should be included in the decision 

making for resource allocations. 
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2.3. Distribution of Rules 

The output of the negotiation process, i.e., the rules and policies that control spectrum access, needs 

to be distributed to all interested nodes. In this update phase, competing nodes are informed of their 

usage rights for each spectrum portion under negotiation, the duration of the particular spectrum 

allocation, and, importantly, the node configuration necessitated by these rules, putting constraints to 

node operation (e.g., maximum transmission power, operating frequency, timeslot size and timeslot 

allocation map, etc.). 

There are also cases when new nodes emerge and are not aware of current spectrum allocation 

status in their vicinity. This phase thus also aims at informing newcomers of current access rules. Also, 

new nodes may lead to spectrum re-allocation or modification of current access rules, which existing 

nodes need to become aware of. 

Potential attackers may be tempted to tamper with the rule distribution process [24], thus giving 

their victims a false view of current spectrum allocations in an attempt to increase their spectrum 

access opportunities or to deliberately reduce the performance of the underlying network and the QoS 

attained by other nodes. 

2.4. Implementation 

A spectrum sharing scheme can be implemented along the dimensions of space (e.g., use of 

directional antennas and MIMO—Multiple Input Multiple Output—technologies, power control), 

frequency (proper channel selection), code (with Code Division Multiple Access—CDMA), time 

(application of TDMA), power, and combinations of those. Next, we briefly discuss how such a 

scheme can be built using these dimensions. 

Space: Coexistence in the same spectrum can be achieved by means of smart sharing in the space 

domain. This can be implemented by using directional antennas so as to minimize coverage overlaps, 

in particular with smart antenna technologies, such as MIMO, as well as by applying transmission 

power control schemes, where the transmission range is dynamically adjusted for the purpose of 

maximizing the number and quality of wireless links by minimizing interference. The power 

dimension is further discussed below. 

Power: Depending on the employed coding technology for the available spectrum, different CR 

users can exploit the same frequencies simultaneously. CDMA makes it possible to maximize 

utilization in the available spectrum, though only if the proper power window is maintained, i.e., it is 

mandatory to define, assign and enforce the channel power assignment. Too much power in a band 

interferes with other users and might push them out. 

Time: If a specific channel (defined by frequency, coding and modulation) in a particular coverage 

area is to be shared amongst different users, time slot allocation is natural, yielding the Time Division 

Multiple Access (TDMA) scheme. Guard intervals should be employed between time slots to 

compensate for a possible lack of time synchronization with the subsequent risk of unintended collisions. 

Channel: In a specific coverage area, several channels can be used at the same time. In this case, 

each user is assigned a specific channel, which can actually be composed of other (sub-)channels. 

Thus, we arrive at Frequency Division Multiple Access (FDMA). From a single user’s point of view, 
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isolating the different channels from each other is of the utmost importance. This helps in maintaining 

the throughput which otherwise is reduced by interference. A typical example is the use of channels in 

the unlicensed 2.4 GHz band by Wi-Fi technology: There are 11 (in the US) available 22 MHz 

channels (13 in the EU and 14 in Japan), but there are only three non-interfering channels (e.g., 1, 6, 11 

in the US). This limitation demonstrates the need for careful frequency assignment. 

Furthermore, all the above-described methods can be combined to achieve a seamless functionality 

while being aware of all CR dimensions [25]. No matter which method is applied, the user needs to be 

sure that it can use the spectrum according to the negotiated sharing plan without (un-)intentional 

disturbance. 

3. Attacker Profiles 

There are various schemes for radio spectrum sharing and all assume explicitly or implicitly that 

wireless terminals and base stations (henceforth called ―nodes‖) conform to the various rules (being 

dictated either by protocols, e.g., IEEE 802.22, or by regulators, such as the FCC in the USA, or by 

other third party entities, e.g., ISP consortia, etc.). Unfortunately, the above statement (that all nodes 

act legitimately, abiding by each network’s rules and etiquette) is not always true. 

While the system designer specifies protocols with the maximization of a system-wide metric in 

mind (e.g., high aggregate throughput, fairness and low delay), rational (or selfish) nodes seek to 

maximize their own utility, irrespective of the performance of their peers and the overall community 

welfare. Nodes, or groups of nodes, then may exhibit various kinds of non-conformant or anomalous 

behavior. It should be noted that non-compliance with the specified rules is not always a result of node 

rationality; equipment failures or pure malice, i.e. irrational misbehavior not guided towards increasing 

one’s payoff, may account for that. Efstathiou [26] defines selfishness as a rational practice and malice 

as an irrational one, while Buttyán and Hubaux [27] make the distinction between rational and 

malicious misbehavior in wireless networks, but propose that they should be jointly tackled. 

In this spirit, we distinguish between conformant and non-conformant entities and, in particular, 

consider only those that misbehave deliberately and not due to limited functionality or faulty 

equipment. A first attempt to identify and categorize non-conformant nodes in the Cognitive Radio 

Networking context is made by Arkoulis et al. [28]. Their classification is slightly modified and briefly 

summarized below: 

 Malicious nodes are nodes violating the rules on purpose, without even necessarily attempting 

to obtain direct (short-term) benefit. Their goal is to cause disturbance either to the underlying 

network as a whole, or to selected (victim) nodes. 

 Rational nodes are those whose aim is to increase their utility (gained by using the underlying 

network), mainly by using more spectrum resources (bands, or larger time frames, or codes 

etc.) than those assigned to them or agreed to by them (possibly implicitly). Rational nodes 

may attempt to determine unused resources and use them against explicit or implicit 

allocations, with no negative effect to others, or cheat, i.e., attempt to maximize their payoff by 

degrading the performance of others (which are cheated out of their allocated resources). 
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Rational (strategic) entities are the most interesting category to consider because they are the ones 

responding to incentives, which need to be carefully designed to lead the system into good 

operating practices. 

4. Security Threats 

Following the discussion on spectrum sharing phases, we present a list of relevant attacks. For each 

phase, we provide a comprehensive description of the attacks that we have identified and potential 

countermeasures. It should be noted that some attacks may appear in more than one phase, albeit 

expressed differently. 

4.1. Sensing and Monitoring 

The traditional main goal of spectrum sensing in CR networks is for secondary users to detect the 

presence of primary user signals to avoid transmitting and interfering with them. However, more 

generally, sensing is needed to detect and possibly identify other users and the transmission 

technologies and protocols they use (for the sensing node, or group, to develop a communication 

strategy). Intense research is being carried out focusing on optimizing the spectrum sensing process 

both to reduce its performance overhead and to increase its accuracy (and even standardization 

activities of some aspects are ongoing). Also, a sensing process would be necessary to monitor 

conformance to agreed-upon access protocols and policies. 

Misbehavior in the sensing process may emerge with users executing some of the following attacks: 

 Primary user masking: A (malicious) node may transmit signals able to mask the primary 

user’s ones towards misleading the spectrum sensing procedure. Thus, a legitimate node would 

not be able to detect the primary user’s transmissions and falsely assume it found a spectrum 

hole [24]. 

 Primary user emulation (PUE) attacks: A node may transmit elaborately created signals which 

seem exactly the same as a primary user’s ones. A sensing node may be unable to distinguish 

the real from the fake signals and falsely mark a spectrum portion as occupied by a primary 

user and defer its transmission, thus leaving more spectrum for the attacker. Mechanisms to 

counter PUE attacks are presented in [17,29,30]. 

 Non-standards-compliant sensing techniques: Standards as to how sensing should be 

implemented or requirements so that the desired sensing performance is achieved may be in 

place. Here we refer to cases when, either due to malice or selfishness, or even due to software 

or hardware failures, nodes do not follow the stipulated sensing behavior and we elaborate with 

some examples. First, nodes may use sensing intervals that are too long in order to allow for a 

timely reaction, e.g., to the appearance of a licensed user. Second, a node may not release a 

channel for sensing purposes in due time (given that sensing is to be performed at specified 

intervals, time during which secondary users need to remain ―silent‖). Other examples of 

misbehavior would be deliberately introducing de-synchronization between nodes, in order to 

blur the boundary between deliberate and accidental misuse or sensing with insufficient 
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sensitivity. Finally, there is the case for tampering with spectrum sensor software and hardware 

to affect their normal and stable operation [31]. 

It should be noted that, if we consider that nodes may be heterogeneous as to their sensing 

capabilities, an attacker with knowledge of their characteristics could target the ―weaker‖ ones, as 

explained by Brown and Sethi [24]. To elaborate, there are nodes which, by design, have a single 

front-end used both as their transceiver and their spectrum sensor. In this case, the effective time for 

transmissions is limited by sensing intervals. In contrast with nodes that have separate interfaces for 

sensing and exchanging data, such a node would suffer more if an attacker jammed his transmissions. 

The above discussion focuses on the sensing process. However, in the case of distributed spectrum 

sensing, equally important is the data fusion step, where information on spectrum usage conditions 

(e.g., primary user presence) from various sources (e.g., user devices, dedicated spectrum sensors, etc.) 

are collectively evaluated. Misbehaving nodes with the proper incentives or malfunctioning ones may 

submit invalid measurements and mislead the entity responsible for data fusion. Methods to increase the 

robustness of the distributed sensing process against data falsification attacks are studied in [30,32]. 

4.2. Negotiation 

4.2.1. Negotiation Obstruction 

The vast majority of the approaches found in the literature use a common control channel on which 

to base their negotiation procedure ([33–35]). Either centralized [36], or distributed [33,35,37], such 

spectrum sharing schemes require communication between network entities to operate successfully. In 

case this sharing is done in a centralized manner, nodes (competitors) use this channel to send their 

spectrum requests to the central node assigned with this task. Similarly, when allocations are 

determined in a distributed way, nodes use the common channel to exchange requests and other 

operational details. Obviously, this common channel must be accessible by all nodes of a Dynamic 

Spectrum Access (DSA) network and it is best if it is interference-free and characterized by high 

availability. If any of these requirements are not satisfied, a DSA network’s normal operation could be 

jeopardized or be under significant threat. 

To begin with, an attacker may attempt to occupy or even destroy this common control channel, 

which is the backbone of a spectrum sharing mechanism, with the goal of disrupting a DSA network’s 

normal and optimal operation [38]. Among his alternatives would be to jam [39] the channel by simply 

transmitting a strong signal over that channel. As a consequence, no spectrum requests (or other 

operational details) could successfully reach their destination and the respective sharing mechanism 

would remain without input. Although switching to a new common control channel to continue the 

negotiation process could give a temporal solution to the problem, this approach cannot be 

characterized as the most efficient. In such a case, all the negotiating parties should get in touch with 

each other to agree upon a new channel to move to; as this is also a type of negotiation and, in any 

case, it requires a control channel to be achieved, we get into a loop, or we need to have predetermined 

a set of ―new‖ channels to move to when the current one is rendered unavailable. Unfortunately, a 

number of issues arise here that make the implementation of such a technique extremely difficult. 

Namely, efficiently detecting jamming attacks with minimum ambiguity is not trivial, while both 
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resynchronization and common channel reassignment is costly, especially if such attacks are too 

frequent for this cost to be amortized over time. Exactly the same problem could occur and identical 

statements would hold if, instead of jamming, a malicious node chose to realize a flooding attack 

against the common control channel [40]. According to that attack, (dummy) packets are continuously 

transmitted over a channel with the goal of heavily congesting it and, as a result, significantly 

increasing packet transmission delays and packet loss rates (to the point of making the control  

channel useless). 

However, there are also sharing mechanisms that avoid basing their operation solely on a common 

control channel. The negotiating parties here have to exchange both requests and other information 

regarding their operation over the channel currently assigned to them [41]. In such cases, it is more 

difficult for an attacker to obstruct the negotiation process, but it is still possible. For instance, by 

carefully monitoring the flowing traffic and predicting when the next desirable ―control‖ packet will be 

transmitted, an adversary could obstruct the negotiation process by simply colliding with the latter. 

Note that more discriminating and sophisticated attacks may be more difficult to undertake, and 

may even have lower success rate, or take longer to achieve results, but they are much harder to detect 

or prove as non-conformant and therefore may go undetected for long periods of time, or more 

generally be effective longer. Instead, continuous jamming and similar non-refined techniques cannot 

be overcome with communication techniques, but are more obvious and the jammer can more easily be 

identified and stopped by external intervention. 

Concluding, negotiation obstruction may introduce significant problems in the normal operation of 

a DSA network. Firstly, it could affect competition between its nodes since a malicious one may 

choose to realize this attack exactly after his spectrum requests are received by the sharing mechanism. 

His competitors’ requests may never reach their destination, leaving the decision mechanism with 

incomplete input. Unavoidably, the resulting decision may be much different now than the ―fair‖ one, 

offering extra profits to the attacker. Moving one step forward, resource starvation, spectrum under-

utilization, as well as sub-optimal network operation would sooner or later emerge as side effects of 

such misbehavior. 

4.2.2. Fake Spectrum Requests Injection 

All entities taking part in the negotiation process have to send their requests, as well as other details 

concerning their operation, to the spectrum sharing mechanism of a DSA network [42]. Obviously, 

each single node may send one or no such requests, depending on its current needs. One problem that 

arises here is that an attacker could inject fake requests (and information) [28] into the DSA network 

aiming at either confusing the sharing mechanism, or misleading it to assign the available opportunities 

to the wrong nodes. In the latter case, the fake requests might seem to be sent from an existing and 

valid entity of the network (a victim in this case), while in the former case this is not a requirement. In 

any case, since the input of the sharing mechanisms would not be representative of the nodes’ needs, 

the output would be—with high probability—suboptimal, unfair and possibly highly disturbing. 

Efficient authentication techniques, as well as detailed lists of all valid participants in the negotiation 

processes, could prove beneficial and act as a countermeasure to such an attack. 
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4.2.3. Spectrum Requests Falsification 

One more problem, which arises when exchanging requests and other operational details between 

nodes and the spectrum sharing mechanism, is that an attacker may try to falsify the requests sent by 

its competitors [28]. Such an attack belongs to the class of man-in-the-middle ones, where an attacking 

node captures the packets in question (carrying negotiation-related information) and injects them back 

after manipulating their contents in a way advantageous to itself. The most appropriate way to cope 

with this attack would be to apply techniques able to assure the integrity of the exchanged messages. 

4.2.4. Client Feedback Falsification 

Almost any approach being proposed in the literature exploits information pertaining to operational 

parameters of the nodes, as well as information about the environment they operate in. Such details are 

taken into account during the decision making phase of the (optimal) spectrum sharing procedure and 

are carefully combined with the received spectrum requests. All nodes should feed the sharing 

mechanism with their real data and measurements. Unfortunately, this might not always be the case. 

An attacker may either deny submitting the required information to the sharing mechanism, or may 

send information not representing the reality [28,29]. Such behavior is based on the fact that both 

collecting the required details, as well as sending them back to the respective collector, is not only 

time, but also resource, consuming (e.g., energy to be consumed may be critical for small  

mobile devices). 

In addition, an attacker may also attempt to modify the packets carrying the required information 

being sent by his legitimate competitors, or inject fake ones in the network. In a more extreme 

scenario, an attacker may even try to influence the environment his competitors operate in 

(temporarily, but at critical points in time), in order to mislead them towards reporting unrepresentative 

details regarding their operating conditions. 

If any of the aforementioned attacks is carried out successfully, the sharing mechanisms operating 

in a DSA network might be rendered unable to get a real view, which will unavoidably lead to 

suboptimal and inappropriate transmission opportunities allocation. Additionally, in the case of the last 

attack described (temporarily influencing the environment), any instantaneous cross-checking 

mechanism would also fail to detect a different (―correct‖) view, extending the validity of the attack. 

To make matters worse, two or more misbehaving nodes could collude to make their attacks more 

credible and, consequently, even more difficult to detect. These observations are sufficient to reveal 

the need for applying novel techniques in DSA networks for efficiently cross-checking received 

information, filtering out incorrect and misleading information and blacklisting offending (or possibly, 

even suspicious) nodes. 

4.2.5. Spectrum Needs Over-reporting 

Each node participating in a DSA network should compute its spectrum needs by itself (in terms of 

channel, time, bandwidth, etc.), taking into account both its node characteristics and traffic demand 

(i.e., traffic type, maximum acceptable delay, jitter, etc.). However, a selfish node could choose not to 

conform to this rule and request more resources than it really needs [11]. Motivated either by greed or 
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fear of problems in case of sudden QoS degradation, a node may choose to lie (over-claim), 

particularly if no cost is associated with resource requests (/reservations). Techniques to provide the 

right incentives for nodes to always report their true needs are required. 

4.2.6. False Claims of Continuous Changing Demands or Environmental Conditions 

Spectrum sharing mechanisms are responsible for maintaining appropriate resource allocations, 

independently of the state of the network. Each time the state of a network is significantly changed, the 

mechanisms have to carefully reassign the available resources. This should take place whenever either 

the underlying topology changes (e.g., new nodes are attached, move considerably, or are 

disconnected), or the operational and environmental parameters are altered (e.g., propagation 

conditions, interference from foreign networks or devices—not controlled by this mechanism—etc.). 

Although various approaches for resource reallocation triggering exist, including at regular time 

intervals (which are probably the more robust), the specific proposals are out of scope for this paper. 

Dynamic reallocation triggering raises an important problem in the spectrum sharing procedure. A 

non-conformant node may falsely claim that either its environment or its resource demands are 

constantly changing, in order to cause frequent spectrum reallocations. Given the cost in terms of 

signaling traffic, computation load on the network node(s) computing the allocations, handover delays 

for nodes possibly reassigned, etc., this could be a significant attack, with denial of service 

characteristics (considering the computation load on the re-allocator), but also introducing major 

disturbances to all nodes since their transmissions could be constantly interrupted and their 

transmission schedules changing. 

4.2.7. Auction Cheating 

A significant number of methods in the literature borrow ideas from auction theory to provide 

optimal spectrum allocation results. The intrinsic fairness, as well as the efficiency, characterizing such 

techniques makes them ideal for use in the CR paradigm. Multi-unit Sealed-Bid [43], Vickrey [44], 

Second Price [45] and Double Auctions [46] are some representative examples. Not surprisingly, since 

many such approaches depend on the truthfulness of the requests and information they receive from 

the negotiating entities, they are also vulnerable to the aforementioned attacks. However, some 

additional problems could arise, in particular in relation to auction implementation in automated, fast 

and underpowered environments, a brief description of which is provided below: 

 Bid Shielding [47]: An attacking node may announce an extremely high bid to a sharing 

mechanism with the view to discourage its competitors from making any more offers. Since 

each node maintains its own affordable upper bid limit, in such a case it would be obliged to 

retire early from the whole process. To make things worse, if a node has the right to retract its 

last bid, allowing the second biggest one to be accepted, a number of colluding nodes may 

exploit such a vulnerability to successfully mislead the underlying mechanism and gain access 

to the auctioned spectrum at a really low price. 

 Shilling: One or more attacking nodes may announce sequential bids to a sharing mechanism 

with aiming to increase the winning price of a special spectrum portion. In fact, these nodes 
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may even have no intention to win the auction, but their sole objective would be to press nodes 

in real need of the available spectrum to offer more and more money. 

 Sniping: An attacking node may choose to announce a high (or higher than the current) bid, just 

before an auction closes. As a consequence, none of its opponents would have the time to 

respond with a higher one, losing automatically the chance to gain access to the spectrum. 

Since nodes could stop offering higher bids even before reaching the highest price they can 

afford (for example when they know that there has been no higher bid offered by their 

competitors until then), a legitimate node could fail to win the auction, even if it had not 

reached its price limit. 

 Bidding ring and loser collusion [48]: These types of attacks are closely related to those 

already described in Section 4.2.5. 

 Sub-leasing [48]: One or more cheating nodes may do their best to win an auction at the lowest 

possible price and, in turn, sublease the spectrum to others (and losers of the original auction 

may be included). The primary objective of such an attacker would be to earn extra profit at 

zero cost by gaining benefits which should be credited to the original spectrum auctioneer. 

All these attacks are problems related to auction design and implementation, studied in the field of 

auctions and addressed in various ways. What may be different here is that some of these may be 

neglected to be addressed for various reasons, e.g. from simple oversight, to considerations of the 

value of the resource to be auctioned vs. the cost of addressing some of these problems (and 

enforcement of the rules). 

Finally, there are approaches found in the literature that correlate a spectrum opportunity’s value 

with the number of nodes competing for its usage [49]. Unfortunately, such an assumption can allow 

an important vulnerability to arise. A set of colluding attackers may simultaneously start competing for 

occupancy of a specific transmission opportunity whose quality is not the highest in the underlying 

network. Fraudulently increasing an opportunity’s ―reputation‖ will unavoidably mislead all other 

network nodes, making them falsely believe that there is a more valuable candidate. Given that the 

number of ―good‖ opportunities will rise (even if a part of them are fake) and, consequently, the 

competition for each one of them will decrease, it will be easier for an attacker to gain access to a 

genuinely valuable one. 

4.2.8. Fake Complaints Regarding the Received QoS 

Spectrum sharing mechanisms operating in DSA networks usually allow nodes to send back either 

positive or negative feedback messages [50]. Such messages enable evaluating the success and quality 

of prior resource allocations. Obviously, all users must be honest regarding their achieved satisfaction 

levels to assist the respective mechanism gain a full and real view of the managed network. 

Unfortunately, this may not always be the case. A node may on purpose report lower satisfaction 

levels, or falsely claim that it suffers from significant QoS degradation [28]. Consequently, the misled 

sharing mechanism might choose to allocate more resources to the complaining nodes aiming at 

compensating them for their (fake) losses. Lying nodes would gain extra profits in terms of spectrum 

resources at zero cost, while the overall spectrum allocation would suffer from unfairness. The 
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currently described attack can be effectively eliminated by applying novel cross-checking and 

validating mechanisms on such feedback-based evaluation methods. 

4.2.9. Identity Theft and the Use of Multiple Identities 

During the negotiation phase, each participant must carry a unique, ―permanent‖ identity [51]. This 

should unambiguously identify not only the nodes, but also the mechanisms assigned with the task of 

sharing the available spectrum in a DSA network. These identities should under no circumstances be 

modified. If the latter requirement is not satisfied, an attacking node can realize attacks such as identity 

theft or using multiple identities against either its legitimate competitors, or the sharing mechanism 

itself, posing a significant threat to the underlying network [29,52]. 

Identity theft is one of the most dangerous attacks. The main reason is that spoofing the identity of 

an unsuspecting victim could result in numerous unpredictable consequences. To begin with, an 

adversarial node may realize such an attack to successfully hide its non-conformant behavior. In this 

capacity, it can not only avoid being caught or punished because of acting in a non-conformant way, 

but also to accuse someone else for its own improper actions. Obviously, accusing innocent nodes for 

rule infringements they have never undertaken will cause strong user dissatisfaction, as well as high 

instability in the underlying DSA network. Additionally, an adversary having successfully spoofed the 

identity of another node could send spectrum requests to the sharing mechanism on behalf of its 

unaware victim. Such an attack could leave the respective spectrum portions unused, or oblige a victim 

node to pay the price for resources it never requested and, thus, never used. Unsurprisingly, such 

victim nodes could quickly stop trusting not only this DSA network, but also the CR paradigm  

as a whole. 

Moreover, identity theft may enable an attacker to successfully mislead a spectrum sharing 

mechanism by simply sending fake feedback. The reader should recall that special reports carrying 

operational details or information regarding the environment each node operates in are required by 

some allocation mechanisms proposed in the literature. A misbehaving node could thus start such an 

attack to manipulate the view a sharing mechanism maintains of the managed network, either for 

gaining personal profits (selfish behavior) or for affecting the optimality or the resource allocation 

results (potentially malicious behavior). 

An equally important threat can arise if an adversary is able to spoof more than one identity 

simultaneously. Such an action can enable him to achieve most of the malicious goals described above 

in a more efficient manner. In other words, an attacking node using multiple identities can provide 

more credible reports to the sharing mechanisms and, consequently, manipulate more successfully the 

view of the managing network of the latter. Also, he can better hide his actions and/or accuse innocent 

parties of them. 

In a worst case scenario, a malicious node can even continuously change the identities it spoofs. In 

such a way, it can equally divide its maliciousness to all its competitors, causing the least possible 

disturbance to each one of them and, as a consequence, avoid triggering any punishment mechanism. 

Even in the case a victim node is suspected of being non-conformant and punishment measures are 

enforced against it, the real attacker can easily avoid being punished by simply changing again its 

identity. Any active monitoring and/or punishment mechanism would then fail to effectively counter 
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such an attack, posing a significant threat to both the stability as well as the efficiency of the operation 

of the underlying network. 

4.3. Distribution of Sharing Rules 

4.3.1. Rules Never Received Claim 

As mentioned above, every spectrum sharing protocol utilizes its own preferred techniques for 

keeping its clients up-to-date with the current spectrum allocation rules. The DSA network, in turn, 

must provide its nodes with uninterrupted access to such rules towards assuring both their normal and 

stable operation. However, an adversarial node may deny that he ever received either the whole, or a 

special part of the aforementioned rules, aiming at hiding his maliciousness behind this ―unawareness‖ 

claim [28]. For instance, in case a previous allocation is more favorable than the current one, a node 

may choose not to update its configuration, and thus not to adapt its operation to the new conditions, so 

as to continue gaining the same profits as before. If such behavior is detected by an existing security 

mechanism of the DSA network, the only way for the adversary to escape any potentially induced 

punishment would be to pretend to be the victim of a ―fictitious‖ attack which prevented him from 

accessing the respective rules. 

Obviously, each DSA network must be equipped with techniques ensuring that all nodes can gain 

access to the latest fresh rules and, additionally, that none of them can repudiate their reception [53]. 

Otherwise, an adversary could easily invert his position and pretend to be the victim, even if he  

is the offender. 

4.3.2. Altered/Distorted Rules Received Claim 

According to this attack, an adversarial node caught violating the rules in a DSA network may 

attempt to escape punishment using a slightly different claim. He may falsely claim that the rules or 

assignments he received were purposefully modified, or distorted. In other words, such a malicious 

node may claim that he always abides by the rules of the DSA network, but this time someone else 

infused specially modified rules to victimize him and lead him to act improperly. Obviously, each 

network should be able to protect against such situations by ensuring that no maliciously infused rules 

may be considered as valid by its nodes and, additionally, that no node can repudiate the receipt of the 

original ones [53]. Otherwise, an adversary could easily invert his position and pretend to be the 

victim, even if he is the offender. 

4.3.3. Unreachable Rules 

A common and important security vulnerability, posing a significant threat to a DSA network’s 

operation, is that of preventing nodes from accessing the rules enforced on them [24]. As already 

mentioned, there are two discrete types of rules in such networks, those derived by a negotiation 

process and those predefined by either an administrative authority (e.g., the FCC), or the network 

administrator itself (which usually remain unchanged for long periods of time). Independent of the 

category, the managing network must assure that all its clients can access the rules in an uninterrupted 

manner. Since this access is usually supported by either a common control channel, or the data 
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channels themselves, a number of related security issues can arise and, thus, affect the overall 

network’s stability. Following is a brief description of the most important such vulnerabilities. A 

careful reader will notice that some of them are closely related to threats already mentioned in previous 

sections, particularly in Section 4.2.1. 

To begin with, an attacker may attempt to occupy the common control channel [38], if such exists, 

or else the backbone of the sharing mechanism of the DSA network. An attacker’s alternatives include 

either jamming [38] or flooding [40] the control channel [63]. In the former case, the attacker has to 

simply transmit a high-power signal over the required channel to obstruct packet transmissions over it. 

Consequently, the number of packet collisions will significantly increase and large delays will 

unavoidably be instigated. In the latter case, an attacker has to inject fake traffic in the control channel 

with a view to increase the competition for its usage and make it operate under significant congestion. 

In both cases, packets containing the desired sharing rules can never reach their destination, causing 

strong disturbance and chaotic conditions. Network nodes are always able to switch to a new control 

channel to avoid any possible abnormal operating conditions. However, such an alternative does not 

come at zero cost. All communicating parties have to either communicate with each other to agree on 

which new channel to move to, or be informed in advance regarding which new channel they should 

move to each time a problem arises. The high handover costs, additionally, are not easy to be 

amortized over time. 

On the other hand, when the rules distribution is carried out over the existing data channels of a 

DSA network, an attacker can follow a slightly different approach. An adversary may first determine 

the time periods during which the required control information is transmitted and the respective 

channel number and then cause significant targeted interference. The unavoidable increase in packet 

collisions will prevent any new or existing rule from reaching its destination, letting the underlying 

DSA network operate far from optimally. While such an attack is harder to execute and requires more 

resources to be spent from the attacker’s side, it should not be ignored. 

A very interesting categorization regarding the enforceable rules in a DSA network is presented in 

[24]. According to this, there are the positive, as well as the negative ones, a brief description of which 

is provided below. 

 Positive rules: This category contains rules defining the conditions under which a node is 

allowed to use the available resources. 

 Negative rules: These rules define the requirements to be satisfied to prevent a node from using 

the aforementioned resources. 

Surprisingly, this categorization is enough to differentiate the way a DSA network is influenced by 

such an attack. In the first case, a lost positive rule may result in spectrum under-utilization and users’ 

resource starvation, since no (new) rules to dictate when nodes are allowed to gain access to the 

spectrum exist. As a consequence, no node will be able to transmit any packet for satisfying its 

operational needs, leaving the spectrum unexploited. On the other hand, in case some (or even all) 

negative rules become inaccessible, the interference levels in the network can significantly increase, 

resulting in sub-optimal operation and strongly annoyed end-users. Since no rule (or fewer rules) 

preventing nodes from accessing the spectrum are present, more nodes than expected will 

simultaneously exploit the available resources. 
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4.3.4. Fake Rules Injection 

One other vulnerability, which can be considered complementary to the previous one, threatens the 

normal operation of DSA networks. According to this one, an attacker may attempt to inject fake rules 

in such networks, motivated by various facts. To begin with, such an attack seems ideal for someone 

who aims at causing chaos in a target network, driven by pure malice. If new rules are infused, which 

are neither defined nor previously approved by the manager or the entities themselves through 

negotiation (in case of distributed spectrum sharing schemes), network operation will be affected. 

Additionally, such an attack seems also ideal for rational adversaries who aim at increasing their 

personal profit through improper use of a network’s available resources. In other words, a node may 

create and inject fake rules to prevent, either carefully or randomly selected, legitimate nodes from 

exploiting special transmission opportunities. Since these opportunities will remain unused, a selfish 

node may attempt to occupy them at zero cost and without running the risk of disturbing any of his 

competitors (and thus to be detected) [28]. Obviously, to what extent the introduced sub-optimality and 

unfairness can affect the nodes composing a DSA network is absolutely dependent on each  

attacker’s greed. 

The outcome of this attack is also highly dependent on the type of the injected fake rules. To 

elaborate, in case some fake positive rules are infused in a DSA network, the interference levels 

suffered by its nodes will be unavoidably increased, since more nodes than expected will be allowed to 

have simultaneous access to the available spectrum resources. On the other hand, in case a number of 

fake negative rules are infused in the network, spectrum access will become more restrictive than 

before, less transmission opportunities will be efficiently exploited, and consequently, the spectrum 

utilization as well as node satisfaction levels will be significantly decreased. 

To prevent potential attackers from exploiting such vulnerability, each single rule should be signed 

with its creator’s unique signature [54]. Rules not signed by a trusted authority should be immediately 

filtered out, while their respective sender can be black-listed. This simple solution cannot be 

considered efficient since the rules enforced in a DSA network may constantly change. Most of the 

methods proposed in the literature for providing secure communication between nodes are not only 

resource-intensive in terms of computation power and memory needs, but also introduce significant 

delays in the overall communication procedure. 

4.3.5. Rules Altering 

One last attack, closely related to the previous one, is that of unauthorized rules modification. More 

specifically, an attacker may successfully modify packets containing information regarding the rules 

enforced in a DSA network to mislead some, or even all, competitors. One point to emphasize here is 

that such vulnerability can be eliminated by applying special techniques in the network to assure the 

integrity of packets encapsulating rules-related information. 

To summarize, any attacker attempting to modify the valid set of rules of a DSA network may cause 

quite similar problems to the latter, irrespective of the nature of the realized attack. To make this 

statement clearer, it is enough to point out all possible motivations the attacker may have for 

misbehaving, instead of abiding by the enforced rules. To begin with, the most common such incentive 
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for the adversary is to increase his utility without having to pay the respective price. If such a target is 

accomplished, phenomena like unfair resource usage, competitors’ satisfaction level degradation, 

annoyance and complaints from the victims’ side, spectrum under-utilization, as well as negative 

effects on network efficiency, stability, flexibility and adaptation to changes, are highly probable to 

arise. Either when new fake rules are appended to the set of the existing ones, or some of the existing 

ones are deleted or modified, or even when a part of them (or even all) are not accessible by network 

nodes, it will become impossible to fully apply the required spectrum sharing model. 

4.4. Implementation 

4.4.1. Timeslots Usage Violation 

A large number of approaches found in the literature adopt methods for sharing the available 

spectrum in the time domain [55,56]. The procedure followed is more or less the same for most of 

them, with the very first task to be carried out being that of time division into periods of fixed, or of 

dynamic length. Afterwards, a cognitive mechanism is assigned the task of optimally allocating these 

slots to the competing nodes in order not only to satisfy their needs, but also to increase the overall 

spectrum utilization and maximize social welfare. Each and every node of a DSA network must abide 

by these allocations and more generally its rules. Unfortunately, nodes may misbehave, causing a 

number of irregular conditions to arise. 

To make things clearer, a non-conformant node may carry out transmissions during timeslots not 

allocated to him (or which he is not allowed to use) [57]. Such timeslots may be already assigned to 

one of his competitors, or be unavailable due to Primary User appearance. Illegally transmitted packets 

may collide with legal ones, resulting in (unexpectedly) increased packet loss rate (for the latter). QoS 

degradation would unavoidably be suffered by legitimate nodes, while the profits gained by attackers 

would increase steeply (since such nodes will gain access to the spectrum during periods they should 

otherwise refrain from using). Social fairness as well as welfare would also be affected. 

Moreover, a misbehaving node may carry out such an attack in order to lower the value—and 

consequently the price—of particular timeslots and, especially, those considered highly profitable by 

his competitors [49]. Attacks against such high-quality transmission opportunities can render them 

automatically less attractive and, thus, effectively mislead more and more nodes to falsely turn their 

interest to alternative (more expensive or of lower quality) opportunities. Since the really valuable ones 

will remain unexploited, or characterized by lower competition, the attacker will be able to gain the 

right of accessing them much easier and at a much lower price than before, thus increasing his profit. 

The reason why this attack can cause such negative results in a DSA network is twofold. Firstly, 

there is no technique for alleviating—at least to some extent—the aftermath of such a misbehavior, 

given that in such strictly scheduled environments there is no need for applying collision avoidance 

mechanisms (under normal conditions). Then, there are no mechanisms proposed to date for detecting 

and identifying these simultaneous transmissions carried out by misbehaving nodes (and at least in 

their simplest form, they are undetectable). 
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4.4.2 Transmission Power Thresholds Violation 

A large number of approaches found in the literature carry out the required spectrum sharing 

process in the dimension of space [58]. To be more specific, in case a network has fewer channels 

available than the number of nodes requesting their usage, a common approach is to adjust the 

transmission power of the latter in a clever way so as to increase the reuse factor and the network’s 

capacity and eliminate the interference caused due to simultaneous packet transmissions over the same 

channel in the same area. The first step in this direction is to divide the nodes of a network into 

carefully selected sets. Although each such set must be assigned with a different channel, this 

requirement is not always sufficient to mitigate the interference problems which can arise. So, a 

complementary technique often used is that of adjusting the transmission power of each network node 

so that no two simultaneous transmissions by neighboring nodes can interfere with each other. 

The obvious strategy for nodes, without considering possible reprisals and long term results, is to 

transmit at the highest energy level supported by their hardware (if energy and life-time considerations 

for battery powered devices are not taken into account). In this way, each node will attempt to 

overcome any potential noise-related packet loss, as well as achieve the highest possible QoS level. 

But, if all (or many, or other strategically placed) nodes decide to behave in a similar way, the 

consequences for the underlying network will be destructive. In the ideal case, each node should 

continue lowering its transmission power until the lower bound of his satisfaction level is reached, and 

sometimes even lower, in order to achieve fairness and maximize the social welfare. However, since 

most of the time there is no direct incentive for a node to behave in such a possibly unfavorable way to 

its short-term interests, approaches relying on such expected, suggested, or dictated power adjustment 

techniques may fail to fulfill their aims. 

Network nodes may have strong incentives to violate the transmission power-related rules, letting 

numerous irregular conditions to arise. A node decreasing his transmission power may probably suffer 

from increased packet loss rates and insufficient QoS, compared to when he transmits at full power. A 

greedy or conservative node may thus choose not to abide by such power-related rules for gaining 

extra profits, or avoid operating in unfavorable conditions, respectively. Such adversarial behavior will 

unavoidably result in increased interference levels inside a DSA network, while significant QoS 

degradation will also be suffered by other conformant nodes. In a similar way, a malicious node may 

purposefully push its transmission power to its limits causing strong disturbance in such a network, 

decreasing his competitors’ profits or even affecting Primary Users’ transmissions. Such an attack may 

also be realized to decrease the ―reputation‖ of special channels available, and especially those which 

are considered highly profitable by his competitors [49]. 

4.4.3 Channel Usage Violation 

There are numerous approaches proposed to date for sharing the available spectrum in a DSA 

network in the frequency domain [59]. They usually model spectrum sharing as a single (or joint, in 

case of complex cross-layer approach) problem of optimal assignment of channels to nodes. This 

channel allocation should be done in a way that no nodes with overlapping coverage are assigned to 

the same channel, or in case such a requirement cannot be totally satisfied, this allocation should 
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minimize as much as possible the interference caused by simultaneous packet transmissions. Among 

the main aims of these approaches are to preserve the optimal—in terms of efficiency and spectrum 

utilization—operation of the managed DSA network, as well as to satisfy each node’s needs. 

Obviously, all nodes in a DSA network must obey the rules related to such allocations for enabling 

them to achieve their goals. But, as stated before, this may not be always the case and a malicious node 

may choose to violate these rules. 

An adversary may attempt to transmit packets over a channel, even if he has no right to do so [57]. 

Such a channel may never have been assigned to him or could have been assigned to him at a previous 

time and since retracted. Additionally, this may already be occupied by one of his competitors, or even 

by a Primary User. Such unanticipated packet transmissions may result in significant interference 

problems, degrading each ―attacked‖ channel’s quality. This attack can also be instigated with the aim 

of lowering the reputation, as well as the price, of special, high-quality ―expensive‖ channels [49]. 

4.4.4. Control and Management Time Period Violations 

Despite their differences, the majority of spectrum sharing approaches, either centralized or 

distributed, have a common important requirement. They impose specific time periods during which 

no node is allowed to exploit the spectrum for transmitting data packets. 

To begin with, no node should ever access a special spectrum portion while a negotiation procedure 

is being carried out over it. Similarly, often no packet transmission is allowed while an activity like 

sensing or monitoring is in progress. To clarify the latter statement, we should point out that many 

modern protocols, including IEEE 802.22 [56], define special time periods during which a subset, or 

even all, wireless nodes have to sense the available spectrum and report their findings back to either a 

central entity (when a centralized mechanism is used for spectrum assignment), or the other neighbor 

nodes (in case of distributed mechanisms). Obviously, any ―illegal‖ transmission during such a 

procedure will not allow it to capture the real view of the underlying network, in terms of channel 

occupancy, interference, and noise conditions, and consequently it will affect the overall spectrum 

sharing procedure [60]. 

Another misbehavior scenario which could arise here is that of a malicious node transmitting during 

the so called guard-bands [61]. Perfect synchronization as well as the implementation of global clocks 

cannot be easily achieved. All methods proposed in the time division domain allow for the existence of 

a (small) synchronization error. A way to deal with such synchronization errors is the definition of 

special idle periods between consecutive slot allocations (preventing packets sent by the previous and 

current slot owners to overlap and destroy each other). For instance, each time a sharing mechanism 

re-allocates the available channels to nodes, it introduces idle periods between these two successive 

allocation instances for allowing all in-flight packets to reach their destination, as well as providing 

enough time to the loosely synchronized network nodes to adapt their operation to any possible rule 

changes. What is obvious here is that each node of such networks should abide by the rules and avoid 

transmitting anything during these periods. Again, an adversary may ignore the defined guard-bands 

and attempt transmissions over them aiming at maximizing his own profit and/or degrading both the 

spectrum utilization level characterizing the DSA network and the QoS received by other  

legitimate nodes. 
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4.4.5. Common Control Channel Jamming 

Many approaches base the proposed overall spectrum sharing procedure on (one or more) common 

control channel usage. The consequences of jamming or flooding such channels are already described 

in previous sections, focusing either on the negotiation, or the rules distribution phase of such 

approaches. However, the list of possible problems includes further attacks, which may also affect the 

phase of node conformance to the DSA network rules. 

There are protocols proposed to date that base the implementation of DSA-oriented collision 

avoidance mechanisms on common control channels. For instance, there are methods based on the 

exchange of modified RTS/CTS messages for CSMA/CA networks, whose headers enclose extra 

spectrum information [23]. Other approaches require the use of as many common sub-channels as the 

available channels of a DSA network. Whenever a node occupies a data channel, he must inform any 

potential user about this channel’s state by transmitting a special signal (or else, a busy tone) over the 

respective common sub-channel [37]. 

In case a control channel is jammed, the network could be disrupted and some nodes could become 

isolated [38]. The resulting unawareness regarding the condition and the state of the available channels 

in a DSA network would lead them lacking in resources while the spectrum would remain 

underutilized. Moreover, a malicious node may transmit fake busy tone signals over selected sub-

channels in order to mislead its competitors and prevent them from accessing particular spectrum 

portions. To make matters worse, an attacker could transmit the aforementioned signals over all the 

available sub-channels aiming at preventing all his competitors from transmitting any data packets and 

affecting their received QoS. A more rational attacker may try to also benefit from such behavior by 

occupying the vacant spectrum portions and, consequently, increasing his gained profits. Finally, a 

more far-fetched and difficult to realize technique would be for an adversary to transmit ―inverse‖ 

signals over these sub-channels fading the currently transmitted one. The respective channels  

would falsely seem vacant, possibly letting more than one user occupy them, which can, in turn,  

increase interference. 

4.4.6. Identity Theft/Multiple Identities 

Unique, unambiguous and tamper-proof identities are required for securing not only the negotiation 

phase of a spectrum sharing protocol, but also that of rule conformance [51]. Otherwise, an identity 

theft and/or spoofing attack may pose a significant threat to the operation of most modern  

DSA networks. 

A misbehaving node has strong motivation to steal or then mimic an unsuspecting competitor’s 

identity. To begin with, this attack can enable an adversary to hide his malicious behavior behind 

someone else. As a result, not only the former will avoid being detected and punished, but also the 

latter will be accused for rule violations he never committed. Additionally, the attacker may perform 

identity spoofing to increase his own benefit without cost and degrade the performance of his 

competitors. As outlined above, spectrum can be shared in more than one dimension. After that, the 

resulting spectrum slices are assigned to network nodes in an optimal manner. If a selfish node 

achieves to successfully spoof someone else’s identity, he will automatically be enabled to exploit his 
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victim’s spectrum opportunities. Sooner or later, the nodes composing such a DSA will stop trusting 

the sharing mechanism and start searching for new alternatives. 

Additionally, an attacker may attempt to simultaneously spoof more than one identity at a time for 

exactly the same reasons as above. In this case, however, not only would the possible adversary’s 

benefits be increased, since access opportunities of more victims would be illegally exploited 

cumulatively, but also their malicious behavior would be masked in a more efficient manner. The 

impact of such a combined spoofing attack would be greater than before, causing bigger problems 

inside an underlying DSA network. 

Even worse, an attacker can continuously change the spoofed identity equally dividing the caused 

disturbance to his competitors, making it harder to be detected. 

4.4.7. NEPA, CEPA and LORA Parasite Attacks 

Recently, three new misbehavior scenarios have appeared in the literature, namely the NEPA 

(Network Endo-Parasite Attack), CEPA (Channel Ecto-Parasite Attack) and LORA (Low-cost Ripple-

effect Attack) attacks [62]. They pose a threat to the operation of modern mesh networks, but can also 

be executed against DSA schemes. 

In brief, in the NEPA and CEPA parasite attacks, an attacker may illegally occupy the spectrum 

portions considered most valuable in a DSA network in order to increase his profit, degrade the 

received QoS and the satisfaction levels of his competitors, or even lower the reputation of special 

transmission opportunities [49]. 

In the case of LORA, an attacker may on purpose falsely announce to his competitors, or even to 

the spectrum sharing mechanism, that he will occupy a special spectrum portion, even if he has no 

right in doing so. As a consequence, any potential user will either avoid competing for them, or hasten 

to switch to a new one to preserve normal operation. 

5. Conclusions 

In this article, we focused on possibilities of misbehavior in future Cognitive Radio networking 

scenarios. We identified the attacker profiles from which such behaviors derive and classified attacks 

regarding the spectrum sharing phase each one pertains to. We believe that research in the area of 

securing spectrum sharing schemes is fully justified and, to this end, we wish to provide a spherical 

view of the threats such a system would face. Now that research and standardization efforts in the area 

of Cognitive Radio are in progress and many novel, efficient spectrum management schemes are 

proposed, exploring their potential security vulnerabilities is timely and incorporating appropriate 

security mechanisms into their design is critical. 
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