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Abstract: Named Data Networking is an evolving network model of the Information-centric
networking (ICN) paradigm which provides Named-based data contents. In-network caching is
the responsible for dissemination of these contents in a scalable and cost-efficient way. Due to the
rapid expansion of Internet of Things (IoT) traffic, ICN is envisioned to be an appropriate architecture
to maintain the IoT networks. In fact, ICN offers unique naming, multicast communications
and, most beneficially, in-network caching that minimizes the response latency and server load.
IoT environment involves a study of ICN caching policies in terms of content placement strategies.
This paper addressed the caching strategies with the aim to recognize which caching strategy is
the most suitable for IoT networks. Simulation results show the impact of different IoT ICN-based
caching strategies, out of these; periodic caching is the most appropriate strategy for IoT environments
in terms of stretch that results in decreasing the retrieval latency and improves the cache-hit ratio.

Keywords: Internet of Things; named data networking; caching; most popular cache; 5G

1. Introduction

Internet of Things (IoT) is a discreet revolution that is aiming to change the future of the
present world. Nowadays, the connected world is becoming a reality [1]. This promising field
of research encompasses several domains, including the most valuable areas, such as smart wearables,
smart homes, smart cities, smart agriculture, smart healthcare systems, smart industries, smart energy
management, and smart transportation systems. Therefore, it can be said that IoT is an emerging
network of miscellaneous resources (memory and power) constraining physical devices [2]. On the
other hand, Named Data Networking (NDN) is an innovative paradigm that provides the location
independent data communications in which client’s requests are satisfied regardless of the content’s
location. In fact, this concept provides unique and location-independent content, in-network caching
and name-based routing. These features give NDN the potential to become a key technology for
data dissemination in IoT. The NDN concept has abilities to mitigate the significant communication
overhead caused by the distribution of commonly accessed contents.

In recent years, IoT has grasped researchers’ interest to improve the efficiency of data transmission.
The exponential increase in the number of connected things (devices) through the Internet and the
progress in wireless communication technologies have maximized network data traffic. In fact,
recent transmitting data traffic statistics published by Cisco agree, showing that annual Internet
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protocol (IP) traffic around the globe has a threshold of more than 1 zettabye (ZB) (1 ZB = 1000
exabytes) in 2018, and expectedly, it will reach 2.3 ZB in 2020 [3]. Internet usage has increased
extensively in the last decade; video on demand (VoD) is especially widely used, increasing Internet
traffic. The currently working Internet architecture supports end-to-end communication, and the
content retrieval process is presented in two steps. First, the name resolution provides identifiers to the
contents (i.e., uniform resource locator [URL]) with a location (i.e., IP address) and second, there is a
location-based transmission for user requests (from user to source) and requested contents (from source
to user). The name resolution is provided to the contents at the application layer before forwarding the
contents that waste the resources of the network [4]. For instance, if a copy of the requested content
resides near the user but in the IP network, the user’s request needs to be transmitted to the server and
it will increase traffic and the use of network resources [5]. Moreover, users want their desired content
regardless of having information about the content location. Due to such situations, the network
design needs to be changed. In this case, information-centric networking (ICN) [5] is a new paradigm
that plays an important role because of its location-independent architectural design. It provides a
named content-based approach regardless of the content’s physical location, and subscribers’ requests
are satisfied by the nearest replica. ICN is a promising development for different IoT environments [6].
Consequently, ICN delivers location-independent data dissemination through unique content names
and name-based routing, and it is the most advantageous form of in-network caching. These ICN
features give it the potential to become crucial for data distribution in IoT. Certainly, it provides claim
data access and diminishes retrieval delay and the burden on the publisher.

The ICN conception is to decrease the substantial communication overhead caused by the
dissemination of analogously accessed contents. Users’ requests are rarely contented by the main
publishers. On the other hand, in-networking caching arranges a content replica that is cached at
different locations to increase the availability of the desired data. Caching is a crucial component
that makes ICN more beneficial than the present Internet architecture. It significantly minimizes the
huge volume of data traffic and diminishes the bottleneck caused by publishing data in a unique
location. Moreover, caches reduce the distance required for data retrieval. The cache performance
totally depends on cache management schemes, which are divided into two mechanisms, namely,
content placement strategies and replacement policies. Placement strategies are responsible for
tracing the location for disseminated content to be cached according to the placement algorithm,
while replacement policies are needed to make room for new incoming contents, once the caches
overflow. In fact, subscribers seek data through connecting with different mobile or fixed devices
that belong to diverse environments. As a result, caching content within the network will improve
the lifetime of the IoT devices’ batteries; for example, an active node may fulfill a request while the
information producer remains in sleep mode. Some well-known cache management strategies are
Leave Copy Everywhere (LCE) [7], which caches the content at all on-path routers, and Leave Copy
Down (LCD) [8], which performs caching at a one level downstream router and edge caching [9] and
it copies requested content at only one router according to the stretch. Moreover, ProbCache [10]
caches content according to free cache space. The objective of these in-network caching strategies is to
improve the overall network performance. Therefore, these strategies focus on crucial issues, such
as network bandwidth, power consumption, caching content near consumers, distance between the
user and the source, resource (cache and batteries) usability, and content diversity, to increase the
availability of the desired information. In such a situation, popularity-based caching strategies achieve
a better performance [5,11].

This paper addressed the caching strategies facing several challenges (e.g., Latency, stretch,
data availability) with the aim of recognizing which caching strategy is the most suitable for IoT
networks. We performed simulations that indicated the impact of different popularity-based caching
strategies; of these, periodic caching is the most appropriate strategy for IoT environments in terms of a
stretch that results in decreasing the content retrieval latency and improving the cache-to-hit ratio [12].
Moreover, it is useful for all smart city applications, as well.



Sustainability 2018, 10, 2576 3 of 16

The remainder of the paper is organized as follows. Section 2 describes an overview of Named
Data Networking (NDN). In Section 3, the related research work is described in detail. A periodic
caching strategy (PCS) is proposed in Section 4. Section 5 describes a performance evaluation of
the proposed caching strategy in comparison to state-of-the art strategies. Finally, in Section 6,
a comprehensive conclusion is presented.

2. Overview of Named Data Networking

NDN [13] is the first information-centric architecture that was implemented at Palo Alto Research
Center (PARC), and it is one of the most attractive ICN-based architectures [12]. The goal of NDN is to
change host-based Internet into named content-based Internet. NDN is one of the most significant
research fields for designing the Future Internet [3]. NDN has been divided into several modules:
naming, routing, security, mobility, and caching. Each module has its own properties that provide
benefits to all NDN architectures. In NDN, data are presented in the form of data contents that are
associated with a specific naming structure (hierarchical and flat). With the help of two primitives
called the interest packet and the data content, dissemination is fabricated in NDN. The interest packet
is used to denote the user’s requests and the data content shows the response from the source [3].

When a user sends his or her interest packet (request) for some data contents, then the interest
packet matches all the on-path routers with existing data contents in the form of a prefix order. An NDN
router is made up of three parts, i.e., the content store (CS), pending interest table (PIT), and forwarding
information base (FIB). The CS has the ability to store incoming contents, as well as users’ requests at
the data delivery path. The PIT manages all the requests received from consumers, and it specifies an
appropriate path for incoming requests [14]. Meanwhile, the FIB provides information about topology
for the interest packet and data contents to move to the suitable publisher and consumers. A working
NDN architecture is illustrated in Figure 1. When a consumer sends a request to the NDN network,
the request is then transmitted to the nearest router, and it is compared with the content stored in
the CS [15]. If the desired content is found there, then the content is sent to the consumer instantly
through the return path, and a copy of the requested content is cached at all the routers alongside the
data delivery path. If the required content does not match any of the existing data entries, then the CS
forwards the request to the appropriate source [4].
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2.1. Cache in Named Data Networking

The incredible growth of today’s Internet traffic and repeated transmissions of the same contents
have created many problems, particularly in terms of bandwidth utilization, server load, response
time, and usage of resources. These growing problems will be difficult to solve in the future with
an IP-based Internet architecture [3]. As we know, Internet use is increasing day by day, and current
resources are insufficient to overcome the huge number of ever-increasing needs of the Internet
users [16]. To achieve a better performance, the Internet needs to implement an optimal approach that
can face these increasing difficulties [17]. In this case, ICN provides a better solution to resolve these
expected issues by implementing in-network caching, which is a basic and unavoidable module in all
ICN architectures. Caching is temporary storage used to speed up the communication process [18].
Essentially, it is used to minimize the average cost (time and energy) and improve the content retrieval
process, because a cache stores temporarily a copy of frequently requested data. Web caching is a
famous example of this temporary storage; it involves storing web documents (e.g., HTML page
images) [19] to reduce bandwidth consumption, server load, and response time. Caching makes
ICN differ from the presently running IP-based Internet, as caching is used to transmit content near
users, which decreases response time and resource utilization and improves data transmission services.
In Figure 1, a user requests a specific piece of information, which can be retrieved by any router having
the corresponding content in its cache [20].

The main problem is the capacity of in-network caches, which provide much smaller space to
accommodate huge data transmissions. Therefore, efficient content distribution can be achieved by
integrating a significant number of caches, but this is not easy. Effective content distribution requires a
scheme design that will disseminate the contents in a well-organized manner with fewer resources
(caches) used. It can be handled using an appropriate cache management strategy. For this reason,
several caching strategies are used to cache requested contents near users for subsequent requests to
reduce the source and network load [21].

According to the caching criteria, different types of caching strategies have been recently proposed
to achieve a better caching performance [22]. For example, caching decision is based on the distance
from the source to the user, centrality, probabilistic logic, content popularity, and label-based caching,
and it can be done by adopting a mathematical equation. These strategies boost information replication
and decrease the reaction time [23]. In addition, they reduce the number of network resources and
minimize network traffic [20]. Caching strategies are used to improve the content delivery service with
the efficient use of memory [24]. NDN caching is divided into two categories: off-path caching and
on-path caching. Figure 1 demonstrates these caching mechanisms.

2.2. Off-Path Caching

Off-path caching is akin to traditional proxy caching or a content delivery network (CDN)
server. Off-path caching requires integrating a special entity called a name resolution system (NRS).
All contents are registered in the NRS at the time of creation, and consumers can send their requests
for registered contents [25]. Exact information about the contents depends on the NRS, but the most
necessary step is to keep updated about local content information. In Figure 1 (block a), a request is
sent from Sensor S1 to the NRS, and the NRS compares it with the available contents [26]. Afterwards,
the request is forwarded to the corresponding source (router, server, and publisher), and the source
sends the required content back to the user following the return path, as elucidated by steps 1 to 6.

2.3. On-Path Caching

A basic approach [27] for content placement is on-path caching, as the contents disseminate from
the publisher to the consumer. In on-path caching, when a caching node receives a request for content,
it responds to the consumer with a locally cached copy without any involvement of the NRS. However,
this approach reduces computation and communication overhead during placement of the transmitted
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content within the network [28]. If the required content does not exist, then the router forwards the
request to an appropriate source, as shown by block (b) in Figure 1, from steps 1 to 6.

3. Related Studies

IoT is an auspicious environment in which smart devices are involved, where computers, watches,
mobile phones, and vehicles are connected so clients can access diverse contents usually created by
these above-mentioned devices [6]. The nature of data dissemination shows the most considerable
transformation between the conventional Internet and IoT [29]. In the current Internet architecture,
content material is shared by sending a user-generated request; meanwhile, in IoT, the content is
achieved by making the system initialize an action when the scenario of interest is needed. Particularly,
within the current Internet architecture, consumers generate requests for required contents at the same
time that IoT gadgets generate requests by means of labeled operators [12]. The IoT packages operate
well within the ICN environment, but due to the constant functionalities of IoT-based devices, present
ICN caching techniques might not be implemented in IoT scenarios. The reason is that some caching
techniques are too advanced for primarily IoT-based ICN scenarios [12].

3.1. Tag-Based Caching Strategy

In the tag-based caching strategy (TCS) [30], tag filters (TFs) are used for the proper matching
and lookup of the requested contents to disseminate to the appropriate destination. In TCS, all the
network nodes are associated with specific tag lists that help to identify highly requested contents
to cache the exact location near the preferred users. The tag list is used to generate a TF by using
the hash function to improve content dissemination. As the network node receives a request from
the user, the corresponding TF decides whether to transmit the content cache to the intermediate
location [31]. In this caching strategy, the tags associated with the desired contents are checked by the
TF inside the CS, and all the tags are hashed and mapped in a counter to calculate the most requested
content. If a tag counter for specific content crosses the threshold, then the content is considered
popular. Consequently, all the nodes check the tags to identify the content location and decide whether
the content reaches its preferred location to be locally cached. The TCS is demonstrated in Figure 2,
in which user-interests are generated from sensors S1 and S2 to retrieve contents C1 and C3 from the
publisher. As the predefined tag threshold is 2, the contents are therefore cached near the requested
users at routers R8 and R9, because the tags’ values for the requested contents cross the threshold.
Thus, contents C1 and C3 will cache at routers R8 and R9 because they received several requests equal
to the threshold value, as illustrated in Figure 2.
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3.2. Client-Cache

The client-cache (CC) strategy [31] is known as a coherence caching strategy in which the
validity of contents is considered observed for the cached contents inside the network nodes. Initially,
the on-path caching approach is chosen to cache transmitted contents due to its different structure
from off-path caching, and it no longer requires extra metadata to inform the client of which node is
appropriate to cache the preferred content. Moreover, the number of nodes is reduced to be aware of
the most essential nodes in terms of cache size and content quality. In fact, its concept is essentially
derived from centrality-based caching [32], which can decrease the number of nodes and select the
best nodes for caching that are associated with the maximum number of nodes in the network.

The objective of CC is to magnify the content validity, consequently called coherent caching.
Content validity is examined as the requested content is found within the cache, and the content
material is considered valid if its lifetime within the publisher is higher than the lifetime of its version
within the cache. While selecting the requested content, a validity test checks the content inside the
content publisher whenever a content material request arrives at the neighborhood-caching node.
In Figure 3, multiple requests from sensors S1 and S2 are projected for contents C1 and C3. Initially,
at the publisher, the lifetime of contents C1, C2, and C3 is described in tables, as represented by VC6,
VC4, and VC5, respectively. According to the nature of the caching strategy, the lifetimes differ at the
caching router, at 4 and 3 for C1 and C3, respectively. This is an indication to cache contents C1 and C3
because the lifetime of these contents at the publisher is greater than the lifetime of the same content
at the caching router. On the other hand, content C2 has the same lifetime at both the publisher and
caching router, making it invalid due to the scenario of an equal lifetime at both positions. Therefore,
C1 and C3 will be cached locally at the caching router, as shown in Figure 3.
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3.3. Problem Statement

TCS uses tags and TFs to identify the cache location for content replications. It generates
homogeneous content replications by caching the same contents at multiple locations. If the publishers
and subscribers are associated with the long stretch path, then the TCS increases the content retrieval
latency due to limited cache locations; in turn, the cache-to-hit ratio cannot satisfy the higher demand
of consumers. On the other hand, if the same content is popular again, then there is no other distinction
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to stop the flooding of the same content in the network, which increases the usability of the resource
(power and cache) and the bandwidth. Moreover, it demands extra cache space to manage the tags and
TFs for each content at all routers, increasing the communication and searching overhead to decide
which popular content will be cached at the caching router when multiple contents indicate the same
popularity with limited cache size. In addition, the TCS does not care about the time to calculate
the content’s popularity to choose the content, which is mostly requested in a specific time interval.
Furthermore, if some content is located far from the users, numerous requests for specific content
are generated, but the content has low popularity at one value less than the most popular content;
thus, all the requests will traverse several hops to find the requested one, which increases latency,
and consequently, the stretch will maximize. Moreover, there is no other criterion for choosing popular
content according to time consumption. Suppose three interests are generated for C3 in 5 s and two
interests are sent for C2 in 1 s, according to the TCS, C3 will be the most popular because no time
distinction is included while selecting popular content. Consequently, the most recently used content
will remain unpopular, causing bandwidth congestion, which will affect the efficiency of content
dissemination and boost communication delay.

Besides, all the tag lists need to be updated for each incoming interest and their size is identical in
all the routers, which can cause the unpopular contents to attain a threshold for replication at multiple
positions by discounting some of the interests for specific content to increase its popularity due to
a limited list size. Another vigorous drawback is stretch, which is the most dominant matrix for
caching; it directly affects the cache performance. In the given figure, if the interests are generated
continuously for C3 and they repeatedly make it popular, it will cause the flooding of C3, and it
will occupy most of the network cache. Therefore, less cache space will be vacant for new incoming
contents to be cached near consumers. Hence, all the interests need to be traversed to the main
publishers, and requested content is sent to the users from the main source; as a result, the stretch
will increase. Due to the enormous replication of similar contents, the diversity to reduce the content
retrieval delay and cache-to-hit ratio cannot retain its beneficial level in terms of strengthening the
caching performance.

In the CC strategy, the aim is to improve content validity to some extent, while the caching
performance in terms of stretch, content retrieval latency, and—most importantly—cache-to-hit ratio is
mainly degraded. According to the strategy’s algorithm, it is better for content validity to have some
additional hops that increase the content retrieval latency, stretch ratio, and cache-to-hit ratio, which are
the most prominent metrics to change the system performance. CC is pictorially demonstrated in
Figure 3, in which two requests are projected to retrieve contents C1 and C3 from caching router
R5. According to the nature of the CS, the requested content will cache at the central position,
which creates significant problems due to the indentation of content to cache at only one router,
such bandwidth congestion. Moreover, it increases the stretch and content retrieval latency when the
cache is overflowing at the center, because all the requests need to be forwarded to the main publisher
due to cache overflow. In addition, if a large number of requests are projected for content C2 and
the validity of C2 is the same at both the publisher and caching router, regarding the nature of this
strategy, C2 cannot replicate at the caching router. Therefore, all the requests will be forwarded to the
publisher, which will maximize the stretch and latency, and the cache-to-hit ratio will be affected. If the
publishers and subscribers are associated with the long stretch path, then CC increases the content
retrieval latency due to a limited cache capacity at the intermediate location; in turn, the cache-to-hit
ratio cannot satisfy the higher demand of consumers. Moreover, if some content is located far from the
subscriber, as given in Figure 3, numerous requests for C2 are obtained from router R5, but it has low
validity, at one value less than the most valid content. Thus, all the requests form R5 traverse several
hops to find C2, which increases the delay and congestion and consequently heightens the overall
bandwidth and stretch [7].
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4. Proposed Model

In this section, the researcher proposes a flexible cache deployment strategy, i.e., the PCS, which
will enhance content dissemination on the Internet and the reach of the desired information to the end
users. This research proposes a cache deployment strategy to achieve maximum caching gain in terms
of cache hits, and it will reduce content retrieval latency. In addition, it will minimize the distance
between the source and the destination in terms of stretch. These are the popular metrics for the ICN
and IoT evaluations. Moreover, the proposed strategy will contribute to an IC–IoT environment that
will improve content manageability through appropriate node selection in the network. Conclusively,
the proposed strategy will enhance the efficient utilization of caching.

Periodic Caching Strategy

A PCS is proposed to improve the caching performance of an IoT NDN-based caching mechanism.
In a PCS, each node is associated with a distinctive statistics table in which interests are calculated
to find the most frequently requested content based on content name, frequency count, recently
requested time, and threshold. For the particular content name, each node counts the number of
incoming interests locally. The threshold is the maximum value managed by the strategy algorithm,
which is used to indicate the content most frequently requested. As the interests for specific content
reach the threshold, the content is labeled the most frequently requested, and it is recommended for
caching at the edge nodes of the autonomous systems (Ass). A PCS is diagrammatically presented in
Figure 4. In the given figure, the most frequently requested contents are cached at the edge routers
(R6 and R9). As the caches of the routers become full, some contents are evicted from the edge routers,
and they follow betweenness centrality in each AS to cache at the routers associated with the highest
number of interfaces during content dissemination. In this way, all the incoming interests will be
forwarded through the betweenness centrality router. Moreover, if the required contents are found at
the betweenness centrality router, the interests are fulfilled here rather than being forwarded to the
edge routers or main publishers. For content eviction, a replacement policy named least recently used
(LRU) is followed to release the cache of the awaiting content. In this way, the following goals are
achieved: first, the cache-to-hit ratio is improved. Because all the interests have traversed through the
betweenness central position, most of these interests will be accomplished from the central position.
Moreover, the implementation of an AS provides the desired content near the consumers and decreases
the path length (stretch) and content retrieval latency. In the case of memory, the heterogeneous
contents are cached within an AS, and there is no replication of similar content inside the AS. Therefore,
memory is used efficiently, which will reduce the content retrieval delay. In addition, the PCS reduces
bandwidth congestion by decreasing homogeneous content replications. The PCS scenario is clarified
in Figure 3. Two interests are generated from sensors S1 and S2 to retrieve content C1. According to the
threshold, content C1 is recommended as the most frequently requested; therefore, caching at the edge
routers of each AS is suggested. Additionally, the PCS presents another considerable benefit related to
popular contents. Suppose contents C1 and C2 have their popularities at 700 and 800, respectively, and
an incoming content (i.e., content C3) must be cached at the edge router but the cache is full. According
to PCS caching, one of the cached contents has to be evicted. However, the evicted content will be
cached at the betweenness centrality router; therefore, the content popularity will remain the same,
which in turn minimizes bandwidth utilization.
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5. Performance Evaluation

To evaluate the proposed PCS, we created a simulation platform to evaluate the performance
using the SocialCCNSim simulator [33–35], in which each node is associated with cache storage. In this
paper, we use a custom-built SocialCCNSim simulator for ease of implementation, because it was built
especially for NDN caching. The performance in terms of the cache-to-hit ratio, the stretch decrement,
and the content retrieval latency of the proposed strategy will be compared to the strategies indicated
in related works [36].

In this study, the proposed PCS is compared to well-known content popularity-based caching
strategies, namely, the recently proposed CC [37] strategy, in the same simulation environment. For the
simulation setup, we use the Abilene and tree topologies [38] associated with eight requesting nodes
from Facebook, which uses 4039 users and 88,234 friends, in which each user counts 44 relationships.
Moreover, these strategies were also checked using the tree topology. The NDN topologies differ from
the k-array tree to complex topologies, or they can be a combination of both [39]. For an efficient
assessment of the presented caching strategies, and to achieve fair results, an appropriate topology
is needed because it has a direct impact on the simulations. We evaluate our work with different
cache sizes, such as 100 and 1000 elements (1 GB and 10 GB), and 106 elements is selected as the
catalog size. In fact, the catalog represents the total amount of elements within the network. Actually,
the cache size refers to the available cache space inside each node for the temporary caching of contents
at the intermediate nodes. The Zipf popularity model values of α are selected as a 0.75-associated
file [40]. We select the file content because consumers have a significant tendency to access these
contents, and nowadays, the dissemination of user-generated contents is huge compared to other
contents [41]. The content popularity model mentions recording the popularity of individual data
content. A function is used to estimate the number of interests for individual contents, and LRU [7]
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was used to make room for new contents when the cache overflows. Table 1 illustrates the parameters
needed to execute the simulations.

Table 1. Simulation Description Values.

Parameter Value/Description

Simulation time One day
Chunk Size 1 KB
Cache Size 100, 1000

Catalog Size 106

Content Categories File
Zipf 0.75

Topology Abilene, Tree
Replacement Policy LRU

Simulator SocialCCNSim
Traffic Source SONETOR (Facebook [42])

5.1. Cache-to-Hit Ratio

The cache-to-hit ratio presents the average quantity of existing content hits (found) as the requests
are sent [43].

CacheHitRatio =
∑n

n=1 Hitn

∑n
n=1(Hit + Miss)

, (1)

In Figure 5, graphs (a and b) elucidate the effect cache management strategies on the cache-to-hit
ratio. The cache size is equally divided into 10 parts, and each part on the x-axis represents a multiple
of 10 (equal to 1 GB or 2 GB). The graph depicts the cache hit for PCS increasing relatively above
the rest of the other benchmark strategies. In the Abilene topology, the compared strategies show a
lower cache-to-hit ratio for the cache size of 100. PCS, TCS, and CC have recorded almost the same
cache hit results at 5%, 7%, and 8%, respectively, while the cache size is 100. When we expand the
cache size from 100 to 1000, the PCS performs 5% and 12% better than the benchmark TCS and CC
strategies, respectively, as depicted in Table 2. However, with the change in topology as a tree structure
is selected, for cache sizes 100 and 1000, the cache-to-hit values reached 56%, 49%, and 45% by PCS,
TCS, and CC, respectively.

Table 2. Simulation results in numeric values.

Results Topology Cache Size Caching Strategies

Metrics Abilene Tree 100 1000 CC TCS PCS

Cache-to-hit Ratio

3 3 0.5 0.7 0.8
3 3 0.56 0.61 0.68

3 3 0.6 0.6 0.8
3 3 0.45 0.49 0.56

Content Retrieval Latency

3 3 0.44 0.42 0.36
3 3 0.19 0.16 0.7

3 3 0.61 0.61 0.57
3 3 0.26 0.19 0.8

Stretch

3 3 0.48 0.46 0.42
3 3 0.19 0.14 0.3

3 3 0.72 0.70 0.67
3 3 0.28 0.19 0.8
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The PCS still performed 7% and 11% better than other strategies because of its architectural design,
in which the popular contents are cached at the central position inside the AS and most incoming
users’ interests are satisfied there. TCS performs better than CC because it replicates the contents
near the requested destination, which increases the availability of the desired contents near the users.
CC shows a lower cache-to-hit ratio with respect to PCS and TCS because it selects limited nodes for
the caching of valid contents, as demonstrated in Figure 3.

Moreover, TCS requires two tables (tags and TFs) to complete the task of choosing popular content,
and its long duration decreases the hit rate. However, the PCS still performs well with respect to cache
size in terms of achieving a better cache-to-hit ratio. Thus, we can say PCS is asymptotic to the cache
size, and it can be concluded that the performance of the proposed strategy is better than that of the
other benchmark strategies at hand.
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5.2. Content Retrieval Latency

Content retrieval latency is the time taken by a consumer’s request to reach the appropriate source
and by the response to get from the source to the consumer [44]. The content retrieval time can be
calculated using the below equation:

ContentRetrievalLatencyc =
∑
|R|
i=1 latencyRi

|R| , (2)

where |R| is the number of requests sent by consumer c and Content Retrieval Latencyc is the overall
content retrieval time. Figure 5 (i.e., graphs c and d) demonstrates the effect of content retrieval latency
on different caching strategies with respect to different cache sizes. When we select the cache size
of 100, the performance of the proposed PCS seems 6% and 8% better than the benchmark The TCS
and CC strategies have a congested data delivery path because PCS tries to cache the disseminated
contents near the consumers due to the implementation of an AS. Moreover, PCS provides the best
locations for caching, decreasing the distance between consumers and the desired stored contents.
This shows a lower content retrieval time owing to the fewer requests that need to traverse to the main
publishers in the PCS. The TCS shows higher latency results than the PCS, because it increases the
amount of similar contents to be cached at multiple locations due to its nature of choosing routers
near the destinations. This increases the distance when multiple requests are generated for the same
content, because all the requests need to traverse to the main source, and it does not provide any
central position for caching popular content. In addition, TCS needs to process two internal tables (tags
table and TFs table) to decide on the intermediate nodes to cache the requested content. The duration
is long; consequently, most of the incoming interests need to be forwarded to the main publisher, so the
path becomes congested and the retrieval time is increased. CC performs relatively more unpleasantly
than the TCS and the PCS because of its nature to cache the contents at the central position. Gradually,
these contents are cached near consumers, but this increases the number of similar content replications
due to increase of the interests for popular content, causing content redundancy. When we enlarge the
cache size from 100 to 1000, the consequences seem changed when compared to the small cache size.
However, the PCS still achieves better results, and it performed 10% and 14% better with the cache
size of 1000 in terms of lessening the content retrieval time as compared to TCS and CC, respectively.
However, for the tree topology, the results seem almost identical for the cache size of 100 but somehow
different for the cache size of 1000, as depicted in Table 2. Therefore, we can conclude from the given
outcomes, that the proposed strategy performed better than the benchmark TCS and CC strategies.

5.3. Stretch

Stretch refers to a measure of the distance from the consumer to the publisher [45]. We can
calculate stretch using the below mathematical formula:

Stretch =
∑R

i=1 Hop− traveled

∑R
i=1 Total − Hop

, (3)

where ∑R
i=1 Hop− traveled represents the number of hops between the user and source (where the

cache hit occurred), ∑
|R|
i=1 Total − Hop is the total number of hops (between user and server), and R

is the total number of requests issued by the user. Figure 5 (graphs e and f) elucidates the stretch
consequences of different caching strategies. The simulation stretch results are depicted in Table 2,
which shows that the TCS and CC achieve almost the same performance (46% and 48%, respectively)
at a small cache size of 100 when we select the Abilene topology. However, the PCS has a slightly
low stretch value at 42%. Similarly, when we simulate these strategies with a large cache size (1000),
the outcomes seem quite analogous to those of TCS and CC for the small cache size. Nevertheless,
PCS improved its results to be 11% and 16% better than the TCS and CC, respectively, to achieve a
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high performance in terms of reducing the distance between the source and the destination. For this
reason, the PCS provides the ability to bring the desired contents closer to consumers through the
selection of appropriate nodes inside the ASs. Consequently, it increases the hop decrement due to
the selection of the betweenness centrality position to cache the contents at the node that is linked to
the maximum number of neighbors within the ASs. The TCS and CC display a long distance because
both have a high value of redundant data due to the similar content replications at multiple positions.
When the cache overflows between the publisher and consumer with popular contents, a large number
of interests are generated for low popularity contents that need to traverse to the main server, causing
an increase in distance. As we change the topology, the tree topology is selected to be the proposed
strategy because it showed an improved performance, as illustrated by the numerical results in Table 2.
Therefore, the PCS expresses better results for both topologies in terms of moving the desired data
near the consumers by reducing the distance between the publishers and consumers. Hence, we
can conclude that the proposed strategy performs more efficiently than the benchmark strategies, as
elucidated from Figure 5 (i.e., graphs e and f).

5.4. Discussion

In this study, we presented two existing caching strategies (TCS and CC) and the particular issues
and challenges associated to the existing strategies in Section 3.3 (problem statement). After that,
we created a new IoT ICN-based caching strategy, named the PCS, which featured a new caching
architecture with respect to an AS. According to the current study, we addressed three main problems:
the cache-to-hit ratio, content retrieval latency, and stretch, which are the most important metrics to
improve the caching efficiency of both IoT and ICN environments. Therefore, we used a custom-built
simulator named SocialCCNSim for a comparison of the proposed and benchmark strategies.
The simulation results showed that the PCS performs better than the benchmark caching strategies
for both cache sizes (1 GB and 10 GB) in terms of improving the cache-to-hit ratio, content retrieval
latency, and stretch. According to the present study, the caching content will impact the life time of the
IoT devices’ batteries: a request may be satisfied by an active node while the information producer
remains in its sleep mode. Due to NDN-based caching, it also addresses the security requirement and
targets to secure the contents themselves rather than securing the channels connecting equipment
with each other. Therefore, PCS is a promising candidate for IoT environment. It can natively support
IoT scenarios while improving data dissemination and reducing total network load by decreasing
the stretch between source and the users. The PCS assumes an important role in the applications
of IoT environment. To this end, we have proposed in this work, a comparative study of different
caching strategies, with the purpose to appoint the most suitable combination of caching strategy for
IoT networks. Thus, we can say the proposed strategy performs well overall.

6. Conclusions

In this study, we focused on the advantage of IoT NDN-based caching strategies for the
applications of smart city. NDN is an emerging network paradigm based on name-identified data
objects and in-network caching. Therefore, NDN contents are distributed in a scalable and cost-efficient
manner. With the rapid growth of IoT traffic, NDN is intended to be a suitable architecture to support
IoT networks. In fact, NDN provides unique persistent naming, in-network caching and multicast
communications, which reduce the data producer load and the response latency. Since the number of
connected devices is increasing rapidly day by day and they heighten the requirements, this could not
be accomplished by the present Internet architecture. Therefore, it is essential need to pay particular
attention to the betterment of present as well as future requirements. In this case, NDN caches pay
a significant contribution to solve the arising issues in an efficient way and it has become a key
technology for distribution in smart city networks. The IoT NDN-based caching is accepted as an
imperative part to improve the efficiency of applications included in smart city. To this end, we have
proposed a new caching mechanism to disseminate data in a smart city environment to improve the
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data availability procedure with less Content retrieval latency. Moreover, the proposed mechanism
reduces the distance in terms of stretch and improves the cache hit ratio in efficient way. To evaluate
the performance of proposed caching strategy, we compare the consequences with recently developed
TCS and CC strategies. According to the given results, we can conclude that the performance of
proposed strategy is much better than the benchmark strategies in hand.
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