
sustainability

Article

Low Carbon Scheduling Optimization of Flexible
Integrated Energy System Considering CVaR and
Energy Efficiency

Hang Liu 1,* and Shilin Nie 2

1 School of Management Engineering, Zhengzhou University of Aeronautics, Zhengzhou 450000, China
2 School of Economics and Management, North China Electric Power University, Beijing 102206, China;

1182206131@ncepu.edu.cn
* Correspondence: liuhang@zua.edu.cn; Tel.: +86-139-3900-1883

Received: 1 September 2019; Accepted: 25 September 2019; Published: 28 September 2019 ����������
�������

Abstract: With the rapid transformation of energy structures, the Integrated Energy System (IES)
has developed rapidly. It can meet the complementary needs of various energy sources such
as cold, thermal, and electricity in industrial parks; can realize multi-energy complements and
centralized energy supplies; and can further improve the use efficiency of energy. However, with
the extensive access of renewable energy, the uncertainty and intermittentness of renewable energy
power generation will greatly reduce the use efficiency of renewable energy and the supply flexibility
of IES so as to increase the operational risk of the system operator. With the goal of minimum sum of
the system-operating cost and the carbon-emission penalty cost, this paper analyzes the combined
supply of cooling, heating, and power (CCHP) influence on system efficiency, compared with the
traditional IES. The flexible modified IES realizes the decoupling of cooling, thermal, and electricity;
enhances the flexibility of the IES in a variety of energy supply; at the same time, improves the
use efficiency of multi-energy; and reasonably avoids the occurrence of energy loss and resource
waste. With the aim of reducing the risk that the access of renewable energy may bring to the IES,
this paper introduces the fuzzy c-mean-clustering comprehensive quality (FCM-CCQ) algorithm,
which is a novel method superior to the general clustering method and performs cluster analysis
on the output scenarios of wind power and photovoltaic. Meanwhile, conditional value at risk
(CVaR) theory is added to control the system operation risk, which is rarely applied in the field
of IES optimization. The model is simulated in a numerical example, and the results demonstrate
that the availability and applicability of the presented model are verified. In addition, the carbon
dioxide emission of the traditional operation mode; thermoelectric decoupling operation mode;
and cooling, thermal, and electricity decoupling operation mode of the IES decrease successively.
The system flexibility is greatly enhanced, and the energy-use rate of the system is improved as
a whole. Finally, IES, after its flexible transformation, significantly achieve energy conservation,
emission reduction, and environmental protection.

Keywords: flexible integrated energy system; energy efficiency; CVaR-stochastic optimization; low
carbon scheduling; scenario clustering

1. Introduction

1.1. Background and Motivation

With the high-speed development of the economy, fossil energy is increasingly exhausted.
Moreover, with the consumption of fossil energy, the emission of greenhouse gases (GHG) leads to
the further deterioration of the environment [1]. Economic development will further worsen the
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environment if emissions of pollutants are not controlled [2]. Countries all over the world are constantly
adjusting their energy structure in order to find new energy alternatives. Therefore, the renewable
and clean energy dominated by solar energy and wind energy has been widely concerned. It is
an irresistible trend for clean energy to replace fossil energy [3]. Meanwhile, the emergence of
the concept of multi-energy complementary integrated energy system (IES) provides an effective
theoretical basis for the comprehensive use of renewable energy and promotes the consumption of
renewable energy [4]. Generally, IES refers to the use of advanced physical information technology and
innovative management modes in a certain region and to the integration of regional coal, oil, natural gas,
electrical energy, thermal energy and other kinds of energy to achieve a variety of heterogeneous energy
subsystems: coordination planning, optimization operation, collaborative management, and interactive
and complementary response. IES can meet people’s demand for various energy sources (such as cold
energy, thermal energy, and electric energy), so it can also be called an energy hub. In IES, various
distributed renewable energy generators, energy storage devices, and auxiliary components constitute
a controllable energy system. However, due to the uncertainty and intermittentness of wind power
and photovoltaic output, the flexible power supply of IES is decreased. At the same time, considering
the existence of gas turbines, the production of heat and electricity in the comprehensive energy system
has some degree of interconnection [5], which is often restricted by heat load. This mode of operation is
often referred to as “following the thermal load (FTL)”. IES generally adopts this mode to avoid waste
of resources. This fixed operational mode has a fatal weakness which greatly reduces the flexibility of
IES, so the improvement of the flexibility of IES has further research value and significance [6].

1.2. Literature Review

Previous researches up to now on the flexibility of IES are summarized as follows:
The flexibility of IES can be considered from the energy supply side and energy demand side.

On the energy supply side, there is no doubt that natural gas is one of the main energy inputs
for most IESs, which can be converted into electricity and thermal and, further, into cold energy.
However, as a nonrenewable fossil energy, natural gas will inevitably restrict IES future development.
Therefore, numerous researchers began to devote themselves to the conversion technology of other
energy sources into natural gas, and Power to Gas (P2G) technology, which can convert surplus electric
energy into natural gas (methane) or hydrogen, began to appear in people’s vision [7]. The emergence
of P2G technology makes the supply of natural gas more flexible. Instead of relying solely on imports,
it can use renewable energy (such as wind, solar, water, etc.) to generate electricity. P2G technology can
be used to convert electric energy into natural gas, realizing the mutual conversion and comprehensive
use of various energy sources. Reference [8] proposed two different P2G technologies to accomplish
the mutual flexible conversion of electricity, which are fully applicable to the future development of
IES. A simulation is used to demonstrate that this flexible energy-use mechanism is of great help to
improve the economic benefits, environmental benefits, and energy-use efficiency of IES. In addition,
the flexibility of the energy supply side corresponds not only to the mutual transformation of various
energy sources but also to the diversity of energy use. In Reference [9], the technical scheme design
of using geothermal energy for supplying cooling/heating energy is proposed, which obtains better
environmental benefits compared with electric heat pump and gas engine heat pump. A solar–biomass
hybrid power generation system has been mentioned in Reference [10], which adopts solar and biomass
energy to generate electricity, and it provides new ideas for the sustainable use of future energy sources.
From the perspective of the energy demand side, it is no doubt that the flexibility of the demand
side is also important [11]. Reference [12] uses different price mechanisms to stimulate community
consumers to actively participate in electric demand side load shift, while a new electric and thermal
load demand response management mechanism is introduced to promote the absorption of wind
power and to integrate wind power safely into the grid [13]. Moreover, energy efficiency has always
been a key link in the development of energy systems, and energy systems should try their best to
improve overall energy-use efficiency [14]. In conclusion, flexible integrated energy systems (FIESs),
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which have better flexibility and higher energy efficiency, are more suitable for future development.
However, most literatures mainly focus more on the flexibility of one side (supply side or demand
side) and do not use energy storage devices to improve the overall flexibility of the system, so this
problem has certain significances.

For the methodology of the FIES scheduling optimization problem, how to accommodate the
potential uncertain factors in the system is vital. These factors include not only the fluctuations of the
output of wind, solar, or other renewable energy sources but also the uncertainty of electricity, heating,
and cooling loads [15]. Taking into account the uncertainty of the multi-energy load of electricity, heating,
and cooling, Reference [16] presents a robust optimization method for regional IES, and specifically,
historical data are divided into several typical load scenarios to describe load uncertainty via K-means
clustering method. Finally, a robust planning method is adopted for optimization. Except for load
uncertainty, Reference [17] also proposes a method to handle the uncertainties of wind power and
power generation equipment failure, which uses the hybrid stochastic-information gap decision
theory (HS-IGDT) algorithm to deal with the uncertain set, and verifies the feasibility of the model
through a 10-node Institute of Electrical and Electronics Engineers (IEEE) standard test system.
Moreover, a two-stage stochastic optimization model is proposed in Reference [18] to solve the
uncertainty of power demand and to further help CCHP system operators formulate reasonable price
strategies at different demand levels. Similarly, Reference [19] adopts stochastic optimization model to
accommodate the fluctuations of renewable energy power generation and heating load and uses the
scenario reduction method to reflect the randomness of the model. It is not hard to find that numerous
studies have adopted the theory of stochastic programming, but this theory has the disadvantage that
the final solution result is an expected value. Generally speaking, in the actual operation process,
the operating results of FIES operators may product slight deviations from the expected results, which
inevitably brings risks to IES [20]. Therefore, in order to reasonably avoid possible risks, operational
risks need to be analyzed in depth and controlled to some extent [21].

When solving the stochastic programming issue, the most pivotal step is scenario clustering or
scenario reduction. A scenario generation and reduction method is proposed in Reference [19] to
deal with electrical and thermal load uncertainty. For the sake of simplicity, some literature directly
gives a number of typical scenarios to describe randomness. Reference [22] gives the typical curves
of cooling, heating, and electrical load and solar radiation in different seasons to illustrate these
uncertainties, which does not make cluster analysis or scenario reduction. Furthermore, there are
many frequently used scenario-clustering methods applied in the energy field, such as K-mean [23,24],
Fuzzy c-mean [25,26], K-harmonic means [27,28], and K-shape [29]. However, there is a problem with
these conventional clustering methods; that is, the number of expected clustering scenarios is given
subjectively before clustering analysis but not objectively explaining why such clustering is the best
through reasonable arguments. This paper will further improve this issue.

According to the review of the above literature, several points of insufficient research are
summarized as follows: first of all, the flexibility of the IES is not adequately considered. There is no
complete decoupling between multi-energy sources, which is not conducive to the improvement of
energy-use efficiency and system-operation flexibility, and the analysis of system energy efficiency
is ignored in most cases. Furthermore, for the uncertain problems in the optimal operation of IES,
only the stochastic optimization process is taken into account. Although the expected operating cost
of the system is calculated, the negative impact of operating risk on the system is not considered.
Moreover, the traditional scenario-reduction method cannot judge the rationality of the clustering
scheme, and this indicates that further improvement for the clustering method is needed.

1.3. Contributions and Organization

To fill the research gap concluded above, this paper puts forward a new operational mode of
IES for a better cooling–heating–power combination via use of the heat storage tank and ice storage
technology to realize the IES thermoelectric decoupling and cooling–electricity decoupling, which
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strengthen the energy supply flexibility of IES. With regard to system operation risk, this paper
introduces a stochastic optimization model based on conditional value at risk (CVaR), which takes the
sum of expected operation costs and carbon emission penalty costs of the system as the minimum
objective function and achieves control of the system operation risk while optimizing scheduling.
Furthermore, the probability distribution of the output possibilities of wind power and photovoltaic
is reasonably displayed by using the improved scenario-reduction method (FCM-CCQ clustering).
Finally, by setting up different operating modes of the system, the overall environmental benefits,
economic benefits, system flexibility, and energy-use efficiency of the three different operating modes
are compared and analyzed in a simulated example.

The main structure of the reminder of this paper is shown as follows: Section 2 describes in detail
the composition of the presented FIES structure and discusses its specific mode of operation. Section 3
establishes a stochastic optimization of FIES low-carbon scheduling issue based on CVaR. Section 4
provides the corresponding solving methods for the model built in Section 3. In Section 5, the model
mentioned in Sections 3 and 4 is validated with a numerical example and demonstrates the feasibility
of the proposed operation mode. Finally, we summarize the results of this paper and propose the
future research direction in Section 6.

2. Description of Operation Mechanism of FIES

As the main energy system for future production and life, the IES can integrate electricity, gas,
heat, cold, and other energy sources together; can realize coordinated operation; can optimize and
complement each other; and can satisfy users’ various demands for energy. However, the traditional
integrated energy system (TIES) has many disadvantages, such as the lack of system flexibility,
which makes it difficult to actualize the complementary benefits brought by multi-energy coupling.
Therefore, it is necessary to modify the flexibility of TIES.

In the TIES, due to the lack of a heat storage device, the TIES usually adopts the operation mode of
“FTL”; that is, the capacity of the gas turbine is determined by the thermal load demand of the demand
side, and the unsatisfied electricity is supplemented by other generators to meet the electricity demand
of the user at the same time. In addition, on account of the lack of a cooling storage device, the cold
demand of the traditional integrated energy system can only be met by real-time electricity, which
increases the fluctuation of users’ electricity peak-load. The TIES is short of flexibility, has insufficient
consideration of coupling between energy sources, has low power generation efficiency of the system,
has high operating cost of the system, and has insufficient flexibility and stability of the system.

Aiming at the above disadvantages, this paper has reformed the TIES and constructed a FIES of
which the structure is shown in Figure 1. The electrical load of the FIES is provided by distributed
generators (solar and wind power), gas turbines, and external network. The heat load is satisfied by two
parts: one is the gas boiler which uses natural gas as fuel, and the other is the heat converter recovering
the waste heat generated by the gas turbine, while the cooling load of the system is only provided by
the electric chiller. The power, heating, and cooling generated by the system are transmitted to the
load end through the energy transmission network. Notably, the lines in yellow, red, blue, and green
represent different energy flows in power, heating, cooling, and natural gas, respectively. As for the
concrete embodiment of system flexibility, apart from the storage battery, the FIES also adds heat
storage and cold storage devices, namely, heat storage tank and ice storage tank.

More specifically, the addition of a heat storage device can change the “FTL” mode in the TIES;
that is, if the gas turbine has an extra heat supply, excess heat energy can be stored in the thermal
storage tank and released during the peak period of heat load, which can stabilize the fluctuation of
thermal load of the system, can reduce its influence on the power generation side, and can ensure the
efficient generation of gas turbine. Furthermore, the cooling storage device can store part of the cold
energy, so as to attain the cross-period application of cold energy. The system can generate electricity,
can refrigerate in the valley period of electricity prices, and can store the excess cold energy for users to
use, greatly reducing the cooling cost of the system. Meanwhile, demand-side management is added to



Sustainability 2019, 11, 5375 5 of 27

the system, which can transfer the load from peak period to valley period, so it enhances the economy
and stable operation of the system.

Compared with the TIES, the FIES can greatly improve the flexibility and stability of the previous
IES, can enhance the efficiency of power generation, can reduce the operating cost of the system,
can better realize the coupling coordination of various energy sources in the system, and can more
effectively satisfy the comprehensive energy demand.Sustainability 2019, 11, x FOR PEER REVIEW 5 of 27 
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Figure 1. The structure of flexible integrated energy systems (FIES). 
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3. Low Carbon Scheduling Model Construction and Energy Efficiency Analysis of FIES

3.1. Objective Function

According to the basic framework of FIES in Section 2, the objective function of low-carbon
scheduling optimization for an integrated energy system is set as follows: the objective is to minimize
the total operating cost of the system and the penalty cost of CO2 emission. The mathematical formulas
are as below:

min f =
T∑

t=1

(C f uel + Cgrid + Crm + CDR) + Cce (1)

C f uel = f p(Fb + FGT) (2)

Cgrid = pM+PM+ − pM−PM− (3)
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Crm = rmgtPGT + rmecPec + rmrecQrec + rmbQb + rmbess(Pdis + Pchr)

+rmtst(Qdis + Qchr) + rmit(QIT
D + QIT

C ) + rmsPs + rmwPw
(4)

CDR = a + bPDR (5)

Cce =
T∑

t=1

pc(cgtPGT + cboilerQb + cgridPM+) (6)

where C f uel, Cgrid, Crm, CDR, and Cce are fuel cost, grid interaction cost, system operation and
maintenance cost, demand response cost, and CO2 penalty cost, respectively; Fb and FGT represent gas
consumption in gas boilers and turbines, respectively; f p refers to the real-time price of natural gas;
PM+ and PM− denote the power of purchase/sale at prices pM+ and pM−; cgt, cboiler, and cgrid refer to
CO2 emission intensity coefficients of gas turbine, gas boiler, and power grid, respectively; pc is the
penalty coefficient; rmgt, rmec, rmrec, rmb, rmbess, rmtst, rmit, rms, and rmw represent the daily operation
and maintenance costs of gas turbine, electric refrigerator, waste heat boiler, gas boiler, battery, heat
storage tank, ice storage machine, photovoltaic, and wind power, respectively; and a and b are the cost
coefficients of the demand response.

3.2. Stochastic Optimization Reformulation Considering CVaR

However, before carrying out day-ahead scheduling, FIES should not only pursue the minimum
expected total cost but also avoid potential risks as far as possible. Thus, this paper adds an additional
CVaR risk-aversion term based on the objective function described above, which cooperates with the
expected total cost to optimize in a linear combinatorial form. The transformed objective function can
be formulated as follows:

minF
Xt,∀t

= λE( f ) + (1− λ)CVaRα( f ) (7)

Equation (7) means that the weights of the expected total cost and CVaR are given subjectively
as λ(0 ≤ λ ≤ 1) and 1− λ at the confidence level α, and then, according to the treatment method of
References [30,31], on Equation (7), this equation can be reformulated as follows:

minF
Xt,∀t

= λ
∑
k∈Ω

ρk

 T∑
t=1

(C f uel,k + Cgrid,k + Crm,k + CDR,k) + Cce,k

+ (1− λ)

ζ+ 1
α

∑
k∈Ω

ρkzk

 (8)

s.t.

zk ≤

T∑
t=1

(C f uel,k + Cgrid,k + Crm,k + CDR,k) + Cce,k − ζ, zk ≤ 0 (9)

where k, Ω denote the renewable energy output scenario number and scenario set of IES respectively; ρk
refers to the probability of scenario k happening; and ζ, zk are intermediate variables with no practical
significance. It is notable that the value of λ controls the system operational cost between expected
operation cost and CVaR. When λ equals to 0, obviously, objective function value is CVaR, which
means the operator will take completely risk-averse strategies. While with λ constantly increasing,
the strategies of system operator are more risk neutral. Eventually, λ = 1 represents that scheduling
optimization decisions are fully risk neutral.

3.3. FIES Components and Constraints

As for the system components, the corresponding constraints are listed here:

• Gas turbine

The functional relationship between natural gas consumption FGT,t and power generation PGT,t
can be expressed by the following equation [32]:
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FGT,t =
aPGT,t + buGT,t

ηGT·LHV
(10)

where a and b are gas to power conversion coefficients; ηGT is the power generation efficiency of gas
turbines; LHV denotes the low heating value of natural gas; and uGT,t, which is a binary variable,
represents the gas turbine state of start and stop at time t. Capacity and ramp rate limitations of gas
turbine output power are formulized as below:

uGT,tPmin
GT ≤ PGT,t ≤ uGT,tPmax

GT (11)

uGT,tRampdown
GT ≤ PGT,t − PGT,t−1 ≤ uGT,tRampup

GT (12)

Equation (11) is the output limit of gas turbine, and Equation (12) is the slope climbing constraint
of the gas turbine. Pmin

GT and Pmax
GT respectively represent the upper and lower limitations of gas turbine

output; Rampdown
GT and Rampup

GT denote the upper and lower limits of the slope climbing rate.
When the amount of natural gas is the input, the power and heat generation of gas turbines show

a nonlinear correlation. This paper converts the nonlinear relationship into a multi-segment linear
function through piecewise processing. At this time, the problem can be successfully transformed into
a mixed integer programming problem (MILP) [33], as shown in Figure 2.Sustainability 2019, 11, x FOR PEER REVIEW 8 of 27 
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The mathematical formulas are modeled as shown below.

PGT,t = uGT,tM1
GT +

l∑
k=1

Dk
GT,t (13)

uGT,t =
l∑

k=1

zk
GT,t (14)

l∑
m=k+1

zm
GT,t ≤

Dk
GT,t

Mk+1
GT −Mk

GT

≤

l∑
m=k

zm
GT,t (15)
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Hhe = uGT,tN1
GT +

l∑
k=1

ck
GTDk

GT,t (16)

Mk
GT is the terminal electric power value of each segment after piecewise linearization of the

thermoelectric curve; zm
GT,t is a binary variable, indicating that the current gas turbine operation state is

on the piecewise linear function of the stage m; ck
GT represents the slope of the linear function in the

k− th line segment; and Hhe denotes the heat produced by the gas turbine.

• Gas boiler

As another way of heating in the system, the gas boiler cooperates with the gas turbine to provide
heating. The constraints of it can be formulated as follows [34]:

Qmin
boiler ≤ Qboiler,t ≤ Qmax

boiler (17)

Fb,t =
Qboiler,t∆t
ηb·LHV

(18)

where Qboiler,t is thermal power output of the gas boiler at time interval t; Fb,t represents gas consumption
of the gas boiler; and ηb is the energy conversion efficiency coefficient of the gas boiler.

• Battery

The operating constraints of the battery are shown below [35]:

EBESS
t+1 = (1− ηBESS

L )EBESS
t −

Pdis,t∆t

ηD
+ ηCPchr,t∆t, t = 0, 1, 2 . . . (19)

EBESS
min ≤ EBESS

t ≤ EBESS
max (20)

0 ≤ Pchr,t ≤ uBESS
chr,t Pchr,max (21)

0 ≤ Pdis,t ≤ uBESS
dis,t Pdis,max (22)

uBESS
chr,t + uBESS

dis,t ≤ 1; uBESS
chr,t , uBESS

dis,t ∈ {0, 1} (23)

Equation (19) represents the battery’s electric energy state transfer equation; EBESS
t denotes

the battery’s stored electric energy in the time period t; ηC, ηD, and ηL represent the battery’s
charging and discharging efficiencies and the battery leakage rate, respectively; uBESS

chr,t and uBESS
dis,t are

the state variables of the battery’s charging and discharging in the time period, respectively; and
Pchr,t and Pdis,t are the battery’s corresponding charging and discharging power in the time period,
respectively. Equations (20)–(23) respectively represent charge state constraint, charge and discharge
power constraint, and charge and discharge state constraint.

• Thermal storage tank

The operating principle of the thermal storage tank is similar to the battery; thus, the specific
constraints are as follows [36]:

Qtst,t+1 = (1− ηTST
L )Qtst,t −

QTST
D,t ∆t

ηTST
D

+ ηTST
C QTST

C,t ∆t, t = 0, 1, 2 . . . (24)

Qmin
tst ≤ Qtst,t ≤ Qmax

tst (25)

0 ≤ QTST
C,t ≤ uTST

chr,tQ
TST,max
C (26)
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0 ≤ QTST
D,t ≤ uTST

dis,tQTST,max
D (27)

uTST
chr,t + uTST

dis,t ≤ 1 (28)

• Ice-storage tank

Similarly, the operational limitation of the ice-storage tank can be modeled as below [6]:

Qit,t+1 = (1− ηIT
L )Qit,t −

QIT
dis,t

∆t

ηIT
D

+ ηIT
C QIT

chr,t
∆t, t = 0, 1, 2 . . . (29)

Qmin
it ≤ Qit,t ≤ Qmax

it (30)

0 ≤ QIT
chr,t
≤ uIT

chr,tQ
IT,max
chr

(31)

0 ≤ QIT
dis,t
≤ uIT

dis,tQ
IT,max
dis

(32)

uIT
chr,t + uIT

dis,t ≤ 1 (33)

• Demand response

For the sake of simplicity, the demand response capacity constraint and cost function can be
linearized as follows [37]:

CDR = a + bPDR (34)

Pmin
DR ≤ PDR,t ≤ Pmax

DR (35)

where PDR,t is the load that can be curtailed to participate in the demand response at time t.

• Power balance

a. Cooling balance:
ηecPec,t + QIT

D,t −QIT
C,t = Qc,t (36)

b. Thermal balance:
ηecPec,t + QIT

D,t −QIT
C,t = Qc,t (37)

Qrec,t = ηrecHhe (38)

c. Electricity balance:

Psolar,t + Pwind,t + PGT,t − Pec,t + Pdis,t − Pchr,t + PM−,t − PM+,t = Pl,t (39)

Equations (36)–(39) respectively represent cooling balance, thermal balance, and electricity balance,
where Pec,t represents the electrical power consumed by the electric chiller at the moment of time t with
the conversion coefficient ηec; QIT

D,t and QIT
C,t respectively represent the cooling discharging power and

cooling charging power of the ice-storage tank at time t; Qc,t, Qh,t, and Pl,t are the cooling load, thermal
load, and electrical load in the IES; and ηrec and ηhc are the conversion efficiency of heat converter and
heating coil, respectively.

3.4. Energy Efficiency Analysis

Moreover, energy efficiency remains a great concern in IES. If the use of multiple energy sources
is based on a poor level, the existence of IES will have no sense. Therefore, this paper further analyzes
the comprehensive energy use [38], and the expression is formulized as follows:

ηIES,t =
PM−,t + Qc,t + Qh,t + Pl,t

PM+,t + FGT,t + Fb,t
× 100% (40)
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In the above equation, the molecular term represents embodiment of the energy-use terminal,
which are cooling, thermal, electrical load, and electric power export. The denominator term represents
IES energy input, which is mainly natural gas and electricity purchased from the external grid.

4. Solving Methodology

4.1. FCM-CCQ Method

In the above model, the key difficulty lies in the uncertainty and randomness of wind power and
photovoltaic output. In this paper, the scenario-clustering method is adopted to describe the typical
scenarios of the output of this new energy. Traditional clustering methods, such as K-means, fuzzy
c-means, and so on, all have defects, which directly give the number of clustering centers. What is
curious is why they cluster this way. Is such clustering the best solution? It is no doubt that traditional
clustering methods cannot explain this issue. Consequently, we propose a new clustering method,
FCM-CCQ, which can accommodate this problem well. Actually, the first half of the FCM-CCQ method
proposed uses the traditional clustering method, but a further step is added to evaluate the quality of
clustering results, which can guide decision makers to select the optimal number of clustering centers.
The specific solving procedures are shown in Figure 3 as follows:
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First of all, we need to select the initial minimum number of clustering centers l, which is initially
assigned the value of 1 in this paper. However, it does not mean that our final clustering results are
treated as one kind but that it only retains as one kind of clustering result. a is the interval of taking
the number of clustering centers each time. It should be noted that the ultimate goal is to draw a
curve with the number of clustering centers as the X-axis and the average comprehensive quality
score as the Y-axis. b is the weighted index; t is the index set; and S is the set of clustering results.
Then, input the historical data of wind power and photovoltaic Q and initialize the membership matrix
U. Generally, FCM is a continuous iterative calculation of membership matrix U and cluster center C
until they reach the optimum. The iterative formulas are calculated as below [39]:

Ui j =
1

l∑
r=1


n∑

i=1
(qi j−Ci j)

2

n∑
i=1
(qi j−Cir)

2


2

b−1

(41)

Cir =

n∑
i=1

Ub
irqi j

n∑
i=1

Ub
ir

(42)

Furthermore, when the iteration satisfies the termination condition, exit the loop.

‖Uk+1
−Uk

‖ < σ (43)

where k is the number of iterative steps and σ is the error threshold. The above formula means that
the degree of membership will not change significantly if the iteration continues. In other words,
the membership degree has not changed, and it has reached a relatively optimal (local optimal or
global optimal) state.

After obtaining the clustering results
{
l, C(k), U(k+1)

}(t)
, the next step is to score average

comprehensive quality of the clustering results, which is mainly judged from two aspects of clustering:
proximity indicator (PI) and density indicator (DI). The model is formulated as follows:

DI =
1

C(k)

C(k)∑
r=1



√
1
m

m∑
j=1

(
C jr −C

)2

√
1
m

m∑
j=1

(
q j − q

)2


(44)

PI =

C(k)∑
j=1

C(k)∑
k=1,k, j

exp

−(C(k)
j −C(k)

k )
2

2χ2


C(k)(C(k) − 1)

(45)

where m is the number of eigenvalue; C(k)
j represents the clustering center in category j; and χ is just a

constant term.
Finally, calculate the average comprehensive quality score A

(t)
S :

A
(t)
S =

m∑
i=1

A(t)
S,i

m
=

m∑
i=1
{1− [ϕDI + (1−ϕ)PI]}

m
(46)

where ϕ denotes the weight of DI and PI, which sets the value to 0.5. The higher the score is, the better
the clustering quality is. However, with the increase of clustering centers, the higher the score will
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naturally become. At this moment, we need to pay attention to the marginal benefit of each additional
clustering center. When the marginal benefit is lower than a given threshold, it is the optimal number
of clustering centers.

4.2. Overall Solution of the Model

For the overall solution of the optimal dispatching model of FIES, this paper first adopts the
scenario-reduction method to describe the typical output scenarios of wind power and photovoltaic
units. According to the historical output data of wind power and photovoltaic generators, the FCM-CCQ
method [40] is used for cluster analysis and the historical output scenarios are clustered into a rational
number of typical scenarios. Finally, aiming at the minimum expected value of total operating cost,
the optimal scheduling optimization strategy of IES is solved in different typical scenarios. The method
proposed uses the idea of stochastic optimization to convert the uncertainty of wind power and
photovoltaic output into certainty, thus transforming the problem into a general mixed integer linear
programming (MILP), so as to facilitate the solution [41]. The detailed solution process is shown in
Figure 4 below.
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Figure 4. The solution flow chart of stochastic optimization model considering conditional value at
risk (CVaR).
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5. Case Study

In this section, an actual IES in China is taken as the background to carry out research on its
day-ahead low-carbon scheduling. The basic composition of IES in the example of this paper is shown
in Figure 1. The specific contents can be divided into three parts: parameter setting, scenario setting,
and result analysis.

5.1. Parameter Setting

Due to the confidentiality of domestic data, the physical parameters of basic components in IES
are derived from References [42–44] and detailed data are shown in Table A1. Moreover, the parameter
settings of the three energy storage devices in the system can be seen in Table A2. The load curves of
the heating, cooling, and electricity [44] are shown in Figure A1 in the Appendix A. Meanwhile, when
the system interacts with the power grid, time-of-use (TOU) electricity price is taken into account and
it is divided according to the peak, flat, and valley periods of load. Furthermore, the purchase and
sale prices of electricity are divided into three different prices. The specific price curve of interaction
price is shown in Figure A2 in the Appendix A. The simulation adopts MATLAB_2015b (MathWorks
company, Natick, MA, USA, 2015) and calls CPLEX (a toolbox for solving optimization problems)
solver to solve the problem. The computer central processing unit (CPU) used is corei5-4570, and the
memory capacity is 8 GB.

5.2. Scenario Setting

In order to study the impact of the flexible transformation of IES on the total operating cost, carbon
emission, and energy efficiency of the system, three different operating modes are set up. The specific
scenarios are described as follows:

Case 1: traditional operation mode

This operation mode is a reference scenario, and no heat storage or cold storage units are added
in the system. It is still the traditional operation mode that electricity is determined by heat and that
electricity is determined by cold. The flexibility is poor, and the remaining power generation units
remain unchanged.

Case 2: thermoelectric decoupling (TED) operation mode

Distinguished from the benchmark scenario, this operation mode achieves thermoelectric
decoupling by adding a heat storage device; that is, electricity and heat can operate independently,
are no longer constrained by another energy source, have strong flexibility, and is consistent with the
benchmark scenario.

Case 3: cooling, thermal, and electricity decoupling (CTED) operation mode

Compared with the benchmark operation, not only is the heat storage device added but also the
cooling storage system is introduced to realize the thermoelectric decoupling and cooling–electric
decoupling. The three energy sources can be supplied independently, and the system flexibility is the
highest of these three modes.

In order to better understand the above three operating modes, the IES structure diagram of three
different modes is drawn below (Figure 5), in which one can intuitively see the differences of the
three modes.
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Figure 5. Three operating mode structure comparison: (a) Traditional operation mode; (b) thermoelectric
decoupling (TED) operation mode; and (c) cooling, thermal, and electricity decoupling (CTED)
operation mode.

5.3. Result Analysis

5.3.1. Clustering Analysis

Based on 50 groups of wind power and solar historical output data of a real IES, FCM-CCQ
method is used for scenario clustering and the marginal benefit curve of clustering is shown as below:

In terms of Figure 6, with the increase of the number of clustering centers, the average
comprehensive quality score (ACQS) keeps increasing. However, it is obvious that, for each additional
cluster center, its marginal benefit decreases. When the marginal benefit is less than a certain threshold
ξ, the critical point corresponds to the optimal number of clustering centers. Therefore, the optimal
clustering scenario results are determined to be 10 typical wind power and photovoltaic output
scenarios, and the output curves of 10 typical scenarios are drawn as displayed in Figure 7 below:
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In Figure 7, the curves are roughly divided into two groups and each group is composed of
10 curves. The group of curves on the left (lines in blue) is the 10 typical scenarios after the clustering
of photovoltaic (PV) generation. Another set of curves on the right of the figure are the 10 typical
output scenarios after wind power clustering. The scheduling optimization of IES is calculated based
on each typical wind power and photovoltaic scenario. As the principle of dispatching optimization is
the same in each scenario, this paper analyzes the dispatching optimization results under the operation
of Case 3 by taking one typical scenario out of these 10 scenarios.

5.3.2. Basic Analysis of System Energy Supply

After the program calculation, Figures 8–10 show the scheduling results of three different energy
sources in the system at 24 hours a day. In addition, the dashed lines in the three figures represent the
load prediction curves of the three energy sources respectively. In detail, as we can see in Figure 8,
wind power and photovoltaic, as the base load, have priority in power generation and gas turbine,
as the main system power supply unit, is in shutdown state between 0:00–4:00 PM because of its
generating cost, which is higher than the power purchase cost from an external grid but is at peak
load period basically at full output power since the electricity load is at its highest during the day.
Furthermore, to achieve balance between supply and demand at the same time, the peak load period
between 18:00 to 22:00 also curtails part of the electricity, called demand side management. It can be
basically seen that part of the power supply beyond the power load prediction curve is consumed in
the energy storage charging, electric chiller, and selling to the external power grid. Figure 9 illustrates
the scheduling results of thermal energy. It can be observed that the thermal storage tank stores the
excess heat energy in the time periods from 8:00 to 9:00, 12:00, 15:00 to 16:00, and 19:00 to 20:00 and
releases thermal energy during 22:00 to 24:00, which realizes the decoupling of heat energy and electric
energy and makes energy use more reasonable. This measure avoids energy loss and resource waste
caused by excessive heat production by the gas turbine. Figure 10 describes the dispatching result with
satisfaction of cooling load. It can be seen clearly from the image that the ice storage machine uses
electricity to store ice in the off-peak load period (6:00–7:00) of electricity price, which can be observed
is lower than the price at peak load (8:00–9:00) from Figure A2, and then releases cold energy at 8:00,
so as to realize the division of the supply time of electric energy into cold energy, thus avoiding the
high electricity price at peak load and saving the cost of electricity purchase.



Sustainability 2019, 11, 5375 16 of 27

Sustainability 2019, 11, x FOR PEER REVIEW 17 of 27 

cold energy at 8:00, so as to realize the division of the supply time of electric energy into cold energy, 

thus avoiding the high electricity price at peak load and saving the cost of electricity purchase. 

 

Figure 8. Power supply scheduling results. 

 

Figure 9. Thermal energy supply scheduling results. 

Figure 8. Power supply scheduling results.

Sustainability 2019, 11, x FOR PEER REVIEW 17 of 27 

cold energy at 8:00, so as to realize the division of the supply time of electric energy into cold energy, 

thus avoiding the high electricity price at peak load and saving the cost of electricity purchase. 

 

Figure 8. Power supply scheduling results. 

 

Figure 9. Thermal energy supply scheduling results. Figure 9. Thermal energy supply scheduling results.



Sustainability 2019, 11, 5375 17 of 27
Sustainability 2019, 11, x FOR PEER REVIEW 18 of 27 

 

Figure 10. Cold energy supply scheduling results. 

5.3.3. Analysis of Purchasing and Selling Behavior 

The results of electricity purchase and sale are also shown in Figure 8. To further analyze the 

behavior of electricity purchase and sale, the optimization results of electricity purchase and sale 

scheduling are plotted and analyzed separately. 

The main driving factors of the power interaction between the IES and external grid can be 

divided into two categories: economic factors and operational demand factors. First of all, from the 

perspective of economic operation, such as between 0:00–7:00 period, IES adopts continuous external 

electricity purchasing strategy. Combined with the dispatching optimization results, it can be 

analyzed that the external power purchase price is lower than the marginal cost of the gas turbine’s 

power generation operation at this time. Consequently, the gas turbine chooses not to turn on, and 

the remaining electricity is purchased from the external grid to meet the load demand. However, the 

system sells part of the electricity to the external power grid during the periods from 8:00 to 12:00, 

16:00-17:00, and 23:00 to 0:00. The reason is that the feed-in tariff, which is higher than the cost of 

generation, is at its highest during these periods. Therefore, after meeting the daily load, the rest of 

the electricity is still generated on grid. In this way, it is easy to earn profit through price differences, 

and economic efficiency of the system can be improved. Secondly, in the view of the system demand, 

when the generator capacity of the system is insufficient, in order to satisfy the power load demand 

of the system, it is necessary to purchase power from the external grid to fill the power gap, such as 

during the period from 18:00 to 20:00. It can be obviously observed from Figure A1 that the power 

load is in the maximum load period of the day. Due to the limitation of the maximum generating 

capacity, the system must purchase power from the external power grid to meet the power load 

demand gap, which is rigid demand. 

5.3.4. Analysis of Battery Operation Results 

The detail scheduling results of battery charge and discharge behavior are shown as follows: 

As a whole, it can be seen from Figure 10 that there are two charging and discharging processes 

in the whole dispatching cycle. First of all, the first charge and discharge process is obviously an 

arbitrage behavior. During the period from 8:00 to 11:00, the load is in the peak load period and the 

electricity selling price reaches a maximum of 0.85 ¥/kwh. At this time, Figure 11 also shows the 

electricity selling behavior. According to Figure A1, the load is at a trough period between 0:00 and 

7:00 and the purchase price is as low as 0.35 ¥/kwh, so it corresponds to the purchase behavior in 

Figure 12. From the perspective of price difference, it is easy to find that the per unit of electricity 

Figure 10. Cold energy supply scheduling results.

5.3.3. Analysis of Purchasing and Selling Behavior

The results of electricity purchase and sale are also shown in Figure 8. To further analyze the
behavior of electricity purchase and sale, the optimization results of electricity purchase and sale
scheduling are plotted and analyzed separately.

The main driving factors of the power interaction between the IES and external grid can be divided
into two categories: economic factors and operational demand factors. First of all, from the perspective
of economic operation, such as between 0:00–7:00 period, IES adopts continuous external electricity
purchasing strategy. Combined with the dispatching optimization results, it can be analyzed that the
external power purchase price is lower than the marginal cost of the gas turbine’s power generation
operation at this time. Consequently, the gas turbine chooses not to turn on, and the remaining
electricity is purchased from the external grid to meet the load demand. However, the system sells
part of the electricity to the external power grid during the periods from 8:00 to 12:00, 16:00-17:00,
and 23:00 to 0:00. The reason is that the feed-in tariff, which is higher than the cost of generation, is at
its highest during these periods. Therefore, after meeting the daily load, the rest of the electricity is
still generated on grid. In this way, it is easy to earn profit through price differences, and economic
efficiency of the system can be improved. Secondly, in the view of the system demand, when the
generator capacity of the system is insufficient, in order to satisfy the power load demand of the
system, it is necessary to purchase power from the external grid to fill the power gap, such as during
the period from 18:00 to 20:00. It can be obviously observed from Figure A1 that the power load is
in the maximum load period of the day. Due to the limitation of the maximum generating capacity,
the system must purchase power from the external power grid to meet the power load demand gap,
which is rigid demand.

5.3.4. Analysis of Battery Operation Results

The detail scheduling results of battery charge and discharge behavior are shown as follows:
As a whole, it can be seen from Figure 10 that there are two charging and discharging processes in

the whole dispatching cycle. First of all, the first charge and discharge process is obviously an arbitrage
behavior. During the period from 8:00 to 11:00, the load is in the peak load period and the electricity
selling price reaches a maximum of 0.85 ¥/kwh. At this time, Figure 11 also shows the electricity
selling behavior. According to Figure A1, the load is at a trough period between 0:00 and 7:00 and
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the purchase price is as low as 0.35 ¥/kwh, so it corresponds to the purchase behavior in Figure 12.
From the perspective of price difference, it is easy to find that the per unit of electricity profit margin is
0.5 ¥. Therefore, energy storage will automatically use the charging and discharging mechanism to
purchase electricity when the price is low and will sell this part of electric quantity when the price
is highest. However, because of the restriction of maximum energy storage capacity, the maximum
arbitrage space is only a 15-kwh capacity. Moreover, observing the second charge and discharge
process combined with TOU price in Figure A2, we can see that, during the period of 19:00–20:00,
transactions also have arbitrage space but because of the load in the peak load period (as shown in
Figure A1) and in this period of time, according to the results of the scheduling system, the gas turbine
has been in a state of maximum power. At this time, the energy storage must be used as a temporary
emergency power discharge to meet the power load demand, so the electricity is unable to be used for
arbitrage. Figure 11 only has the purchase behavior between 19:00 and 20:00, which also confirms
the process.
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5.3.5. Analysis of Economic, Environmental Benefits, and Energy Efficiency of the CTED Model

To better demonstrate the gain effect of CTED on the system, this paper operates under three
initial settings, namely the traditional operation mode, TED operation mode, and CTED operation
mode and solves the problem to obtain the total system cost and penalty cost of CO2 emission as
shown in the Figure 13 below.
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According to the data in the figure, the total cost and the penalty cost of CO2 emission of CTED
operation mode (Case 3) are both the minimum values under the three modes. Combined with
the analysis of operation results, IES can get rid of the traditional operation mode of “electricity is
determined by heat” and “electricity is determined by cold” when heat storage and cooling storage
equipment are added. To be specific, the extra heat generated by the gas turbine can be transferred
and stored in the heat storage tank through pipelines. When the heat load rises, the heat energy can
be released, avoiding the loss of heat energy and improving the use rate of energy. In the case of
electric energy cooling energy, if the cooling storage equipment increases, it can realize the storage
of cold at the trough of the load and the cooling at the peak load, which reasonably avoid the peak
load electricity price period, save on the total cost of electricity purchase, and improve the flexibility
and variability of energy supply. In conclusion, the CTED mode not only enhances the flexibility of
energy supply but also reduces the operating cost of the system and the penalty cost of CO2 emission.
That is to say, the flexible transformation of IES enhances the flexibility, economy, and environmental
protection of the system operation. Figure 14 analyzes the energy efficiency of the system, and the
calculation results are as follows.
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The three curves in Figure 14 represent the change trend of energy efficiency at 24 h under three
different cases. Obviously, Case 2 and Case 3 show the same energy efficiency most of the time,
and the difference is only reflected in the 5:00–9:00 interval. Combined with the image above, it can be
concluded that the operation mechanism of the cold storage equipment leads to this phenomenon.
The ice storage device stores the cold between 5:00 and 7:00, which converts a piece of electrical energy
into cold energy, and it is stored in the cold storage system, reducing the energy efficiency. During the
period from 7:00 to 9:00, the cooling storage device releases cold, which reduces the intake of electric
energy and improves energy efficiency. However, the energy efficiency curve of Case 1 (green line) is
lower than that of Case 2 and Case 3 at many time periods. As is known, the gas turbine generates
heat while generating electricity, but in order to meet the electrical load demand of the system, the gas
turbine generates surplus heat synchronously. It is precisely because of the lack of heat storage in Case
1 that this part of heat is lost. In Case 2 and Case 3, the excess heat of gas turbine is stored centrally,
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which reduces the loss of heat energy. At the same time, the heat energy is released during the peak
period of thermal load, realizing the efficient use of energy and avoiding the waste of resources.

5.3.6. Sensitivity Analysis

• λ factor sensitivity analysis

Although the uncertainty of photovoltaic and wind power output is described by scene
classification, the expected operating cost is still only an expected value that may occur, but there are
still some risks. This paper uses CVaR risk control theory to reasonably avoid the economic risk of
operating cost deviation. Since the subjective propensity coefficient λ in Equation (2) is externally set
according to the degree of risk appetite, the value of λ will ultimately affect the decision-making result
of the system. Therefore, Figure 14 shows the pareto boundary curve formed by the total expected cost
with its CVaR under different λ.

According to the graph, the expected total cost of IES increases with λ but the CVaR of its actual cost
decreases. The reason is that the larger λ in this model is, the more risk-neutral scheduling strategies
IES will be adopted for random fluctuations of wind power and photovoltaic output. At this moment,
the scheduling strategy can better reflect the pursuit of the scheduling target with the minimum
expected total cost, but it cannot resist the interference of renewable energy output uncertainty on the
whole system. On the contrary, the smaller λ is, the more IES tends to pursue risk-averse scheduling
strategy in the scheduling process and the more IES operators will adopt a conservative scheduling
strategy. Therefore, as clearly observed from Figure 15, IES operators cannot pursue the improvement
of the other targets without compromising either target. The relation curve shown in Figure 15 is a
pareto frontier curve (with respect to coefficient λ). In practical decision-making, IES operators’ choice
of λ cannot be based on this curve. The specific value of λ should be determined by the ultimate
decision-maker’s subjective preference for risk.
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• Sensitivity analysis of carbon emission penalty coefficient

In this numerical example, the penalty coefficient of CO2 emission is given artificially. In order
to study the impact of the penalty price coefficient on carbon emission of IES, this paper sets the
coefficient as 0.1, 0.3, 0.5, 0.7, 1.0, and 1.5 and substitutes them into the model to solve them separately.
The relationship curve between the penalty price coefficient and CO2 emission is illustrated in Figure 16.
The graph demonstrates that, along with the strengthening of penalties to the CO2 emissions, CO2

emissions reduced gradually but the downward trend gradually slows down. CO2 emissions in this
system are only related to the consumption of natural gas and the purchase of electricity from external
power grid. It can be boldly assumed that, when the consumption of natural gas and the external
purchase of electricity reach the limit of functional constraints, CO2 emissions will not decline anymore
because the functional requirements of the system must be met.

Sustainability 2019, 11, x FOR PEER REVIEW 23 of 27 

separately. The relationship curve between the penalty price coefficient and CO2 emission is 

illustrated in Figure 16. The graph demonstrates that, along with the strengthening of penalties to the 

CO2 emissions, CO2 emissions reduced gradually but the downward trend gradually slows down. 

CO2 emissions in this system are only related to the consumption of natural gas and the purchase of 

electricity from external power grid. It can be boldly assumed that, when the consumption of natural 

gas and the external purchase of electricity reach the limit of functional constraints, CO2 emissions 

will not decline anymore because the functional requirements of the system must be met. 

 

Figure 16. Relation curve between CO2 emission and penalty price coefficient. 

6. Conclusions 

First of all, this paper makes an in-depth summary of the development of the operation mode of 

the current IES, analyzes the disadvantages of the operation of the traditional energy system, and 

puts forward a new operation mode of flexible transformation, which constructs a FIES architecture 

with heat and cold storage technology. At the same time, the scheduling model of FIES with low 

carbon economy is established with the optimal scheduling target of system operating economy and 

minimum expected cost of carbon dioxide emission. Stochastic optimization and FCM-CCQ 

clustering method are used to describe typical output scenarios of wind and solar power. In terms of 

system risk control, the risk control theory based on CVaR is proposed and the reasonable control 

module of system risk is introduced into the objective function to further improve the established 

model. Finally, comparing with previous studies, the following differences are drawn through the 

analysis of simulation examples in this paper: 

• Apart from the operation mode of IES in other research, the IES after transformation is in good 

operation condition as a whole, and the cold, hot, and electric loads are satisfied, which ensures 

the reliability of the energy supply of the system. At the same time, heat storage, electricity 

storage, and cold storage equipment are charged/discharged at appropriate times, which further 

improves the flexibility of the overall operation of the system and reflects the principles of 

economical, reliable, and safe operation of IES. 

• Meanwhile, the system is optimized from the perspective of carbon emission and the 

environmental benefit of system operation can be improved after flexible transformation. Based 

on the analysis of carbon emission penalty price mechanism, the conclusion is that CO2 emission 

Figure 16. Relation curve between CO2 emission and penalty price coefficient.

6. Conclusions

First of all, this paper makes an in-depth summary of the development of the operation mode of
the current IES, analyzes the disadvantages of the operation of the traditional energy system, and puts
forward a new operation mode of flexible transformation, which constructs a FIES architecture with
heat and cold storage technology. At the same time, the scheduling model of FIES with low carbon
economy is established with the optimal scheduling target of system operating economy and minimum
expected cost of carbon dioxide emission. Stochastic optimization and FCM-CCQ clustering method
are used to describe typical output scenarios of wind and solar power. In terms of system risk control,
the risk control theory based on CVaR is proposed and the reasonable control module of system risk is
introduced into the objective function to further improve the established model. Finally, comparing
with previous studies, the following differences are drawn through the analysis of simulation examples
in this paper:
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• Apart from the operation mode of IES in other research, the IES after transformation is in good
operation condition as a whole, and the cold, hot, and electric loads are satisfied, which ensures the
reliability of the energy supply of the system. At the same time, heat storage, electricity storage,
and cold storage equipment are charged/discharged at appropriate times, which further improves
the flexibility of the overall operation of the system and reflects the principles of economical,
reliable, and safe operation of IES.

• Meanwhile, the system is optimized from the perspective of carbon emission and the environmental
benefit of system operation can be improved after flexible transformation. Based on the analysis
of carbon emission penalty price mechanism, the conclusion is that CO2 emission will decrease
with the increase of penalty price coefficient but, when it reaches the critical value, it cannot be
further reduced due to the constraint of energy supply demand.

• In terms of energy-use efficiency of the system, compared with the original IES in other research,
the flexible comprehensive energy system can integrally improve the energy-use efficiency and
strengthen the rationality of the use of limited resources.

• Compared with the traditional clustering method, the FCM-CCQ algorithm presented in this
paper can better explain the number selection of clustering centers and the clustering analysis
process is more scientific and logical.

• The stochastic optimization method considering CVaR is adopted to fully consider the risk
existing in the system operation process, which previous studies did not take account into.
Risk management selects the corresponding weighting factor λ according to the decision maker’s
different degrees of risk preference, so the corresponding scheduling optimization strategy is
adopted pertinently.

Finally, the FIES proposed in this paper only makes some basic researches at the level of dispatching
and control, providing references for decision makers to realize control of the global dispatching
strategy of the system. However, the operational constraints of power grid and natural gas network
need to be considered more in the operation of the actual integrated energy system. Thus, future
research can also consider the flexibility of network transformation, so as to form a flexible regional
integrated energy system.
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Table A1. IES basic component physical data.

System Element Pmin(kw) Pmax(kw) Ramp Rate
(kw/h)

Maintenance
Cost (¥/kwh)

Energy Conversion
Efficiency

Gas turbine 30 200 60 0.1685 0.8
Heat exchanger 0 600 — 0.08 0.85

Gas boiler 0 500 — 0.02 0.73
Wind power 0 150 — 0.11 0.95

Photovoltaic power 0 120 — 0.08 0.95
Electric chiller 0 13 — 0.03 4
Heating coil 0 10 — 0.06 0.88

Table A2. Physical data of energy storage device.

Energy Storing
Device

Initial
Energy
Storage
(kwh)

Rated
Energy

Capacity
(kwh)

Discharge/Charge
Efficiency

PC
max

(kw)
PD

max
(kw)

Self-Discharge
Rate

Maintenance
Cost (¥/kwh)

Battery 5 20 0.95 5 10 0.05 0.02
Thermal storage tank 16 160 0.95 80 80 0.0.5 0.015
Cooling storage tank 10 100 0.95 80 80 0.0.5 0.015
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