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Abstract: This paper proposes a hybrid method integrating case-based reasoning (CBR) and analytic
hierarchy process (AHP) methods to reinforce the sustainable performance of an environmental
management system. The CBR–AHP method aims to support the decision-making process to select
environmental management actions (EMAs) aimed at reducing risky trends of the environmental state
of a region. The CBR methods takes advantage of a set of situation–solution pairs called cases, which
are stored in a memory and then retrieved as candidates to solve new problems. Situations in this
work are represented by a set of risky trends of key environmental pathways (KEPs) related to CO2

emissions, air quality, loss of vegetation cover, water availability, and solid waste, the combination of
which damage the environmental state quality of a region. Meanwhile, solutions are represented
by a set of EMAs. Similar situations to a given current situation are retrieved from the memory of
cases, and then their solutions are combined through an adaptation mechanism, until the solution
of the current problem is obtained. The AHP method is used to assign weights to environmental
variables and to alternative solutions represented by EMAs. We used risky trends derived from real
data related to the environmental states of a Mexican region to test the proposed CBR–AHP hybrid
method. The results obtained provided insights into the potential of the CBR–AHP hybrid method
to support the decision-making process to select EMAs aimed at reducing risky trends of current
environmental states.

Keywords: decision support systems; environmental state; case-based reasoning; analytic hierarchy
process; environmental management actions; driving-force variables; pressure variables

1. Introduction

1.1. Background

Interactions between environmental drivers and pressure variables usually bring about incremental
trends over time. Drivers such as population increase and socioeconomic development cause direct
and indirect effects on pressure variables, including the increase of CO2 emissions, air pollution,
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water scarcity, solid waste, forest fires, and loss of vegetation cover. For example, population increase
brings about an increase in solid waste [1–3] and CO2 emissions [4–6], including increased CO2

emissions through greater use of transport [7,8]. It also influences forest fires, which in turn cause
loss of vegetation cover [9,10]. The trends of the interactions between drivers and pressure variables
result in the need to solve important problems, because they increase over time, thus progressively
damaging the state of the environmental quality. An alternative potential solution is to implement
environmental management actions (EMAs) aimed at reducing the trends of interactions that put a
region’s environmental-state quality at risk.

The assessments of such trends are required to select adequate implementable EMAs. However,
the interactions between drivers and pressure variables seriously hinder the understanding of the
effects on the environmental quality, thus impeding the assessments of the state of the environmental
quality. The use of conceptual frameworks is required to facilitate the understanding of the dynamic
processes derived from interactions; most of them are derived from cause–effect relationships between
drivers and pressure variables, as well as the assessments aimed at supporting the decision-making
process to select adequate EMAs.

One of these conceptual frameworks is known as DPSIR [11]. DPSIR stands for D = driving
force, P = pressure, S = state, I = impact, and R = response. The DPSIR framework is applied to
environmental problems such as the development of biodiversity indicators [12], the vulnerability of
water resources to environmental change [13], the effects of population growth on the environmental
quality [14], the biodiversity risks [15], and the management of water resources [16].

The DPSIR framework improved the performance of the PSR (pressure, state, and response) [17],
whose main weakness was that it models chains of cause–effect relations instead of causal networks.
We point out that environmental models based on causal networks represent the real world much
better than those models based on chains of cause–effect relationships. A common version of a DPSIR
helps to guide the construction of the structure of a causal network by placing the key environmental
variables into their corresponding category (for example, in the categories of drivers and pressure
variables), thus facilitating the link of elements belonging to these categories. However, it would be
desirable to integrate a decision-making module within environmental management systems (EMSs) to
support the selection process of EMAs. This work proposes to integrate a decision-making module into
an EMS to select a set of EMAs aimed at improving the current risky trends of the environmental state.

The case-based reasoning (CBR) methods belong to the category of artificial intelligence (AI)
methods called problem solvers. They use past experiences to solve current problems [18,19].
An experience or a case is composed of a situation, or a problem, to be solved, along with its
corresponding solution. In such a way that a set of cases or past experiences can be stored in a memory
of cases (MC). The basic problem to be solved using the CBR methods can be stated as follows: given a
current situation that represents a problem that needs solving, retrieving similar situations from the
MC permits and adapting their solutions to help obtain a new solution [20,21].

We state that the situation–solution pair represents a type of knowledge stored in the MC, which
is used to solve new problems. Two relevant problems concern the development of a CBR method,
the development of a knowledge base where the set of cases are represented and the mechanisms
to index the situations of stored cases similar to the current situation, which is accomplished by a
similarity metrics [22]. Consequently, the CBR methods can be considered as part of the category of
knowledge-based systems in AI [23,24].

It is important to point out that in the CBR method, the new problems to be solved and the
stored cases, or experiences, of the MC belong to the same domain. CBR methods are applied to
diverse environmental problems: prediction of ecological risks of pesticides [25]; water pollution
assessment [26]; pollution control and clean-up materials [27]; forest fire management [28]; sewage
treatment [29]; and waste treatment [30].
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Several frameworks of the CBR method were proposed. However, the CBR method essentially
contains a memory of cases, a retrieving process, an adaptation mechanism, and a refinement
module [31–35].

The application of the CBR method to environmental problems requires weighting the variables
involved in the environmental state to highlight their relevance when the decision-making processes
to select EMAs take place. However, the CBR method is not capable of weighting such variables and
ordering them by priority. On the contrary, the analytical hierarchical process (AHP) method can
weight a set of variables and order them by priority to facilitate their selection within a decision-making
process. Both the CBR and the AHP methods belong to the category of multiple criteria decision
making (MCDM) methods.

Based on an analysis of advantages and disadvantages of the CBR and AHP (analytical hierarchical
process) methods, we aim to show that the integration of both methods is convenient to solve the
problem of weighting the variables involved in this study. Thus, the AHP method will be incorporated
as part of the CBR framework in this work.

1.2. The Proposal: A Hybrid CBR–AHP Method Integrated into an EMS

The decision-making process in environmental projects can be complex and seemingly intractable,
principally because of the inherent trade-offs between sociopolitical, environmental, ecological, and
economic factors. Consequently, selecting from among many different alternatives often involves
making trade-offs that fail to satisfy one or more stakeholder groups [36]. Derived from the analysis
of advantages and disadvantages of both methods, we will show that the AHP method represents a
counterbalance of an important weaknesses of the CBR method related to the assignment of weights to
environmental variables and to EMAs.

The CBR method is also considered as a MCDM method because it can support decision makers
with candidate solutions to solve new problems [37–40]. Meanwhile the AHP method is “a theory of
measurement through pairwise comparisons and relies on the judgments of experts to derive priority
scales” [41]. Thus, the major characteristic of the AHP method is the use of pairwise comparisons,
which are used both to compare the alternatives with respect to the various criteria and to estimate
criteria weights [40]. We describe below some important advantages and disadvantages related to
CBR and AHP methods that aim to propose the integration of the AHP method into the structure of
the CBR method to reinforce its performance.

Advantages of the AHP method. The hierarchical structure of the AHP allows users to deal with
problems of different sizes within multifactorial and multidisciplinary contexts. In case of inconsistency,
decision makers can review, revise, and change until judgments become consistent, thus guaranteeing
consistency [38]. This is a basic ingredient for making good decisions. Comparisons can be made using
both quantitative and qualitative indices [42]. In addition, it is simple to use and understand [40–43].

Disadvantages of the AHP method. As the number of comparisons increases, it becomes extremely
difficult to maintain the consistency ratio (CR) value within 0.1. The AHP methods are based on pairwise
reciprocal comparison matrices that express the preference of experts for criteria and alternatives.
The acceptance or rejection of AHP matrices based on their consistency is an important objective in this
method. The transitivity rule is crucial in the checking process of consistency, which can be explained
by the following example: If the preference of alternative A is greater than the preference for B, and the
preference for alternative B is greater than the preference for C, the preference for alternative A is
greater than the preference for C, using the transitivity rule. Otherwise, the matrix is rejected due
to the inconsistency of preferences expressed by experts or decision makers. A way of measuring
consistency is using the consistency ratio (CR) through the following expression: CR = CI/RI, where
CI represents the consistence index and RI is the average value of CI for random matrices using the
Saaty scale, which suggests that the entities for comparison should not exceed 9 [42]. The terms CR, CI,
and RI will be used in Section 2.2.2 for checking consistency of criteria and alternatives treated in this
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paper. The formal definition and analysis of these terms is outside the scope of this paper, so for more
details about these concepts, refer to Saaty [42].

If the consistency ratio exceeds the limit, decision makers have to revise the pairwise comparisons
again. Therefore, it may be time-consuming reaching consensus, because decision makers have to
compare each cluster in the same level in a pairwise fashion, based on their own experience and
knowledge, and through subjective judgements, in such a way that different opinions about weights of
each criterion can complicate matters.

Advantages of the CBR method. It takes advantage of experiences composed of situations–
solutions pairs, also called cases, which are stored in the MC. Cases stored in the MC similar to the
current situation are retrieved using just one equation to calculate the similarity value. Even though
the similarity metrics use an exponential expression, it is simple to calculate. Therefore, a comparison
between whole situations is performed, instead of a pairwise comparison between entities that compose
the situations. The new experiences are not lost, because they are stored in the MC and can be used to
solve future problems. One experience stored in the MC can be continuously enriched and refined,
without affecting other cases or experiences. CBR is simple to use and understand [40].

Disadvantages of the CBR method. CBR is sensitive to inconsistent data [40]. CBR does not have
its own mechanism to calculate weights, which is required in two moments of the process to obtain
a solution: (1) in the similarity process to retrieve situations stored in the MC similar to the current
situations; and (2) in the adaptation mechanism, where several candidate solutions composed of EMAs
are combined to build the final solution.

In a CBR method, the lack of one mechanism to verify consistency of the assigned weights to the
entities of criteria and alternatives to relieve the problem of subjective judgements can bring about
inadequate selection of EMAs, which is not good for the sake of sustainable performances.

1.3. Justification of the Proposed CBR–AHP Hybrid Method

Based on the preceding analysis, we propose a hybrid method integrating an AHP method into
the CBR method to help relieve the problem of lack of consistency checking intrinsic to the CBR. On the
one hand, the AHP method will be used to calculate weights to be assigned to environmental variables,
which are used to calculate the similarity between situations of the MC and the current situation. On the
other hand, a set of most similar situations of the MC to the current situation is provided to decision
makers. These situations have associated their corresponding candidates to solutions composed of a
set of EMAs that can be adapted to obtain a unique solution. The candidate EMAs to solutions will
serve as alternatives of an AHP method, where the criteria are derived from a questionnaire related
to environmental issues of the region, which will be responded to by experts in the environmental
domain. This hybrid method (CBR–AHP) will combine the advantages of both methods to reinforce or
improve the performance of the CBR method, both in the similarity calculations to retrieve similar
cases and in the adaptation process to propose adequate EMAs to decision makers.

1.4. The Scope of This Paper

The scope of this paper is derived from the problem statement of this proposal, which is described
as follows: Given a current situation described by a set of current risky trends of key environmental
pathways to retrieve a set of similar situations stored in the memory of cases, whose corresponding
solutions will be adapted to find a final solution? Thus, this paper is centered on the decision-making
process that aims to select a set of adequate EMAs, using the CBR–AHP hybrid methods. However,
we would like to point out that the decision-making process is integrated into an EMS. This hybrid
method was applied to the case of the state of Morelos, in Mexico, with real data during the period
2000–2010. We used a near-future outlook proposed by the Organization for Economic Cooperation and
Development (OECD) [44], which serves as guidance for achieving good environmental states by 2030.
In this Outlook to 2030, several scenarios are described by combining states of CO2 emissions, waste,
water, biodiversity, and air quality. The scenarios represent bad, medium, and good environmental



Sustainability 2019, 11, 5649 5 of 30

situations that could occur in the year 2030 in the case of adequate or inadequate implementation
of EMAs.

2. Materials and Methods

2.1. Materials

The materials used in this paper are derived from a previous study [45]. In that work, we aimed
to study the effects of the population increase on key environmental variables (KEVs) that affect the
environmental quality of a region over time during the period 2000–2010. The main reason for choosing
this period was because the official source of data related to population increase, which represents the
driving force variable of this study, is the population census made by the INEGI (the National Institute
of Statistics, Geography and Informatics) every 10 years. The next release of population data will be in
the year 2021, which would correspond to the period 2011–2020.

2.1.1. The Compiled Data for the Period 2000–2010

For this study, we have considered 9 variables, whose values were compiled during the period
2000–2010. Population increase represents the driving-force variable and the remaining 8 variables are
categorized as pressure variables; five of them are considered as KEVs (CO2 emissions, air quality, loss
of vegetation cover, water availability, and solid waste). Two variables out of 9 contribute to the increase
of the loss of vegetation cover (transport roads and forest fires), and, finally, the variable representing
the increase of transport vehicles, which is the main variable that contributes to CO2 emissions.

The data of the driving-force variable and pressure variables were compiled from different official
institutions in Mexico and the USA [46–54]. Then, an average per year of each variable was calculated.
We also used the percentage increase of each involved variable between the years 2000 and 2010. This
percentage increase is calculated between the year 2000, which represents the reference, and the rest
of the years until the year 2010. The percentage increases between the year 2000 and the remaining
years are the values used to calculate the trends of the causal relationships between pairs of variables.
Appendix A shows the average per year of each variable of this study, as well as their corresponding
percentage increase. The meaning of variables shown in this table are the following: Pop: population;
Trans-Ro: transport roads; FF: forest fire; LVC: loss of vegetation cover; Trans-Ve: transport vehicles;
Sol-Was: solid waste; CO2: CO2 emissions; and Air-Q: air quality, mainly represented by PM2.5.

The percentage increase is calculated by the following expression: ((Vcurrent-year − V2000)/V2000) ×
100. As an example, we use the data related to the LVC variable. The value of the variable Vcurrent-year

will be represented from the year 2001 to 2010 by taking the variable value at the year 2000 as reference.
For the Vcurrent-year = V2001; ((V2001 − V2000)/V2000) ×100 = ((201.5 − 90.4)/90.4) ×100 = 122.9%.

That is, the variable of LVC increased 112.8% in 2001 with respect to the LVC value at the year 2000.
For Vcurrent-year = V2002; ((V2002 − V2000)/V2000) ×100) = ((257.0 − 90.4)/90.4)) × 100 = 184.29%.

In this case, the variable of LVC increases 184% in 2002 with respect to the LVC value in the year 2000.
The set of the percentage increase values corresponding to the years 2003 to 2010 is calculated in a

similar way. The percentage increase values corresponding to the remaining variables involved in this
study are calculated in a similar way.

2.1.2. Trends of Causal Relationships between Drivers and Pressure Variables

As mentioned in a previous paper [45], we have defined several concepts that will be utilized in
this work to develop the CBR–AHP method that will support the decision-making to select EMAs.
The concept known as “causal relationship” is one of them. It uses the data depicted in Appendix A. It is
represented by the following expression: ∆X→ ∆Y, where X represents the independent or explanatory
variable, and Y represents the dependent or response variable. The symbol “→” represents an action
of causality between X and Y. Meanwhile, the symbol ∆ represents an increment. Then, the expression
∆X→ ∆Y can be read as follows: as the variable X increases, the variable Y also increases. Table 1
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shows a set of causal relationships and their equation corresponding to the straight line interpolated
using the linear regression method. We consider that B1 (the slope value) quantifies the relationship
between the independent and dependent variables. For example, the B1 value (see Table 1) in the
relationship population–air quality is 0.4 expressed in tangent values (22.7◦ in angular values and
0.25 in normalized values), which can be interpreted as follows: the explanatory variable (population)
does not cause important effects on the response variable (air quality). On the contrary, the B1 value
in the relationship population–FF (Forest Fires) is 23.3 expressed in tangent values (87.5◦ in angular
values and 0.97 in normalized values), which can be interpreted as follows: the explanatory variable
(population) has very important effects on the response variable (forest fires). Thus, the B1 value gives
us an interesting idea about the level of the current trends of the relationships between the involved
variables in this study.

Table 1. The relationships between drivers and pressure variables used in this work. The slopes are
expressed in tangent, angular, and normalized values.

Causal Relationships
Equations of the

Interpolated
Straight Line

B1 Expressed
in Tangent

Values

B1 Expressed
in Angular

Values

B1 Expressed
in Normalized

Values
R2

∆Pop→ ∆CO2 y = 4.7 + 2.5x 2.5 68.4◦ 0.76 0.92

∆Pop→ ∆Trans-Ve y = 8.45 + 7.8x 7.8 82.7◦ 0.92 0.99

∆Pop→ ∆Sol-Was y = 5.14 + 1.7x 1.7 59.7◦ 0.66 0.83

∆Pop→−∆Wat-Av y = 0.03 + 2.5x 2.5 68.1◦ 0.76 0.81

∆Pop→ ∆Air-Q y = 7.2 + 0.4x 0.4 22.7◦ 0.25 0.07

∆Pop→ ∆FF y = 294 + 23.3x 23.3 87.5◦ 0.97 0.41

∆Pop→ ∆Trans-Ro y = 4.4 + 2.8x 2.8 70.2◦ 0.78 0.80

∆Trans-Ve→ ∆CO2 y = 1.8 + 0.3x 0.3 17.6◦ 0.20 0.94

∆FF→ ∆LVC y = 57 + 1.1x 1.1 48.8◦ 0.54 0.61

∆Trans-Ro→ ∆LVC y = 276 + 13.9x 13.9 85.9◦ 0.95 0.65

A particular situation takes place with relationship ∆Pop→−∆Wat-Av, which means that, as the
population increases, the reduction of water availability also increases.

2.1.3. Integration of the CBR–AHP Hybrid Method into the EMS

The proposed method is part of the processes that take place within an EMS. This method is
focused on the decision-making process of the EMS. In order to facilitate the understanding of the
processes involved in the EMS, we will give a brief description of them by highlighting the importance
of the role of the proposed method within the decision-making process. A simplified version of
the EMS, represented by a block diagram, is used to describe the processes involved in the EMS
(see Figure 1).
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Figure 1. The environmental management system (EMS) and its main steps.

Due to the fact that the EMS was already reported [45], it is included in this section of materials.
In contrast, the decision-making process, which is situated in the EMS-Step 5 of the EMS, will be
described in the methods section, because it is the main proposal of this work.

We will briefly describe the processes taking place within the EMS, which is composed of 6 steps.
The EMS-Step 1, EM-Step 2, EM-Step 3, and EMS-Step 4 are already developed and reported [44].
The EM-Step 5 is presented in this work. Due to the fact that the EM-Step 6 is currently under
development, it is only mentioned but not analyzed. Figure 1 (below) depicts the steps of the EMS.

A brief description of the EMS. Our main objective was to study the effects of the population
increase, playing the role of a driving-force variable, on pressure variables, which affect the state of the
environmental quality and cause impacts on different issues related to the environment. Based on
assessments of the environmental state, a set of EMAs are proposed. The selection of adequate EMAs
becomes a challenge for decision makers to support a sustainable performance of the EMS.

On the processes taking place within the EMS. Based on Figure 1, the EMS starts with the
compilation of data related, with 9 variables from which we build a set of causal relationships
(EMS-Step 1), which are mainly associated with socioeconomic and environmental aspects. In the
EMS-Step 2, a set of key environmental pathways (KEPs) linking the population increase with KEVs
are built and aggregate to build an environmental state index in the EMS-Step 3. Thus, KEPs are
composed of a sequence of cause–effect relationships between drivers and pressure variables. Each KEP
is associated with one KEV, namely CO2 emissions, solid waste, water availability, loss of vegetation
cover, and air quality. In the EMS-Step 4, the assessment of risky trends of KEPs is carried out, which
will be used as input data to EMS-Step 5, where the decision-making process to select adequate EMAs
takes place. Finally, the implementation of the adequately selected EMAs should be monitored to
assess their performance, which takes place in EMS-Step 6.

2.1.4. Set of KEPs

The set of KEPs is described in Table 2. A main characteristic of these KEPs is that they link
the population node with the nodes representing the KEVs, and all of them converge into the global
environmental state (GES) node. As we can see, a GES index or aggregate indicator was built, because
the five KEPs converge into the GES node.
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Table 2. The key environmental pathways (KEPs).

KEPs Sequence of Relationships Representing the KEPs

Path_Sol-Was ∆Pop→ ∆Sol-Was→ GES

Path_Water-Av ∆Pop→-∆Wat-Av→ GES

Path_Air-Q ∆Pop→ ∆Air-Q→ GES

Path_CO2 (((∆Pop→ Trans-Ve) ∧ (∆Trans-Ve→ ∆CO2)) + (∆Pop→ ∆CO2))→ GES

Path_LVC (((∆Pop→ ∆FF) ∧ (∆FF→ ∆LVC)) + ((∆Pop→ ∆Trans-Ro) ∧ (∆Trans-Ro→ LVC)))→ GES

2.1.5. A Set of EMAs to Improve the Environmental State

Appendix B shows a set of EMAs. One or several of these EMAs represent alternatives to reduce
the trends of the KEPs and, consequently, of the GES.

2.1.6. The OECD-Outlook to 2030

The OECD has proposed an Environmental Outlook to 2030 that depicts a set of favorable and
unfavorable environmental scenarios associated with semaphore lights, as follows (text reproduced
from [44]): “Green light = environmental issues which are being well managed, or for which there have
been significant improvements in management in recent years but for which countries should remain
vigilant; Yellow light = environmental issues which remain a challenge but for which management is
improving, or for which current state is uncertain, or which have been well managed in the past but are
less so now. Red light = environmental issues which are not well managed, are in bad or worsening
state, and require urgent attention.”

These scenarios could be reached from the current state, depending on the implementation or
non-implementation of EMAs.

2.2. Methods

The methods shown in this work are related to the decision-making process taking place in Step 5
of the EMS, which is shown in Figure 1.

Figure 2 depicts the steps of the decision-making process aimed at selecting a set of adequate
EMAs, given a set of risky trends of the KEPs. The description of the current situation takes place
in DM-Step 1 (DM stands for decision-making). The current situation is composed of trend values
of KEPs. These KEP values are the input of one of the two modules of the DM-Step 2, which is in
charge of providing an order of priority of KEPs by applying the AHP method. This method also
checks the consistency of the provided order. In DM-Step 3, a set of weighted KEPs representing the
current situation is the input data of the similarity calculations to retrieve similar cases stored in the
MC. The output of the DM-Step 3 represents a set of retrieved cases whose situations are the most
similar to the current situations. This set of retrieved cases is provided to the adaptation mechanism.
In DW-Step 4, when two or more than two EMAs are proposed as candidates for the solution, the EMAs
are ordered by priority using the AHP method, which also checks the consistency of the order of
priority. The output of the DM-Step 4 provides the selected EMAs by order of priority to decision
makers. Finally, new situations and/or solutions, as well as modified situations and/or solutions, will
be stored in the MC in the refinement process that takes place in DM-Step 5.
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Figure 2. The steps of the decision-making process that selects adequate environmental management
actions (EMAs).

The framework of the CBR method of this paper has the common components of the traditional
frameworks found in [31–35].

The next sections deal with the methods and concepts associated with the CBR–AHP hybrid
method proposed in this work by following the steps depicted in Figure 2.

2.2.1. DM-Step 1: Description of the Current Situation

The behavior of the trend values of KEVs over time is due to a sequence of cause–effect relationships
between drivers and stressors that damage the environmental state. Such sequences are represented
by KEPs, which are combined to build the GES index. This is the reason why we use trend values of
KEPs in the construction of situation–solution pairs or cases to be stored in the MC. Therefore, the
current situation is described in terms of current trend values of KEPs. In addition, through the use of
KEPs, we are able to identify those relationships that are causing the most, or the least, damage to the
GES. One KEP is always associated with one KEV.

These current trend values can be expressed in angular or normalized values as shown below.
State:

Path_CO2: Angular value/Normalized value
Path_Sol-Was: Angular value/Normalized value
Path_Wat-Av: Angular value/Normalized value
Path_LVC: Angular value/Normalized value
Path_Air-Q: Angular value/Normalized value
GES: Angular value/Normalized value

2.2.2. DM-Step 2: The MC and the Order of Priority of KEPs

Several considerations concerning the construction of the MC were taken into account. A set of
KEPs associated with five KEVs were defined; we assessed the trend values of each KEP with risk
values belonging to a range expressed in three different terms: tangent values (0,∞); angular values
(0◦, 90◦); and normalized values (0, 1), where 0 or 0◦ represents the minimum risk and∞, 90◦, and 1
represent the maximum. Five regions at risk were determined where a given trend value could fall
inside; these regions at risk will be composed of a finite number of predefined situations, along with
their solutions, which are composed of a set of EMAs.

A situation in the MC will be mainly composed of six values, corresponding to the five KEPs and
the GES value. Meanwhile, the solution contains EMAs aimed at reducing the trends of the KEPs
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associated with the highest-risk trend values. The MC used in this work is shown in Appendix C,
which is composed of 243 cases or situation–solutions pairs.

Method to Define the Number of Potential Cases to Be Stored in the MC

Considering that the trend value of a KEP can fall inside five potential zones at risk, as described
in Table 3, the total number of situations would be Rn, where R is the number of KEPs and n is the
number of regions at risk. Hence, R = 5 and n = 5, thus 55 = 3125 potential situations by considering
only one value for each KEP. This value will be represented by the centroid value of the regions at risk,
which are expressed in angular or normalized values in Table 3. The centroids are also shown in the
third and fifth columns of Table 3.

Table 3. The centroids of the ranges at risk expressed in angular and/or normalized values.

Regions at Risk Ranges in Angular
Values

Centroid in
Angular Values

Ranges in
Normalized Values

Centroid in
Normalized Values

Region at very low risk (0◦, 20◦) 10◦ (0, 0.222) 0.111

Region at low risk (20◦, 40◦) 30◦ (0.222, 0.444) 0.333

Region at medium risk (40◦, 60◦) 50◦ (0.444,0.666) 0.555

Region at high risk (60◦, 80◦) 70◦ (0.666, 0.888) 0.777

Region at very high risk (80◦,∞) 85◦ (0.888, 1] 0.944

Thus, each KEP could have five centroid values, one for each region at risk. The main reason why
the centroid of each region at risk is chosen is that we need a reference of each region at risk to initiate
the search for a situation stored in the MC similar to the current situation.

As the number of regions at risk rises, the number of potential solutions rises. And as the number
of KEPs increases, the number of potential solutions increases, as well. For example, if we suppose
that the number of regions at risk increases up to eight zones and the number of KEPs up to six, then
the result would be 68 = 1,679,616 potential situations. Thus, an exponential increase is expected as
both variables increase. As we can see, this number of potential situations is not easy to handle in
practical terms.

A Pruning Method to Reduce the Number of Potential Cases to Be Stored in the MC

A practical and representative number of situation–solution pairs (cases) should be stored in
the MC. As explained before, the number of potential situations by considering one reference value
(the centroid of the regions at risk) for each one of the five regions at risk and five KEPs would yield
55 = 3125 potential situations. On the other hand, the solution will be composed of a set of EMAs to be
proposed to users. If we consider five EMAs (see Appendix B) for each KEP, then the potential solutions
will be 55 = 3125 potential solutions. Therefore, the total number of potential situation—solution
pairs (cases) would be 3125 × 3125, and then the total of potential situation–solution pairs (cases)
would be 9,765,625. This number of cases stored in the MC would be very hard to handle from a
practical point of view. However, we can reduce this complexity by considering practical measures. For
example, the current situations falling inside the regions at very low and low risk are not candidates to
implement EMAs because these regions are not at risk at all. Thus, the number of potential situations
that are candidates to apply EMAs would be reduced to 35 = 243, which corresponds to the regions
at medium, high, and very high risk for the five KEPs. We can verify that 243 situations represent
7.77% of the total of 3125 potential situations, if the five regions at risk were considered. At the same
time, we could consider two of the EMAs for each potential situation, which yields 25 = 32 potential
solutions for each potential situation. Finally, after applying these pruning measures, the total of
potential situation–solution pairs (cases) would yield 243 × 32 = 7776. This number of cases is easier
to handle.
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Another criterion to reduce the number of cases is related to the current situations that have one,
or more than one, KEP whose current trend is located in the region at high risk or in the region at very
high risk. We will give priority to those current values of the KEPs that fall either inside the regions
at high or very high risk. More precisely, with normalized values ≥0.777 or ≥0.944. Derived from
this consideration and based on 243 cases derived from the combination 35 = 243 mentioned before,
we have classified the situations stored in the MC in accordance with their associated EMAs as follows:
85 with three EMAs, 76 with four EMAs, 40 with two EMAs, 31 with five EMAs, and 11 with one EMA.

The AHP Method to Determine the Order of Importance Given to the Questions

The calculation of similarity measure requires weighting KEPs for the simple reason that they
are not of the same nature. The purpose of weighting KEPs is to assign them a level of relevance
within a particular context, which is composed of specific socioeconomic and sociopolitical factors,
technical capacities to implement the EMAs, and the capacity of each variable to affect the state of
other variables. The fact of assigning weights to a set of KEPs requires verifying consistency of the
order of priority. The consistency checking will be carried out by the AHP method.

The methods to assign weights to KEPs need reliable information and knowledge in order to be
valuable and usable. In the domain of environmental problems, the direct intervention of experts is
more reliable [55]. Such information and knowledge can be elicited through the direct intervention of
experts. Knowledge elicitation is the process of collecting information from human knowledge that
is thought to be relevant to that knowledge [56]. In direct elicitation methods, the domain expert is
questioned to obtain information, which has to be easily expressed by the expert. A direct method is
the application of a questionnaire [57–60].

We consulted a group of experts to determine an order of preference to be assigned to the KEPs
associated with EMAs and to the issues contained in the questions. The experts belong to different
areas, namely climate change, water, solid waste, biodiversity, and air quality. For each question,
the expert should know the real context of the region. Table 4 shows the questions applied to a group
of experts.

Table 4. Questionnaire to assign an order of preference to KEPs and EMAs. The criteria to assess the
alternatives are derived from the questions described in this table.

Questions

Question 1. What implementable EMAs related to the different environmental variables provide the major
benefit to the current environmental quality of the region?

Question 2. What key environmental variable has the major influence or effects on the remaining key
environmental variables being considered?

Question 3. Based on the real situation of the region under study: which of the EMAs associated with key
environmental variables are more feasible to be implemented, from the socioeconomic, sociopolitical and
technical point of view?

Question 4. In the case of the implementation of EMAs, what key environmental variable would have a major
positive effect on the improvement of the environmental quality, considering the OECD-Outlook toward the
future (2030)?

Question 5. What KEV of this study represents the most international concern?

The process to weight the KEPs is composed of three steps: (1) We have prepared a questionnaire
designed to define the criteria from which the order of priority of KEPs is determined; (2) we have
defined an order of preference both for the questions and for the KEPs; and (3) the AHP method was
applied to verify the consistency of the order of preference given to criteria and to KEPs.
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The order of preference, for five variables can be expressed as follows: X1 > X2 > X3 > X4 > X5.
Eventually, the order of preference between two variables can be defined by “equal”; for example,
X3 = X4, which can be read as X3 is equally preferred to X4. A scale of pairwise comparison is shown
in [42], with the following order of preference: extremely preferred (9), very strongly to extremely (8),
very strongly preferred (7), strongly to very strongly (6), strongly preferred (5), moderately to strongly
(4), moderately preferred (3), equally to moderately (2), and equally preferred (1).

Table 5 shows two important averages: the points average obtained by KEPs and the points
average obtained related to the five questions, both derived from the opinions of the experts. These
averages will provide us with an estimation of the order of preference both for the KEPs and for the
questions. The estimation of the order of preference for the questions is the following: Q5 > Q2 >

Q1 > Q3 > Q4. Meanwhile, the estimation of the order of preference given to KEPs is the following:
Path_LVC > Path_Wat-Av > Path_Sol-Was > Path_CO2 > Path_Air-Q. The AHP method will be used
to confirm the order of preference for both the questions and the alternatives represented by KEPS
associated to EMAs by checking the consistency ratio. Figure 3 shows the hierarchy to be analyzed,
which shows at the first level the “Selecting Adequate EMAs” node that represents the goal to be
reached, the criteria at the second level, and the alternatives at the third level. The criteria are derived
from the questions shown in Table 4; meanwhile, the alternatives represent the EMAs/KEPs.

Table 5. Results of the questionnaire described in Table 4.

Questions Path_CO2 Path_Air-Q Path_LVC Path_Sol-Waste Path_Wat-Av Average of the Points
Assigned to Questions

Question 1 2.48 1.92 3.92 2.72 3.92 2.992

Question 2 2.84 2.00 4.32 2.32 3.56 3.008

Question 3 2.08 1.76 4.16 3.80 3.08 2.976

Question 4 2.40 1.60 4.28 2.80 3.76 2.968

Question 5 3.92 1.84 2.96 2.32 4.24 3.056

Average of KEPs 2.744 1.824 3.928 2.792 3.712

1 

 

 

 

 

Figure 3. The hierarchical graph depicting the criteria and alternative EMAS/KEPs.

The AHP method applied to determine the order of importance given to the questions is shown
below. The criteria comparison matrix (Matrix A) to determine the order of importance of the questions
is shown below.
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Matrix A:

Qs Q1 Q2 Q3 Q4 Q5

Q1 1 1/3 3 5 1/5
Q2 3 1 5 7 1/3
Q3 1/3 1/5 1 3 1/7
Q4 1/5 1/7 1/3 1 1/9
Q5 5 3 7 9 1.0

Sum of Columns 9.533 4.675 16.333 25 1.786

The normalized column sums of the matrix A are shown below. The Eigen Vector is shown in
column 7, which is determined by the average of each row.

Qs Q1 Q2 Q3 Q4 Q5 Eigen Vector (x) or Criteria Weights

Q1 0.105 0.071 0.184 0.200 0.112 0.134
Q2 0.314 0.214 0.306 0.280 0.186 0.260
Q3 0.035 0.043 0.061 0.120 0.081 0.068
Q4 0.021 0.030 0.020 0.040 0.064 0.035
Q5 0.524 0.641 0.429 0.360 0.556 0.502

Sum of Columns 1 1 1 1 1 1

As shown by the Eigen Vector or criteria weights, the criterion described by Q5 is the most important
one. It deals with the key environmental variable that represents the major international concern.

The next step is to check for consistency. For example, it should meet the transitivity rule as
follows: If criterion A is preferred to criterion B, and B is preferred to C, then A is preferred to C. If the
consistency ratio is CR ≤ 0.1, it indicates sufficient consistency for decision.

[Ax]·[x]−1 is called the consistency vector. λmax (the Eigen Value) determines the average of the
elements of the consistency vector, which is defined as follows: λmax = average[Ax]·[x]−1. The consistency
vector represented horizontally is the following:

[Ax] = [0.134 0.260 0.068 0.035 0.502]

and the Eigen value λmax is:

λmax = average (0.699/0.134 + 1.414/0.260 + 0.341/0.068 + 0.177/0.035 + 2.743/0.502)

λmax = 5.238

The consistency index (CI) is calculated as follows: CI = (λmax − n)/(n − 1) = (5.238 − 5)/(5 − 1)
= (0.238/4) = 0.0595, where n = 5, which represents the number of the criteria. We calculate CR,
the consistency ratio, which is defined by the following expression: CR = CI/RI, where RI is the
random index.

The value of the RI depends on the number of alternatives (n), as shown below. As mentioned in
Section 1.2, based on the Saaty scale, the RI value depends on the number of entities of criteria and
alternatives represented by n [42]. In our case n = 5, thus, the RI value is 1.1.

n 1 2 3 4 5 6 7

RI 0 0 0.52 0.88 1.1 1.25 1.35

Finally, the consistency ratio is CR = CI/RI = 0.053/1.1 = 0.048. It indicates sufficient consistency
for decision because CR < 0.1.
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The AHP Method to Determine the Order of Priority of the Alternatives (KEPs)

Thus, we have to consider the five alternatives representing the KEPs for each of the criteria based
on Q1, Q2, Q3, Q4, and Q5, as shown in Figure 3, Section 2.2.2. For lack of space, we determine only the
weights assigned to alternatives linked to the criterion Q5, as shown in Figure 4. As mentioned before,
the estimation of the order of preference given to KEPs associated with their EMAs is the following:
Path_LVC > Path_Wat-Av > Path_Sol-Was > Path_CO2 > Path_Air-Q.
 

2 

 

Figure 4. The goal, criteria, and alternatives represented by EMAs/KEPs.

Matrix A is shown below:

EMAs Related to KEPs Path_CO2 Path_LVC Path_Sol-Was Path_Wat-Av Path_Air-Q

Path_CO2 1 1/7 1/3 1/5 3
Path_LVC 7 1 5 3 9

Path_Sol-Was 3 1/5 1 1/3 5
Path_Wat-Av 5 1/3 3 1 7
Path_Air-Q 1/3 1/9 1/5 1/7 1

Sums of columns 16.333 1.786 9.533 4.675 25

Matrix A with normalized values and the priority or Eigen Vector.

EMAs Related to KEPs Path_CO2 Path_LVC Path_Sol-Was Path_Wat-Av Path_Air-Q Priority or Eigen Vector

Path_CO2 0.061 0.079 0.035 0.043 0.12 0.068
Path_LVC 0.428 0.559 0.524 0.642 0.36 0.503

Path_Sol-Was 0.183 0.112 0.105 0.071 0.20 0.134
Path_Wat-Av 0.306 0.186 0.315 0.213 0.28 0.260
Path_Air-Q 0.020 0.062 0.020 0.030 0.040 0.034

Sums of columns 1 1 1 1 1

We recall that the following results are related to alternatives linked to Question 5. We can verify
from the Eigen Vector that Path_LVC was assigned with the highest weight value (0.503). The second
place is occupied by Path_Wat-Av, Path_Sol-Was is in third place, Path_CO2 is in fourth place, and
Path_Air-Q is in fifth place.

The λmax (the Eigen value) in this case is the one shown below:

λmax = average [0.337/0.068 + 2.735/0.503 + 0.696/0.134 + 1.407/0.26 + 0.177/0.034] = 5.236

The consistency ratio is the following:

consistency index: CI = (λmax − n)/(n − 1) = (5.236 − 5)/(5 − 1) = (0.236/4) = 0.059

consistency ratio = CR = CI/RI = 0.059/1.1 = 0.053, where RI = 1.1, from the table shown below:

n 1 2 3 4 5 6 7

RI 0 0 0.52 0.88 1.1 1.25 1.35

Finally, CR ≤ 0.1, which indicates sufficient consistency for decision.
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2.2.3. DM-Step 3: The Similarity Measure Method to Retrieve Similar Situations from the MC

A similarity method is used to retrieve those situations stored in the MC similar to the current one.
The similarity measure uses Euclidian metrics, whereby the math function to determine the similarity
value is represented by Equation (1); it calculates similarity measures without weights [61].

S(xi, yi) = [
∑n

i=1
|(xi − yi)

2
|] (1)

The Euclidian distance when weights are assigned to all the attributes is shown in Equation (2) [55]:

S(xi, yi) = [(
∑n

i=1
wr

i ∗ |(xi − yi)
r
|)/(
∑n

i=1
wr

i )]
1/r (2)

where x = [x1, x2, . . . . . . xn] represents the array of attributes belonging to the current situation; y = [y1,
y2, . . . . . . . yn] is the array of attributes representing any situation stored in the memory of cases; i is
an integer number from 1 to n; and n is an integer representing the number of attributes associated
with each situation for both the current situation and the situations stored in the memory of cases. The
attributes are related to KEPs. The GES does not belong to the attributes to be compared to calculate the
similarity between two situations. The GES value is a very good guide for finding situations belonging
to the MC similar to the current one. The situations stored in the MC similar to the current one are in
the neighborhood of its GES value.

In Equation (2), wr
i represents the weight value to be assigned to the n attributes, and r takes

the value of 2. We have five variables to be weighted with values between 0 and 1. For obvious
reasons, a variable cannot be assigned with the value of “0”. Several sets of five weights can be defined;
the following are examples: [0.2, 0.3, 0.4, 0.5, 0.6] or [0.3, 0.4, 0.5, 0.6, 0.7] or [0.4, 0.5, 0.6, 0.7, 0.8] or [0.5,
0.6, 0.7, 0.8, 0.9] or [0.6, 0.7, 0.8, 0.9, 1] or [0.2, 0.4, 0.6, 0.8, 1]. We selected the range [0.5 to 0.9], but we
could also select other ranges. The only condition is that the most significant weight should be the one
closer to 0 and the less significant the one closer or equal to 1.

We show below an example of the similarity between a situation stored in the MC and a current
situation. The similarity calculation will be performed based on the following considerations: w2

1 is
the weight assigned to the term |(x1−y1)|2, which represents the difference between the value of the
variable CO2 corresponding to the current situation (x1) and the value of the variable CO2 (y1) that
corresponds to a situation stored in the MC. Following a similar procedure, w2

2 corresponds to the
variable solid waste, w2

3 corresponds to the variable water, w2
4 corresponds to the variable LVC, and w2

5
corresponds to the variable Air-Q.

For this example, the weights assigned to environmental variables are 0.7 for CO2; 0.6 for waste;
0.9 for water; 0.5 for LVC; 0.8 for air quality. As we can see, the highest weight value (0.5) was assigned
to the LVC variable. We use Equation (2), shown in Section 2.2.3, for the calculation of similarity
measure, using the weight assigned to the involved variables.

The current situation is described in Table 6, using normalized and angular values. As we can see,
the GES is situated in the region at high risk due to the effects of the trend values associated with CO2,
waste, and LVC. The most similar situations stored in the MC with this current situation by applying
weights are also shown in Table 6.
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Table 6. The most similar situations and their set of associated EMAs.

Situation CO2 Waste Water LVC Air-Q GES
(Angular Value)

Similarity
Value Solution

Current Situation
Norm. values 0.720 0.830 0.630 0.882 0.500 0.712

Current Situation
Angular values 64.8◦ 74.7◦ 56.7◦ 79.38◦ 45◦ 64.11◦

S81 0.777 0.777 0.555 0.944 0.555 65◦ 0.0628 LVC/CO2/Waste

S50 0.777 0.777 0.555 0.777 0.555 62◦ 0.0682 CO2/Waste/Water

S113 0.777 0.944 0.555 0.944 0.555 68◦ 0.0734 Waste/LVC/CO2

S84 0.777 0.944 0.555 0.777 0.555 65◦ 0.0780 Waste/CO2/LVC

S29 0.555 0.777 0.555 0.944 0.555 61◦ 0.0925 LVC/Waste

2.2.4. DM-Step 4: The Adaptation Mechanism

The Adaptation Mechanism. The role of the adaptation mechanism is to build a set of EMAs
by combining the EMAs provided by the retrieving process of the most similar cases stored in the
MC. When a current situation is presented, it is compared to situations stored in the MC, using the
similarity measure method described in Section 2.2.3. This mechanism will allow users to recover a set
of the most similar cases to the current situation. The literature recommends recovering not only the
most similar one but a set of those close to—or in the neighborhood of—the most similar one. Having
several similar cases will facilitate the adaptation mechanism to obtain the final solution by combining
the recovered cases.

Based on the example shown in Section 2.2.3, the solutions associated with the most similar
situations stored in the MC and the fact that the key environmental variables, LVC, Waste, and CO2,
were weighted with the highest values, three of these five solutions propose a combination of EMAs
related to the three most weighted variables. The most similar solutions contain the EMAs related to
LVC, Waste, and CO2: S81, S113, and S84.

The application of the AHP method to confirm the order of priority from a set of EMAs associated
with the key environmental variables, LVC, Waste, and CO2, should be supported by the order of
priority of these variables, which was already determined in Section 2.2.2. This order of priority was
LVC > Wat-Av > Sol-Was > CO2 > Air-Q. Derived from this priority, the priority that corresponds to
this example is LVC > Sol-Was > CO2. The consistency of order of this priority was already checked in
this same (Section 2.2.2).

2.2.5. DM-Step 5: The Refinement Process

The refinement process takes place in one of the following cases:

(1) If no similar situation to the current situation is found in the MC, then it is incorporated as a new
situation in the MC;

(2) If the adapted solution required more than five stored situations and their solutions need to
be defined;

(3) If the adapted solution is not yet included in the MC.

For example, the current situation treated as an example in the preceding section was specified by
the following normalized values of environmental variables:

CO2 Waste Water LVC Air-Q GES Region at Risk

Current Situation 0.720 0.83 0.630 0.882 0.500 0.7124 high-risk

This situation was not part of the initial MC; thus, it is a serious candidate to enrich or refine
the MC.
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3. Analysis and Discussion of Results

In this work, the trend of the current environmental state is composed of trends of five KEPs
related to the following KEVs: CO2 emissions, air quality, loss of vegetation cover, water availability,
and solid waste. The combination or aggregation of these five KEPs will result in a trend of the GES.
Thus, the risky trends of five KEPs represent a problem that needs solving.

Meanwhile, the solution consists of proposing implementable EMAs aimed at reducing those
trends that put at risk the environmental quality of a region under study. These KEVs were chosen
because of two main reasons: (1) They are related to the OECD’s Outlook to 2030 that aims to
manage the state of the environmental quality [44]; and (2) our interest is to make this study with
real information available from official sources (national and/or international), during a considerable
period of time (at least 10 years). Other important variables, such as industrial emissions or non-solid
waste, among others, were not considered, due to lack of information.

The discussion of results will follow the steps of the decision-making process shown in Figure 2.

3.1. On the DM-Step 1: Description of the Current Situation

The current situation could be defined by a set of current trend values of KEPs that compose the
environmental state. However, the assessments of the trends related to isolated variables over time,
whose combination or aggregation represent the global environmental state, results in an incorrect
judgement. Instead, the combination of a set of sequences of cause–effect relationships, named KEPs,
between drivers and stressors should be considered to represent the global environmental state.
In addition, KEPs are able to identify what cause–effect relationships are impacting the environmental
state the most or the least.

3.2. On the DM-Step 2: Memory of Cases and Priority of KEPs

3.2.1. Analysis of Cases to Be Stored in the MC

The following considerations to build the predefined MC were taken into account: (a) Any current
situation should always find a set of similar situations from the MC and their corresponding solutions.
(b) The definition of cases is related to the KEPs because they link drivers with stressors that exert
effects on the environmental state. Thus, the cases can be analyzed not only by the values of isolated
key environmental variables, but also by the relationships that have effects on them.

The initial set of cases to be stored in the MC always represents a challenge because we have to
avoid a huge number of cases or situation–solution pairs. However, it should be representative enough
for the initial sessions to retrieve similar cases to current situations. Based on practical reasons, we have
considered only three regions at risk (medium, high, and very high) and two EMAs per environmental
pathway, thus obtaining 243 potential situations and 32 potential solutions.

We can estimate that, as the number of EMA candidates increases, conflicting situations can occur
at the moment of choosing one EMA over another, especially when the EMAs to be selected from are
more than 2.

3.2.2. Analysis of the Method to Assign Weights to KEPs

We used a direct elicitation method [57–60] to obtain the information related to determine
preferences assigned to KEPs through a questionnaire depicted in Table 4. The experts who responded
to the questionnaire belong to domains related to climate change, biodiversity, water, solid waste,
and air pollution. However, the diversity of domains of expertise can bring about conflicts due
to the different points of view of experts, thus putting at risk the assignment of weights based on
objective judgements. One way of reducing such conflicts is gathering experts with a very good level
of knowledge of the environmental problems related to the region under study. This condition helps
reduce wrong judgments about the needs and limitations of the region under study.
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For example, based on the questionnaire, the preference given to the KEPs by the experts of
the region was as follows (the position obtained by each KEP is written in parentheses): Path_LVC
(1), Path_Wat-Av (2), Path_Sol-Was (3), Path_CO2 (4), and Path_Air-Q (5). However, this order may
certainly change in other regions, because the application of judgments depends on the environmental
needs, sociopolitical and socioeconomic factors, and technological skills and/or limitations to implement
EMAs, which are surely different for different regions. However, it is worth analyzing the order of
preference based on each of the questions, whose results are shown in Table 5.

The questions played an important role in determining the criteria and an order of preference of
alternatives represented by KEPs associated with their corresponding EMAs. The first four questions
have a similar order of preference, so we can say that three variables dominant over the preference
of experts: LVC, Wat-Av, and Sol-Was. In these first four questions, LVC always takes the first place.
Meanwhile, Wat-Av and Sol-Was exchange the second and third place with each other. We can see that
CO2 occupies the four place three times out of five. And Air-Q always occupies the last place.

In conclusion, based on the opinions of experts, the EMAs’ related to reducing the LVC will
provide a major benefit to the current environmental quality. It exerts negative impacts on CO2

emissions and water scarcity; however, LVC suffers effects from water scarcity, waste, CO2 emissions,
forest fires, and the construction of transportation roads. Even though the development of new urban
areas and industrial parks, as well as changes in land use, affect the LVC, they were not included
in this study because of lack of information. Due to the fact that LVC, water availability, and solid
waste are quite related, we show a brief analysis of these three variables and some important problems
associated with them.

On the LVC: The Payment for Environmental Services (PES) program was introduced in Mexico
in 2003 as a response to deforestation rates, aquifer overexploitation, and high poverty rates in rural
areas. The PES program has had a low impact due to several problems: a wrong definition of eligibility
zones; the criteria to select plots needs to be redefined [62]; the decision makers have different interests
because they belong to different organizations and institutions; the payments for all forests are flat,
which is egalitarian, but highly inefficient [63]; and the lack of monitoring the performance of the PES
program, among others [64].

On water availability. Some of the problems related to water in the state of Morelos are bad
maintenance of water wells; contamination of ravines and rivers; overexploitation of aquifers, which
deteriorates water quality due to saline intrusion and fossil water migration concentrated naturally;
water pollution due to the discharge of domestic, industrial, agricultural, and mining residues; and
inadequate water distribution systems requiring constant monitoring to detect leaks and repair
obsolete water distribution networks. The unavailability of water, the inefficient use of water in
agriculture and urban zones, and the lack of use of rainwater are other important issues related to this
problem [65]. These problems require long-term integral management planning at a national level,
which unfortunately does not exist, so far [66].

On solid waste. As population increases, waste generation also increases due to human activities,
thus bringing about a decrease in water supply and water quality. An important issue in municipal
solid waste management is the construction of adequate landfills; otherwise; the waste produces
wastewater, which in turn pollutes the soil and surface water. In addition, high concentrations of
PM10, Mn, and Ni were found in air samples, which exceeded the permissible limits [67]. Thus,
sanitary landfills are required and should be located in adequate places to avoid the contamination
of groundwater. Water resources would benefit from adequate studies focused on the location of
potential landfills. We can confirm that relevant cause–effect relationships take place between solid
waste generation and the availability and quality of water [68].

The order given by experts to Question 4 was similar to the order given to Questions 1, 2, and 3.
This order is consistent with the order given to the previous questions, as long as it is based on a
regional perspective. In conclusion, we consider the reason the experts chose the LVC, water, and waste
as those with the highest weights is because of their strong relationships, as described above.
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Question 5 is related to a key environmental variable that represents the most international concern.
Even though CO2 emissions are of high current international concern, water availability occupied
first place in this question. We recall that CO2 emissions are the grounds for international concern,
resulting from the Paris climate agreement (COP 21, 2015), which sought to curb greenhouse gas (GHG)
emissions and limit global temperature increase to between 1.5 and 2 ◦C [69]. In addition, the Special
Report on Global Warming of 1.5 ◦C by the IPCC in the Republic of Korea [70] called for limiting
global warming to 1.5 ◦C compared to 2.0 ◦C. As already discussed, at a regional level, in Mexico,
water availability represents such an important concern for local communities that it has taken the
place of the worry about CO2 emissions as the most important environmental concern. Certainly, CO2

emissions represent the most international concern in terms of developed countries, mainly because
they have a high level of environmental education and considerable economic resources oriented to
finding solutions to reduce CO2 emissions. Example include those countries belonging to the European
Union. Instead, for developing countries, for example, in Latin America and Africa, the major concern
is, without any doubt, water availability.

3.3. Analysis Related to the Adaptation Mechanism

As already mentioned, as the number of EMAs provided by the CBR–AHP method to decision
makers increases, conflicting situations can occur at the moment of choosing one EMA over another.
When high trend values of 3, 4, or 5 KEPs fall inside the regions at high or very high risk, more than two
EMAs related to KEPs are needed to be implemented. In such cases, conflicting situations can occur
due to the fact that some EMAs could be more important for certain decision makers than for others.
We have already analyzed that, in such cases, an order of priority based on the assigned weights given
to KEPs helps considerably to solve this conflicting situation.

We illustrate this aspect with the example treated in Sections 2.2.3 and 2.2.4, where four trend
values of the KEPs belonging to the current situation fall inside the region of high risk (two KEPs) and
inside the region of very high risk (two KEPs). The GES value falls inside the region of high risk. The
current situation is expressed in terms of normalized values as follows: CO2 (0.720); waste (0.830);
water (0.630); LVC (0.882); and air quality (0.500). Meanwhile, the weights assigned to the KEPs are
0.7 for CO2; 0.6 for waste; 0.9 for water; 0.5 for LVC; and 0.8 for air quality. The highest weight value
was assigned to the LVC variable. The similar situations stored in the MC and their corresponding
solutions were the following: S81 (1)/0.0628/LVC-CO2-Waste (it is read as follows: the situation 81 was
the most similar to the current situation, whose similarity value was 0.0628. The EMAs associated
with S81 are LVC/CO2/Waste. Based on this format the next similar situations have the following
data: S50(2)/0.0682/CO2-Waste-Water; S113(3)/0.0734/Waste-LVC-CO2; S84(4)/0.0780/Waste-LVC-CO2;
and S29(5)/0.0925/LVC-Waste.

We can conclude from these results that the highest weight value was assigned to LVC (0.5),
followed by waste (0.6) and CO2 (0.7), and three out of five similar situations are composed of the same
EMAs (LVC/Waste/CO2), which are proposed as EMAs to decision makers. This definitely simplifies
the process of selecting EMAs. However, a problem remains to be solved: Which is the order of
importance of these three EMAs? As we have shown, the CBR–AHP hybrid method proposed in this
work solved this problem. The use of the AHP method provided decision makers with an order of
importance of the KEPs associated with their EMAs by checking the consistency of the provided order
to ensure an adequate selection of EMAs.

It is important to point out that the adaptation mechanism takes into consideration several factors
to obtain the final solution. These factors can be derived from different causes related to regions where
the EMAs would be implemented. These causes can involve socioeconomic, sociopolitical, and/or
technical aspects. Among these aspects, we can mention the following: (1) the priority assigned to
KEPs (e.g., the problems associated with solid waste could be the most important to be solved for a
given region, but, for other regions, the most important variable could be a different environmental
variable); (2) meeting the commitments related to international agreements to address the problem
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of climate change (e.g., based on COP-21, the reduction of CO2 emissions is the priority to avoid
increasing temperatures beyond 2 ◦C for 2030); and (3) the technical feasibility to implement a given
management action in a given region (e.g., a region may or may not dispose of instruments and
professionally trained people to monitor the air quality). In addition, due to conflicting situations
between opposing political parties, the agreements to support the generation of public policies aimed
at facing certain priority environmental problems may not be concluded positively, thus delaying an
urgent decision.

The CBR–AHP method integrated into the EMS has provided promising results through its units,
such as the memory of cases, the method for weighting the KEPs, the process to retrieve similar
cases from the MC, and the adaptation mechanism. Therefore, we consider that the integration of the
CBR–AHP method into the environmental management system is a feasible proposal that is capable
of providing valuable support to the decision-making process for the selection of appropriate EMAs
aimed at improving the environmental state of a region.

4. Conclusions

The selection of a set of adequate EMAs to reduce the risky trends of the current environmental
state of a region represents an important decision-making challenge. In addition, the selection of a
set of inadequate EMAs already implemented put at risk a sustainable performance of an EMS. Such
selection becomes more critical when decision makers should assign an order of priority to several
candidate EMAs. In order to address this problem, we have proposed the integration of the CBR
and AHP methods to select a set of adequate EMAs, thus supporting the sustainable performance of
the EMS.

We have argued that the interactions—represented by cause–affect relationships in this
work—between the involved variables that affect the environment make the complex task of selecting
a suitable set of EMAs to improve the environmental-state quality difficult. We have also emphasized
that the knowledge of the relationships between drivers and stressors that exert effects on the
environmental state is basic to understanding important processes taking place in the environment
which, in turn, will allow us to assess the environmental state to support decision makers in the
selection of more-adequate EMAs.

The selection of a set of adequate EMAs should satisfy relevant aspects related to certain criteria
determined by experts, who should know very well the environmental context of the region under
study. The alternatives represented by EMAs should satisfy the criteria for selection, the set of EMAs
should be ordered by priorities by formally checking the consistency of the given order, and the
assessments of the current environmental state should reflect a general environmental context, instead
of partial views associated with isolated environmental variables.

We have found that selection criteria based only on the assessments of current values of independent
variables is not significant enough to reflect an acceptable environmental context. Therefore, we have
proposed assessments of KEPs, because the behavior of the trend values of KEVs over time is due to a
sequence of cause–effect relationships between drivers and stressors that converge into them. This is
the reason why we use trend values of KEPs in the construction of situation–solution pairs or cases to
be stored in the MC. In addition, through the use of KEPs, we are able to identify what relationships
are causing the most, or the least, damage to the global environmental state. Finally, we point out that
a KEP is always associated with a KEV.

Despite the advantages of the CBR method to reason about experiences or cases stored in the MC
to solve new problems, this method is sensitive to inconsistent data without having the capacity to
establish an order of priority of the involved variables, which is required in two important processes of
the CBR method. The first process is during the calculation of the similarity value to retrieve similar
cases to current situations. In this case, KEPs should be weighted to calculate the similarity value.
The second process is during the adaptation process to obtain the solution by combining several
candidate EMAs to build a solution. In this case, EMAs or alternatives should be weighted and ordered
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according to priority. Due to these disadvantages, the CBR method alone does not guarantee a selection
of a set of adequate EMAs, and, consequently, the sustainable performance of the environmental
management system can be affected. This disadvantage is an advantage in the AHP method. Thus, the
advantages related to both methods were integrated to reinforce the decision-making process to select
adequate EMAs.

The criteria and alternatives determined to select the EMAs to be implemented depend on the needs
and the context of the region under study. This dependence is multifactorial, where socioeconomic,
sociopolitical, and technological factors play a very important role in the decision-making processes.
For example, the highest priorities assigned to EMAs may be water availability or loss of vegetation
cover for certain regions of developing countries, such as Mexico. Instead, the reduction of CO2

emissions may be the highest priority for European countries. These aspects make the task of selecting
adequate EMAs in the decision-making processes even more difficult. The hybrid method proposed
aims to support decision makers in this complex task.

The results obtained provided significant insights into the capacity of the hybrid CBR–AHP
method to support the decision-making process in the selection of adequate EMAs to reduce the risky
trends of an environmental state in a region. Such results also suggest expanding the number of
KEPs and EMAs to test the capacity of the CBR–AHP method in more-complex scenarios and verify
the limits of the consistency-checking method as criteria and alternatives increase. For future study,
this CBR method could be replicated and applied to other environmental issues. Another important
issue for future study is to enrich the MC by providing cases with information related to hints about
the effort necessary to implement EMAs and about the expected results derived from an eventual
implementation of EMAs.
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Appendix A

In the table below, each year is associated with two lines: the upper line represents the average
per year of each variable, and the lower one the percentage increase of each variable between the
current year and the year 2000. The last line of this table shows the impacts on each variable during
the period 2000–2010.
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Table A1. The average per year and corresponding percentage increase of each involved variable from 2000 to 2010.

Year Pop
(Inhabitants) CO2 (Gg) Trans-Ro

(Km) FF (Ha) LVC (Ha) Wat-Av
(m3/per)

Trans-Ve
(Vehicles)

Sol-Was
(tons)

Air-Q
(PM2.5) (mass/m3)

2000
Average 1,555,296 2816.2 2001 12 90.4 2.818 155,600 459,000 1.016 × 10−8

% Increase 0 0 0 0 0 0 0 0 0

2001
Average 1,564,627 2865.2 2029 27 201.5 2.818 175,000 472,000 Lack of data

% Increase 0.600 1.742 1.399 125 122.9 0 12.468 2.832 Lack of data

2002
Average 1,574.015 2974.88 2029 69 257.0 2.818 187,500 483,000 1.009 × 10−8

% Increase 1.204 5.634 1.399 475 184.29 0 20.501 5.229 8.19

2003
Average 1,583,459 3064.54 2029 69 329.7 2.713 192,500 493,000 1.117 × 10−8

% Increase 1.811 8.818 1.399 475 264.71 3.726 23.715 7.407 9.95

2004
Average 1,592,960 3231.57 2058 69 405.3 2.701 200,000 526,000 1.078 × 10−8

% Increase 2.422 4.749 2.848 475 348.34 4.081 28.535 14.597 6.15

2005
Average 1,612,899 3358.76 2080 69 476.1 2.746 212,500 538,000 1.137 × 10−8

% Increase 3.704 19.265 3.948 475 426.65 2.555 36.568 17.211 11.99

2006
Average 1,645,157 3530.68 2080 69 551.3 2.029 250,000 548,000 1.184 × 10−8

% Increase 5.778 25.370 3.948 475 509.84 27.999 60.668 19.390 16.58

2007
Average 1,678,060 4552.01 2112 72 613.7 2.055 270,000 551,000 1.285 × 10−8

% Increase 7.893 26.127 5.547 500 578.87 27.076 73.522 20.044 26.49

2008
Average 1,711,621 3652.88 2477 75.5 681.8 2.049 290,000 555,000 1.187 × 10−8

% Increase 10.051 29.709 23.788 529.16 654.20 27.289 86.375 20.915 16.86

2009
Average 1,745,854 3784.18 2477 77.5 762.7 2.040 310,000 558,000 1.049 × 10−8

% Increase 12.252 34.371 23.788 545.83 743.69 27.608 99.229 21.569 3.31

2010
Average 1,777,227 3859.22 2986 78.5 843.3 1.987 340,000 596,000 1.063 × 10−8

% Increase 14.269 37.036 49.325 554.16 832.85 29.489 118.509 29.847 4.66

Impacts: Percentage
difference between 2010

and 2000

The
population
increased
14,269%

The CO2
emissions
increased
37.036%

The transport
routes

increased
almost 50%

The forest
fires

increased
554%

The loss of
vegetation

cover increased
832%

Water
availability
decreased

almost 30%

The number
of vehicles
increased

118.5%

The solid
waste

increased
almost 30%

The PM2.5
increased almost

5%
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Appendix B

Table A2. The Environmental Management Actions (EMAs) to Be Selected.

Key Environmental Variables Environmental Management Actions

CO2 Emissions

(1) A program of road re-engineering along with an interstate vehicle
verification with mobility restrictions, mainly within metropolitan zones;
(2) modernization of the vehicle fleet; (3) hybrid and electric vehicles; (4) the
use of alternative fuels such as ethanol and biodiesel; (5) the reorganization
of loading and passenger transportation.

Solid Waste

(1) Construction of infrastructure for the separation, recycling, collection
and disposal of waste; (2) construction of regional composting plants in
areas of high organic waste generation and strategic areas for agriculture;
(3) a formal inter-state program for the prevention and integral management
of waste; (4) an ongoing awareness campaign for the reduction of the
generation of solid waste.

Water Availability

(1) Modern infrastructure for an efficient management and monitoring of
continuous operation of the existing waste-water treatment plants; (2)
modern hydraulic infrastructure that ensures the extraction, the supply and
adequate use of the liquid for domestic purposes; (3) the reuse of treated
water to reduce the consumption of water of first quality; (4) a program of
capture and use of rainwater in priority areas.

Loss of Vegetation Cover
(1) Protected natural areas; (2) payment of environmental services;
(3) ecological zoning of the territory; (4) monitoring and control of forest
fires; (5) reforestation.

Air Quality

(1) Vehicle transport control; (2) forest fires control; (3) environmental
education; (4) clean production; (5) avoiding burning the residues of the
sugarcane crop by using them for fertilizer, biodigesters, and power
generation, among others.

Appendix C

Table A3. The Memory of Cases (MC).

Situations Path
CO2

Path
Waste

Path
Water

Path
LVC

Path
Air-Q

GES
(Norm)

GES
(ang)

Regions at Risk of
the GES Solutions

1 0.555 0.555 say
0.555 0.555 0.555 0.555 50 mid It does not apply because the

paths have the same value
2 0.555 0.555 0.555 0.555 0.777 0.6 54 mid Air-Q
3 0.555 0.555 0.555 0.777 0.555 0.6 54 mid LVC
4 0.555 0.555 0.777 0.555 0.555 0.6 54 mid Water
5 0.555 0.777 0.555 0.555 0.555 0.6 54 mid Waste
6 0.777 0.555 0.555 0.555 0.555 0.6 54 mid CO2
7 0.555 0.555 0.555 0.555 0.944 0.633 57 mid Air-Q
8 0.555 0.555 0.555 0.944 0.555 0.633 57 mid LVC
9 0.555 0.555 0.944 0.555 0.555 0.633 57 mid Water
10 0.555 0.944 0.555 0.555 0.555 0.633 57 mid Waste
11 0.944 0.555 0.555 0.555 0.555 0.633 57 mid CO2
12 0.555 0.555 0.555 0.777 0.777 0.644 58 mid LVC/Air-Q
13 0.555 0.555 0.777 0.555 0.777 0.644 58 mid Air-Q/Water
14 0.555 0.555 0.777 0.777 0.555 0.644 58 mid LVC/Water
15 0.555 0.777 0.555 0.555 0.777 0.644 58 mid Waste/Air-Q
16 0.555 0.777 0.555 0.777 0.555 0.644 58 mid Waste/LVC
17 0.555 0.777 0.777 0.555 0.555 0.644 58 mid Waste/Water
18 0.777 0.555 0.555 0.555 0.777 0.644 58 mid CO2/Air-Q
19 0.777 0.555 0.555 0.777 0.555 0.644 58 mid CO2/LVC
20 0.777 0.555 0.777 0.555 0.555 0.644 58 mid CO2/Water
21 0.777 0.777 0.555 0.555 0.555 0.644 58 mid CO2/Waste
22 0.555 0.555 0.555 0.777 0.944 0.6772 61 high Air-Q/LVC
23 0.555 0.555 0.555 0.944 0.777 0.6772 61 high LVC/Air-Q
24 0.555 0.555 0.777 0.555 0.944 0.6772 61 high Air-Q/Water
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Table A3. Cont.

Situations Path
CO2

Path
Waste

Path
Water

Path
LVC

Path
Air-Q

GES
(Norm)

GES
(ang)

Regions at Risk of
the GES Solutions

25 0.555 0.555 0.777 0.944 0.555 0.6772 61 high LVC/Water
26 0.555 0.555 0.944 0.555 0.777 0.6772 61 high Water/Air-Q
27 0.555 0.555 0.944 0.777 0.555 0.6772 61 high Water/LVC
28 0.555 0.777 0.555 0.555 0.944 0.6772 61 high Waste/Air-Q
29 0.555 0.777 0.555 0.944 0.555 0.6772 61 high LVC/Waste
30 0.555 0.777 0.944 0.555 0.555 0.6772 61 high Water/Waste
31 0.555 0.944 0.555 0.555 0.777 0.6772 61 high Waste/Air-Q
32 0.555 0.944 0.555 0.777 0.555 0.6772 61 high Waste/LVC
33 0.555 0.944 0.777 0.555 0.555 0.6772 61 high Waste/Water
34 0.777 0.555 0.555 0.555 0.944 0.6772 61 high Air-Q/CO2
35 0.777 0.555 0.555 0.944 0.555 0.6772 61 high LVC/CO2
36 0.777 0.555 0.944 0.555 0.555 0.6772 61 high CO2/Water
37 0.777 0.944 0.555 0.555 0.555 0.6772 61 high Waste/CO2
38 0.944 0.555 0.555 0.555 0.777 0.6772 61 high CO2/Air-Q
39 0.944 0.555 0.555 0.777 0.555 0.6772 61 high CO2/Waste
40 0.944 0.555 0.777 0.555 0.555 0.6772 61 high CO2/Water
41 0.944 0.777 0.555 0.555 0.555 0.6772 61 high CO2/Waste
42 0.555 0.555 0.777 0.777 0.777 0.6882 62 high Water/LVC/Air-Q
43 0.555 0.777 0.555 0.777 0.777 0.6882 62 high Waste/LVC/Air-Q
44 0.555 0.777 0.777 0.555 0.777 0.6882 62 high Waste/Water/Air-Q
45 0.555 0.777 0.777 0.777 0.555 0.6882 62 high Waste/Water/LVC
46 0.777 0.555 0.555 0.777 0.777 0.6882 62 high CO2/LVC/Air-Q
47 0.777 0.555 0.777 0.555 0.777 0.6882 62 high CO2/Water/Air-Q
48 0.777 0.555 0.777 0.777 0.555 0.6882 62 high CO2/Water/LVC
49 0.777 0.777 0.555 0.555 0.777 0.6882 62 high CO2/Waste/Air-Q
50 0.777 0.777 0.555 0.777 0.555 0.6882 62 high CO2/Waste/Water
51 0.777 0.777 0.777 0.555 0.555 0.6882 62 high CO2/Waste/Water
52 0.555 0.555 0.555 0.944 0.944 0.7106 64 high LVC/Air-Q
53 0.555 0.555 0.944 0.555 0.944 0.7106 64 high Water/Air-Q
54 0.555 0.555 0.944 0.944 0.555 0.7106 64 high Water/LVC
55 0.555 0.944 0.555 0.555 0.944 0.7106 64 high Waste/LVC
56 0.555 0.944 0.555 0.944 0.555 0.7106 64 high Waste/LVC
57 0.555 0.944 0.944 0.555 0.555 0.7106 64 high Waste/Water
58 0.944 0.555 0.555 0.555 0.944 0.7106 64 high CO2/Air-Q
59 0.944 0.555 0.555 0.944 0.555 0.7106 64 high CO2/LVC
60 0.944 0.555 0.944 0.555 0.555 0.7106 64 high CO2/Water
61 0.944 0.944 0.555 0.555 0.555 0.7106 64 high CO2/Waste
62 0.555 0.555 0.777 0.777 0.944 0.7216 65 high Air-Q/Water/LVC
63 0.555 0.555 0.777 0.944 0.777 0.7216 65 high LVC/Water/Air-Q
64 0.555 0.555 0.944 0.777 0.777 0.7216 65 high Water/LVC/Air-Q
65 0.555 0.777 0.555 0.777 0.944 0.7216 65 high Air-Q/Waste/LVC
66 0.555 0.777 0.555 0.944 0.777 0.7216 65 high LVC/Waste/Air-Q
67 0.555 0.777 0.777 0.555 0.944 0.7216 65 high Air-Q/Waste/Water
68 0.555 0.777 0.777 0.944 0.555 0.7216 65 high LVC/Waste/Water
69 0.555 0.777 0.944 0.555 0.777 0.7216 65 high Water/Waste/Air-Q
70 0.555 0.777 0.944 0.777 0.555 0.7216 65 high Water/Waste/LVC
71 0.555 0.944 0.555 0.777 0.777 0.7216 65 high Waste/LVC/Air-Q
72 0.555 0.944 0.777 0.555 0.777 0.7216 65 high Waste/Water/Air-Q
73 0.555 0.944 0.777 0.777 0.555 0.7216 65 high Waste/Water/LVC
74 0.777 0.555 0.555 0.777 0.944 0.7216 65 high Air-Q/CO2/LVC
75 0.777 0.555 0.555 0.944 0.777 0.7216 65 high LVC/CO2/Air-Q
76 0.777 0.555 0.777 0.555 0.944 0.7216 65 high Air-Q/CO2/Water
77 0.777 0.555 0.777 0.944 0.555 0.7216 65 high LVC/CO2/Water
78 0.777 0.555 0.944 0.555 0.777 0.7216 65 high Water/CO2/Air-Q
79 0.777 0.555 0.944 0.777 0.555 0.7216 65 high Water/CO2/LVC
80 0.777 0.777 0.555 0.555 0.944 0.7216 65 high Air-Q/CO2/Waste
81 0.777 0.777 0.555 0.944 0.555 0.7216 65 high LVC/CO2/Waste
82 0.777 0.777 0.944 0.555 0.555 0.7216 65 high Water/CO2/Waste
83 0.777 0.944 0.555 0.555 0.777 0.7216 65 high Waste/CO2/Air-Q
84 0.777 0.944 0.555 0.777 0.555 0.7216 65 high Waste/CO2/LVC
85 0.777 0.944 0.777 0.555 0.555 0.7216 65 high Waste/CO2/Water
86 0.944 0.555 0.555 0.777 0.777 0.7216 65 high CO2/LVC/Air-Q
87 0.944 0.555 0.777 0.555 0.777 0.7216 65 high CO2/Water/Air-Q
88 0.944 0.555 0.777 0.777 0.555 0.7216 65 high CO2/Water/LVC
89 0.944 0.777 0.555 0.555 0.777 0.7216 65 high CO2/Waste/Air-Q
90 0.944 0.777 0.555 0.777 0.555 0.7216 65 high CO2/Waste/LVC
91 0.944 0.777 0.777 0.555 0.555 0.7216 65 high CO2/Waste/Water
92 0.555 0.777 0.777 0.777 0.777 0.7326 66 high Waste/Water/LVC/Air-Q
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Table A3. Cont.

Situations Path
CO2

Path
Waste

Path
Water

Path
LVC

Path
Air-Q

GES
(Norm)

GES
(ang)

Regions at Risk of
the GES Solutions

93 0.777 0.555 0.777 0.777 0.777 0.7326 66 high CO2/Water/LVC/Air-Q
94 0.777 0.777 0.555 0.777 0.777 0.7326 66 high CO2/Waste/LVC/Air-Q
95 0.777 0.777 0.777 0.555 0.777 0.7326 66 high CO2/Waste/Water/Air-Q
96 0.777 0.777 0.777 0.777 0.555 0.7326 66 high CO2/Waste/Water/LVC
97 0.555 0.555 0.777 0.944 0.944 0.755 68 high LVC/Air-Q/Water
98 0.555 0.555 0.944 0.777 0.944 0.755 68 high Water/Air-Q/LVC
99 0.555 0.555 0.944 0.944 0.777 0.755 68 high LVC/Water/Air-Q

100 0.555 0.777 0.555 0.944 0.944 0.755 68 high LVC/Air-Q/Waste
101 0.555 0.777 0.944 0.555 0.944 0.755 68 high Air-Q/Water/Waste
102 0.555 0.777 0.944 0.944 0.555 0.755 68 high LVC/Water/Waste
103 0.555 0.944 0.555 0.777 0.944 0.755 68 high Waste/Air-Q/LVC
104 0.555 0.944 0.555 0.944 0.777 0.755 68 high Waste/LVC/Air-Q
105 0.555 0.944 0.777 0.555 0.944 0.755 68 high Waste/Air-Q/Water
106 0.555 0.944 0.777 0.944 0.555 0.755 68 high Waste/LVC/Water
107 0.555 0.944 0.944 0.555 0.777 0.755 68 high Waste/Water/Air-Q
108 0.555 0.944 0.944 0.777 0.555 0.755 68 high Waste/Water/LVC
109 0.777 0.555 0.555 0.944 0.944 0.755 68 high LVC/Air-Q/CO2
110 0.777 0.555 0.944 0.555 0.944 0.755 68 high Air-Q/Water/CO2
111 0.777 0.555 0.944 0.944 0.555 0.755 68 high LVC/Water/CO2
112 0.777 0.944 0.555 0.555 0.944 0.755 68 high Waste/Air-Q/CO2
113 0.777 0.944 0.555 0.944 0.555 0.755 68 high Waste/LVC/CO2
114 0.777 0.944 0.944 0.555 0.555 0.755 68 high Waste/Water/CO2
115 0.944 0.555 0.555 0.777 0.944 0.755 68 high CO2/LVC/Air-Q
116 0.944 0.555 0.555 0.944 0.777 0.755 68 high CO2/LVC/Air-Q
117 0.944 0.555 0.777 0.555 0.944 0.755 68 high CO2/Air-Q/Water
118 0.944 0.555 0.777 0.944 0.555 0.755 68 high CO2/LVC/Water
119 0.944 0.555 0.944 0.555 0.777 0.755 68 high CO2/Water/Air-Q
120 0.944 0.555 0.944 0.777 0.555 0.755 68 high CO2/Water/LVC
121 0.944 0.777 0.555 0.555 0.944 0.755 68 high CO2/Air-Q/Waste
122 0.944 0.777 0.555 0.944 0.555 0.755 68 high CO2/LVC/Waste
123 0.944 0.777 0.944 0.555 0.555 0.755 68 high CO2/Water/Waste
124 0.944 0.944 0.555 0.555 0.777 0.755 68 high CO2/Waste/Air-Q
125 0.944 0.944 0.555 0.777 0.555 0.755 68 high CO2/Waste/LVC
126 0.944 0.944 0.777 0.555 0.555 0.755 68 high CO2/Waste/Water
127 0.555 0.777 0.777 0.777 0.944 0.766 69 high Air-Q/Waste/Water/LVC
128 0.555 0.777 0.777 0.944 0.777 0.766 69 high LVC/Waste/Water/Air-Q
129 0.555 0.777 0.944 0.777 0.777 0.766 69 high Water/Waste/LVC/Air-Q
130 0.555 0.944 0.777 0.777 0.777 0.766 69 high Waste/Water/LVC/Air-Q
131 0.777 0.555 0.777 0.777 0.944 0.766 69 high Air-Q/CO2/LVC/Water
132 0.777 0.555 0.777 0.944 0.777 0.766 69 high LVC/CO2/Water/Air-Q
133 0.777 0.555 0.944 0.777 0.777 0.766 69 high Water/CO2/LVC/Air-Q
134 0.777 0.777 0.555 0.777 0.944 0.766 69 high Air-Q/CO2/Waste/LVC
135 0.777 0.777 0.555 0.944 0.777 0.766 69 high LVC/CO2/Waste/Air-Q
136 0.777 0.777 0.777 0.555 0.944 0.766 69 high Air-Q/CO2/Waste/Water
137 0.777 0.777 0.777 0.944 0.555 0.766 69 high LVC/CO2/Waste/Water
138 0.777 0.777 0.944 0.555 0.777 0.766 69 high Water/CO2/Waste/Air-Q
139 0.777 0.777 0.944 0.777 0.555 0.766 69 high Water/CO2/Waste/LVC
140 0.777 0.944 0.555 0.777 0.777 0.766 69 high Waste/CO2/LVC/Air-Q
141 0.777 0.944 0.777 0.555 0.777 0.766 69 high Waste/CO2/Water/Air-Q
142 0.777 0.944 0.777 0.777 0.555 0.766 69 high Waste/CO2/Water/LVC
143 0.944 0.555 0.777 0.777 0.777 0.766 69 high CO2/Water/LVC/Air-Q
144 0.944 0.777 0.555 0.777 0.777 0.766 69 high CO2/Waste/LVC/Air-Q
145 0.944 0.777 0.777 0.555 0.777 0.766 69 high CO2/Waste/LVC/Water
146 0.944 0.777 0.777 0.777 0.555 0.766 69 high CO2/Waste/Water/LVC/
147 0.777 0.777 0.777 0.777 0.777 0.777 70 high CO2/Waste/Water/LVC/Air-Q
148 0.555 0.555 0.944 0.944 0.944 0.7884 71 high LVC/Water/Air-Q
149 0.555 0.944 0.555 0.944 0.944 0.7884 71 high LVC/Waste/Air-Q
150 0.555 0.944 0.944 0.555 0.944 0.7884 71 high Waste/Air-Q/Water
151 0.555 0.944 0.944 0.944 0.555 0.7884 71 high LVC/Waste/Water
152 0.944 0.555 0.555 0.944 0.944 0.7884 71 high CO2/LVC/Air-Q
153 0.944 0.555 0.944 0.555 0.944 0.7884 71 high CO2/Air-Q/Water
154 0.944 0.555 0.944 0.944 0.555 0.7884 71 high CO2/LVC/Water
155 0.944 0.944 0.555 0.555 0.944 0.7884 71 high CO2/Waste/Air-Q
156 0.944 0.944 0.555 0.944 0.555 0.7884 71 high CO2/Waste/Water
157 0.944 0.944 0.944 0.555 0.555 0.7884 71 high CO2/Waste/Water
158 0.555 0.777 0.777 0.944 0.944 0.7994 72 high LVC/Air-Q/Waste/Water
159 0.555 0.777 0.944 0.777 0.944 0.7994 72 high Air-Q/Water/Waste/LVC
160 0.555 0.777 0.944 0.944 0.777 0.7994 72 high LVC/Water/Waste/Air-Q
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Table A3. Cont.

Situations Path
CO2

Path
Waste

Path
Water

Path
LVC

Path
Air-Q

GES
(Norm)

GES
(ang)

Regions at Risk of
the GES Solutions

161 0.555 0.944 0.777 0.777 0.944 0.7994 72 high Waste/Air-Q/LVC/Water
162 0.555 0.944 0.777 0.944 0.777 0.7994 72 high Waste/LVC/Air-Q/Water
163 0.555 0.944 0.944 0.777 0.777 0.7994 72 high Waste/Water/LVC/Air-Q
164 0.777 0.555 0.777 0.944 0.944 0.7994 72 high LVC/Air-Q/CO2/Water
165 0.777 0.555 0.944 0.944 0.777 0.7994 72 high LVC/Water/CO2/Air-Q
166 0.777 0.777 0.555 0.944 0.944 0.7994 72 high LVC/Air-Q/CO2/Waste
167 0.777 0.777 0.944 0.555 0.944 0.7994 72 high Air-Q/Water/CO2/Waste
168 0.777 0.777 0.944 0.944 0.555 0.7994 72 high LVC/Water/CO2/Waste
169 0.777 0.944 0.555 0.777 0.944 0.7994 72 high Waste/Air-Q/CO2/LVC
170 0.777 0.944 0.555 0.944 0.777 0.7994 72 high Waste/LVC/CO2/Air-Q
171 0.777 0.944 0.777 0.555 0.944 0.7994 72 high Waste/Air-Q/CO2/Water
172 0.777 0.944 0.777 0.944 0.555 0.7994 72 high Waste/LVC/CO2/Water
173 0.777 0.944 0.944 0.555 0.777 0.7994 72 high Waste/Water/CO2/Air-Q
174 0.777 0.944 0.944 0.777 0.555 0.7994 72 high Waste/Water/CO2/LVC
175 0.944 0.555 0.777 0.777 0.944 0.7994 72 high CO2/Air-Q/LVC/Water
176 0.944 0.555 0.777 0.944 0.777 0.7994 72 high CO2/LVC/Air-Q/Water
177 0.944 0.555 0.944 0.777 0.777 0.7994 72 high CO2/Water/LVC/Air-Q
178 0.944 0.777 0.555 0.777 0.944 0.7994 72 high CO2/Air-Q/Waste/LVC
179 0.944 0.777 0.555 0.944 0.777 0.7994 72 high CO2/LVC/Waste/Air-Q
180 0.944 0.777 0.777 0.555 0.944 0.7994 72 high CO2/Air-Q/Waste/Water
181 0.944 0.777 0.777 0.944 0.555 0.7994 72 high CO2/LVC/Waste/Water
182 0.944 0.777 0.944 0.555 0.777 0.7994 72 high CO2/Water/Waste/Air-Q
183 0.944 0.777 0.944 0.777 0.555 0.7994 72 high CO2/Water/Waste/LVC
184 0.944 0.944 0.555 0.777 0.777 0.7994 72 high CO2/Waste/LVC/Air-Q
185 0.944 0.944 0.777 0.555 0.777 0.7994 72 high CO2/Waste/Water/Air-Q
186 0.944 0.944 0.777 0.777 0.555 0.7994 72 high CO2/Waste/LVC/Water
187 0.777 0.555 0.944 0.777 0.944 0.7994 72 high Air-Q/Water/CO2/LVC
188 0.777 0.777 0.777 0.777 0.944 0.8104 73 high Air-Q/CO2/LVC/Waste/Water
189 0.777 0.777 0.777 0.944 0.777 0.8104 73 high LVC/ CO2/Waste/Air-Q/Water
190 0.777 0.777 0.944 0.777 0.777 0.8104 73 high Water/CO2/Waste/LVC/Air-Q
191 0.777 0.944 0.777 0.777 0.777 0.8104 73 high Waste/ CO2/LVC/Air-Q/Water
192 0.944 0.777 0.777 0.777 0.777 0.8104 73 high CO2/LVC/Waste/Air-Q/Water
193 0.555 0.777 0.944 0.944 0.944 0.8328 75 high LVC/Air-Q/Water/Waste
194 0.555 0.944 0.777 0.944 0.944 0.8328 75 high LVC/Waste/Air-Q/Water
195 0.555 0.944 0.944 0.777 0.944 0.8328 75 high Waste/Air-Q/Water/LVC
196 0.555 0.944 0.944 0.944 0.777 0.8328 75 high Waste/LVC/Water/Air-Q
197 0.777 0.555 0.944 0.944 0.944 0.8328 75 high LVC/Air-Q/Water// CO2
198 0.777 0.944 0.555 0.944 0.944 0.8328 75 high Waste/LVC/Air-Q/ CO2
199 0.777 0.944 0.944 0.555 0.944 0.8328 75 high Waste/Air-Q/Water/ CO2
200 0.777 0.944 0.944 0.944 0.555 0.8328 75 high Waste/LVC/Water/ CO2
201 0.944 0.555 0.777 0.944 0.944 0.8328 75 high CO2/LVC/Air-Q/Water
202 0.944 0.555 0.944 0.777 0.944 0.8328 75 high CO2/Air-Q/Water/LVC
203 0.944 0.555 0.944 0.944 0.777 0.8328 75 high CO2/LVC/Water/Air-Q
204 0.944 0.777 0.555 0.944 0.944 0.8328 75 high CO2/LVC/Air-Q/Waste
205 0.944 0.777 0.944 0.555 0.944 0.8328 75 high CO2/Air-Q/Water/Waste
206 0.944 0.777 0.944 0.944 0.555 0.8328 75 high CO2/LVC/Water/Waste
207 0.944 0.944 0.555 0.777 0.944 0.8328 75 high CO2/Waste/Air-Q/LVC
208 0.944 0.944 0.555 0.944 0.777 0.8328 75 high CO2/Waste/LVC/Air-Q
209 0.944 0.944 0.777 0.555 0.944 0.8328 75 high CO2/Waste/Air-Q/Water
210 0.944 0.944 0.777 0.944 0.555 0.8328 75 high CO2/Waste/LVC/Water
211 0.944 0.944 0.944 0.555 0.777 0.8328 75 high CO2/Waste/Water/Air-Q
212 0.944 0.944 0.944 0.777 0.555 0.8328 75 high CO2/Waste/Water/LVC
213 0.777 0.777 0.777 0.944 0.944 0.8438 76 high LVC/Air-Q/CO2/Waste/Water
214 0.777 0.777 0.944 0.777 0.944 0.8438 76 high Air-Q/Water/CO2/Waste/LVC
215 0.777 0.777 0.944 0.944 0.777 0.8438 76 high LVC/Water/CO2/Waste/Air-Q
216 0.777 0.944 0.777 0.777 0.944 0.8438 76 high Waste/Air-Q/CO2/LVC/Water
217 0.777 0.944 0.777 0.944 0.777 0.8438 76 high Waste/LVC/CO2/Air-Q/Water
218 0.777 0.944 0.944 0.777 0.777 0.8438 76 high Waste/Water/CO2/LVC/Air-Q
219 0.944 0.777 0.777 0.777 0.944 0.8438 76 high CO2/Air-Q/Waste/LVC/Water
220 0.944 0.777 0.777 0.944 0.777 0.8438 76 high CO2/LVC/Waste/Air-Q/Water
221 0.944 0.777 0.944 0.777 0.777 0.8438 76 high CO2/Water/Waste/LVC/Air-Q
222 0.944 0.944 0.777 0.777 0.777 0.8438 76 high CO2/Waste/LVC/Air-Q/Water
223 0.555 0.944 0.944 0.944 0.944 0.8662 78 high Waste/LVC/Air-Q/Water
224 0.944 0.555 0.944 0.944 0.944 0.8662 78 high CO2/LVC/Air-Q/Water
225 0.944 0.944 0.555 0.944 0.944 0.8662 78 high CO2/Waste/LVC/Air-Q
226 0.944 0.944 0.944 0.555 0.944 0.8662 78 high CO2/Waste/Air-Q/Water
227 0.944 0.944 0.944 0.944 0.555 0.8662 78 high CO2/Waste/LVC/Water
228 0.777 0.777 0.944 0.944 0.944 0.8772 79 high LVC/Air-Q/Water/CO2/Waste
229 0.777 0.944 0.777 0.944 0.944 0.8772 79 high Waste/LVC/Air-Q/CO2/Water
230 0.777 0.944 0.944 0.777 0.944 0.8772 79 high Waste/Air-Q/Water/CO2/LVC
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Table A3. Cont.

Situations Path
CO2

Path
Waste

Path
Water

Path
LVC

Path
Air-Q

GES
(Norm)

GES
(ang)

Regions at Risk of
the GES Solutions

231 0.777 0.944 0.944 0.944 0.777 0.8772 79 high Waste/LVC/Water/CO2/Air-Q
232 0.944 0.777 0.777 0.944 0.944 0.8772 79 high CO2/LVC/Air-Q/Waste/Water
233 0.944 0.777 0.944 0.777 0.944 0.8772 79 high CO2/Air-Q/Water/Waste/LVC
234 0.944 0.777 0.944 0.944 0.777 0.8772 79 high CO2/LVC/Water/Waste/Air-Q
235 0.944 0.944 0.777 0.777 0.944 0.8772 79 high CO2/Waste/Air-Q/LVC/Water
236 0.944 0.944 0.777 0.944 0.777 0.8772 79 high CO2/Waste/LVC/Air-Q/Water
237 0.944 0.944 0.944 0.777 0.777 0.8772 79 high CO2/Waste/Water/LVC/Air-Q
238 0.777 0.944 0.944 0.944 0.944 0.9106 82 very high Waste/LVC/Air-Q/Water/CO2
239 0.944 0.777 0.944 0.944 0.944 0.9106 82 very high CO2/LVC/Air-Q/Water/Waste
240 0.944 0.944 0.777 0.944 0.944 0.9106 82 very high CO2/Waste/LVC/Air-Q/Water
241 0.944 0.944 0.944 0.777 0.944 0.9106 82 very high CO2/Waste/Air-Q/Water/LVC
242 0.944 0.944 0.944 0.944 0.777 0.9106 82 very high CO2/Waste/LVC/Water/Air-Q
243 0.944 0.944 0.944 0.944 0.944 0.944 85 very high CO2/Waste/LVC/Air-Q/Water
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