
sustainability

Article

The Dynamical Decision Model of Intersection
Congestion Based on Risk Identification

Xu Sun 1,2, Kun Lin 1, Pengpeng Jiao 1,* and Huapu Lu 2

1 School of Civil and Transportation Engineering, Beijing University of Civil Engineering and Architecture,
Beijing 100044, China; sunxu@bucea.edu.cn (X.S.); linkun@stu.bucea.edu.cn (K.L.)

2 Institute of Transportation Engineering, Tsinghua University, Beijing 100084, China; luhp@tsinghua.edu.cn
* Correspondence: jiaopengpeng@bucea.edu.cn; Tel.: +86-1861-182-0632

Received: 21 May 2020; Accepted: 21 July 2020; Published: 23 July 2020
����������
�������

Abstract: The paper focuses on the problem of traffic congestion at intersection based on the
mechanism of risk identification. The main goal of this study is to explore a new methodology
for identifying and predicting the intersection congestion. Considering all the factors influencing
the traffic status of intersection congestion, an integrated evaluation index system is constructed.
Then, a detailed dynamic decision model is proposed for identifying the risk degree of the traffic
congestion and predicting its influence on future traffic flow, which combines the traffic flow intrinsic
properties with the basic model of the Risking Dynamic Multi-Attribute Decision-Making theory.
A case study based on a real-world road network in Baoji, China, is implemented to test the efficiency
and applicability of the proposed modeling. The evaluation result is in accord with the actual condition
and shows that the approach proposed can determine the likelihood and risk degree of the traffic
congestion occurring in the intersection, which can be used as a tool to help transport managers make
some traffic control measures in advance.

Keywords: the intersection; traffic congestion; risk identification; dynamical decision

1. Introduction

With the acceleration of urbanization in China, the traffic demand within city limits expands
rapidly. This case has led to the fact that, currently, urban traffic congestion has become one of the
major challenges facing most of the transport networks [1], which not only cause much inconvenience
for travelers by increasing the traffic delay and reducing mobility, but also have a negative impact on
the environment and the economy by increasing the air pollution and energy consumption. Therefore,
more and more attentions have been paid to the study of traffic congestion-related problems, especially
in the field of status identification and diffusion rules analysis of traffic congestion.

Traffic congestion has the properties of the road section as well as strong spatial and temporal
characteristics [2]. Existing research on the identification of traffic congestion usually takes the threshold
value of a certain traffic parameter as the discriminating criterion and establishes the identification
model. When the actual value exceeds the threshold value, it is considered that traffic congestion occurs.
Many evaluation indicators are proposed, such as speed, traffic density, vehicle queue length and traffic
flow to identify the current traffic state. As for the study of congestion diffusion rule, the crowding
index of queue length at adjacent intersections is often quantified based on the characteristics of
fluctuation, hysteresis, and transmission of congestion diffusion [3]. By calculating the vehicle queue
length, the maximum number of queue vehicles, which is compared with the real-time number
of queue vehicles at an intersection, is set as the threshold for determining congestion spreading.
The status identification and the diffusion rules analysis of traffic congestion can not only effectively
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suppress the negative impact of traffic congestion, but also significantly improve the utilization of
traffic management resources.

In addition, most existing studies conduct state analysis of road congestion, which can better
reflect the state of road congestion. State analysis mainly discriminates the specific congestion state and
analyzes the diffusion rule by studying the existing traffic congestion, but lacks the model to predict the
future traffic congestion at the intersection and describe the future traffic rule. Therefore, it is necessary
to predict the traffic status of the intersection which is prone to frequent congestion, to determine the
traffic congestion trend in advance, and to realize the early warning of traffic congestion. By providing
corresponding improvement measures, it is possible to eliminate potential traffic congestion problems
in advance so that traffic congestion problems can be better solved.

Therefore, this paper attempts to propose a new methodology for identifying and predicting the
intersection congestion. A detailed dynamic decision model of the road intersection congestion is
presented. The outline of the paper is as follows: Section 2 reviews the literature dealing with two
subjects: the status identification and the diffusion rules analysis of traffic congestion. In Section 3,
an integrated evaluation index system is proposed considering all the factors that influence the
traffic status of intersection congestion. Section 4 presents the mathematical equation of the dynamic
decision model based on the risk identification theory combined with the evaluation index system of
intersection congestion. In Section 5, a numerical example is given, which outlines the application
of the proposed method. In the last section, the results are discussed and the major findings of this
research are summarized.

2. Related Work

Many studies have been conducted on the status identification and the diffusion rules analysis
of traffic congestion, and a wide range of models have been developed from many perspectives.
Michalopoulos et al. [4] proposed a traffic wave model that can derive the relationship among traffic
flow, density and speed, and describe the formation and dissipation of queues in both time and
space based on analyzing the spread speed of traffic waves. Morales [5] presented a deterministic
model of queue theory for estimating the total delay and queue length in intersection congestion by
using the input-output curves. Newell [6] proposed a cumulative flow curves model and related
cumulative curves model of occupancy based on the theory of Kinematic Waves to judge the traffic
congestion state. Zambrano et al. [7] proposed a new method to properly characterize the traffic state of
different streets in terms of vehicle load with respect to the travel time based on logistic regression and
clustering analysis, which can be used to predict the future traffic conditions for optimizing the route
of automated vehicles. Sheu [8] presented a new method which is constructed primarily on the basis of
the fuzzy clustering theories to identify the traffic conditions and distinguish the time-varying patterns
of traffic congestion. Fu et al. [9] proposed an estimation model of queue length in over-saturation
intersection based on the principle of flow conservation. Wen [10] presented a delay evaluation mode
based on the flow and speed by comparing the travel time in normal traffic status and traffic congestion.
Zang and Peng [11] analyzed the change of traffic flow during the congestion and used a traffic flow
wave theory to calculate the queuing length in a different period of congestion. Peng et al. [12]
improved the conventional cumulative arrival and departure model and proposed a new traffic flow
model named I/O mode, which clarifies the difference between the delay at a bottleneck and the time
spent in the queue. Jiang et al. [13] developed a cumulative arrival and departure model by analyzing
the feature of recurrent congestion diffusion, which can obtain the wave and delay characteristics,
and quantify such correspondent congestion indexes as queue number and queue length.

Juran et al. [14] put forward the Dynamic-Traffic Assignment (DTA) model, which assessed
the phenomenon of moving bottlenecks and moving queues in a traffic network, and evaluated
their impact on network performance and network congestion. Lawson et al. [15] developed the
I/O model to determine the spatial and temporal extents of a queue upstream of an intersection by
using the input-output diagram. Hu et al. [16]. presented a quantitative analysis flow of space-time
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congestion monitoring of road network, based on the multi-dimension theory, and also developed
a real-time decision support model that reflected traffic congestion situations timely to control the traffic
congestion and raise congestion management efficiency. Liu and Tian [17] simulated the operation
states of traffic flow of two types of road networks by using the Cell-Transmission Model (CTM) and
analyzed the congestion characteristics of these two types of road networks on different traffic demands.
Based on the principle of shear stress damage caused to materials in material mechanics, Hu et al. [18]
established a congestion radiation model for evaluating the failure value of traffic capacity caused by
a section of road congestion radiation transmission, and provided further methods to the importance
of road segments.

With the turning function of road network traffic flow, intersection is the key node of urban traffic.
Moreover, the setting of traffic signals influences the traffic flow passing through the intersection at
a certain period of time. Therefore, intersections are the most common places for traffic congestion.
Many studies have also focused on traffic congestion at intersections, including the spread mechanism
analysis and the state identification method.

Van Zuylen et al. [19] presented an equation for the delay in fixed time traffic control by using
a Markov chain model for the probability distribution of queue length, which enables one to justify the
dynamic and stochastic character of overflow queues, especially at signals that operate near capacity.
Liu et al. [20] presented an approach to evaluate time-dependent queue length at any time based on
the Lighthill-Whitham-Richards (LWR) shockwave theory with the high-resolution traffic signal data.
Chang et al. [21] proposed an optimal model based on each phase’s remaining time balance, which can
be used to calculate the optimal signal cycle length and phase lengths. Zheng and Van Zuylen [22]
proposed a probabilistic delay distribution model with stochastic arrivals and departures to investigate
delay uncertainty in both undersaturated and oversaturated conditions. Based on analyzing the
technical features of a Connected-Vehicle Network (CVN) environment, Lin et al. [23] proposed the
zoning control of intersection traffic flow method and a mathematical model for system optimization.
Then, an algorithm to get a vehicle’s dynamics parameters in Variant-speed area and a method to obtain
vehicle’s time-space trajectories in Constant-speed area were provided for controlling each vehicles’
movement process at intersection. A dynamic network partitioning method based on different levels
of congestion was proposed by Xu et al. [24], regarding the road network intersections in different
states and considering both traffic homogeneity and degree of association, which greatly facilitates the
implementation in the sub-region signal control scheme among different levels of congestion separately.
Zhao et al. [25] developed an optimal cycle length model for tandem intersections with the objective of
minimizing delay based on the delay model for reflecting the twice-braking and starting operation
characteristic for Tandem Intersections. Based on sensing in stages first and correlating later to sense
and predicted queueing process, Yu et al. [26] presented a video-based method for reconstructing
vehicle trajectory by sensing and correlating queue stages, which can be used to calculate various
parameters such as queue number, queue length and stop delay. Yang et al. [27] applied a weighted
consensus information fusion method to detect and track the traffic shockwave, which can obtain the
global-optimal estimation of traffic shockwaves by exchanging the information among the cameras
through communication and dynamically adjusting the confidence level of the detected results.

Most approaches proposed in these abovementioned researches, which are used to judge the
detailed congestion status and analyze the congestion diffusion rules, can be applied only in the
situation where the sign of traffic congestion has emerged. In other words, these studies mainly focused
on analyzing the traffic congestion that has occurred in intersections and seldom predict the possibility
of an intersection congestion occurrence.

The running state of traffic flow in intersections can be derived in advance by predicting the
possibility of congestion, which is an important reference index for implementing the corresponding
traffic management measures to relieve the traffic congestion. To solve this problem, it is necessary
to build an analysis model for determining the likelihood and risk degree of the traffic congestion
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occurring in the intersection, which can provide rapid warning of traffic congestion state and guarantee
smooth traffic in the intersection.

Therefore, this paper analyzes the traffic congestion factors at intersections based on actual
road facilities and control conditions, and constructs an index system for assessing traffic congestion
at intersections. On this basis, a dynamic decision-making model for traffic congestion at urban
intersections is proposed to identify the risk of congestion and achieve early warning of congestion.
Finally, the model is applied to a case to propose countermeasures for traffic congestion at intersections
based on the calculation results, which verifies the validity of the model and provides strong theoretical
support for the implementation of intersection-related traffic planning and management measures.

3. The Index System for Evaluating the Intersection Congestion

A proper evaluation index system is very necessary for conducting the risk identification of the
intersection congestion, since the system can be used to evaluate the traffic status of intersection [28,29],
which can provide the foundation for identifying the risk degree of the intersection congestion.
The traffic congestion in intersection is the result of the complex interactions of various correlative
factors in the road system [30], so the index system for evaluating the intersection congestion should
be proposed by analyzing all the factors causing the congestion, comprehensively [31].

The risk degree of the intersection congestion can be evaluated from three aspects: the traffic
efficiency of intersection, the traffic capacity of connected roads and the transport facilities in the
intersection [32,33]. Specially, the queue length and the running efficiency in the intersection will
directly reflect the degree of congestion and the road saturation, and speed will influence the traffic
status of intersection [34]; meanwhile, the transport facilities also have an effect on the traffic flow
through the intersection. By taking into consideration the main affecting factors from the three aspects
mentioned above, the evaluation index system is proposed, which is used as the standard for evaluating
the risk degree of the intersection congestion. The evaluation index system is a progressive structure
composed of two levels, from the evaluation criteria to the evaluation indicators, illustrated in Figure 1.
Different indicators have different impacts on the risk degree of intersection congestion. In practice,
the queue length, the saturation degree and the average delay are considered as the key factors
influencing the congestion status. Therefore, the three indicators are used as the core indicators to
evaluate the risk degree of the intersection congestion in this paper.
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4. The Dynamic Decision-Making Model for Risk Identification

4.1. General Definitions and Notations

In some Dynamic Multi-Attribute Decision-Making (DMADM) problems, the attributes’ values
are uncertain and described in the form of interval number, and such problems can be called Risking
Dynamic Multi-Attribute Decision-Making (RDMADM) problems [35,36]. In a RDMADM problem,
solutions’ decision coefficients vary between different states and each state, in itself, is also a random
quantity. When solving a RDMADM problem in a real environment, all different states should be
considered and the situation under each state should be analyzed respectively. In risk identification
for intersection congestion, the variation of indexes that influence the intersection congestion under
different traffic conditions should be analyzed respectively [37]. Therefore, the risk identification
for intersection congestion is a typical RDMADM problem and in order to achieve better practical
decision-making, a dynamic decision model is designed for this particular problem. The notation for
the specific problem in this paper is given in Table 1.

Table 1. Notations for intersection congestion risk identification problems.

Symbol Definition

Xk = index of decision scheme, k = 1, 2, . . . , m

Ti = index of time-point, i = 1, 2, . . . , q

C j = index of decision indicator, j = 1, 2, . . . , n

λi = weight coefficient of time-point Ti, λi ∈ [0, 1] and
∑q

i=1 λi = 1

w j = weight coefficient of indicator C j, w j ∈ [0, 1] and
∑n

i=1 w j = 1

X = set of decision scheme Xk

T = set of time-point Ti

C = set of indicator C j

λ = weight vector of time-points

W = weight vector of decision indicators

A
(i)

kj

= matrix of attribute value of decision Xk corresponding to time-point Ti

and indicator C j, [A
(i)

kj ] = [a−(i)kj , a∗(i)kj , a+(i)
kj ]

B
(i)

kj

= matrix of weighted value of decision Xk corresponding to time-point Ti

and indicator C j, [B
(i)

kj ] = [b−(i)kj , b∗(i)kj , b+(i)
kj ]

Y
(i)

kj

= matrix of ideal value of decision Xk corresponding to time-point Ti and

indicator C j, [Y
(i)

kj ] = [y−(i)kj , y∗(i)kj , y+(i)
kj ]

˜̃Ek = risk-free decision matrix sequence˜̃F = positive ideal matrix of intersection congestion˜̃G = negative ideal matrix of intersection congestion˜̃Ak = synthetic decision matrix sequence˜̃Ao = decision matrix sequence for comparison˜̃As = decision matrix sequence for standardization˜̃Hk = matrix sequence with corresponding to the decision Xk

[γ] = relevancy of intersection congestion
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Table 1. Cont.

Symbol Definition

[uk] = subordinate degree of intersection congestion

N1 = number of vehicles parked behind the stop line

N2 = number of vehicles passing the stop line after parking

N3 = number of passing the parking line without stopping

Dsum = import delay

ds = average delay of passing vehicles after stopping

di = average vehicle delay at intersection, i = 1, 2, . . . , n

t0 = data collection interval

Ei = the risk-free decision matrix of intersection i

a(i)rjt
= the values of the attributes of decision scheme Xr corresponding to
time-point Ti, indicator C j

p(i)rj = frequency of occurrence at time-point Ti, indicator C j

lv = the average covering length of vehicle type v

k = the number of signal cycles during the observation

nc
v = the number of different types of vehicles in the queue of each signal cycle

4.2. The Standardization of the Initial Decision Matrix

In the dynamic decision of risk identification, a risk-free decision matrix is required to unify
the data of all indicators into the same form. Data from the indicators of the risk decision table at
time-point Ti are evaluated for expectation values based on the interval gray number algorithm and
merged into a risk-free gray decision matrix.

Ei = (e(i)rj )m∗n
=

X1

X2
...

Xm

C1 C2 · · · Cn
e(i)11 e(i)12 · · · e(i)1n
e(i)21 e(i)21 · · · e(i)2n

...
...

. . .
...

e(i)m1 e(i)m2 · · · e(i)mn


(1)

e(i)rj =
l∑

t=1

a(i)rjt ∗ p(i)rj (2)

After converting the information of all time-points to a risk-free decision-making matrix,
a standardized processing should be conducted to reduce the negative effect that different dimensions

have on the decision making. Assuming [Y
(i)

kj ] is the ideal value of decision solution Xk corresponding
to time-point Ti and index Cj:

[Y
(i)

kj ] =
1
2
[a
(i)
kj [g

(i)
j ]−1 + g

(i)
j [a

(i)
kj ]
−1]
−1

(3)
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Then, the decision-making matrix ([A
(i)

kj ])m×n
= ([a−(i)kj , a∗(i)kj , a+(i)

kj ])
m×n

can be converted to
a standardized matrix:

([Y
(i)

kj ])m×n = ([y−(i)kj , y∗(i)kj , y+(i)
kj ])m×n (4)

4.3. The Weighted Decision Matrix

The attribute weight reflects the importance of the attribute on the decision, which determines
the correctness and validity of the results to a large extent. In this study, the weight vector reflects
the importance of each indicator when assessing the congestion risk. Therefore, a reasonable weight
vector is necessary for the validity of the decision result, which is also the basis for constructing the
traffic congestion risk identification model. In most current studies, when determining the weights of
indicators, subjective methods are more preferred, which are always easier to operate. These methods
can reflect the subjective judgment of the decision-maker, while they are much limited by the operator’s
lack of knowledge and experience. In order to reduce subjectivity in the decision of intersection traffic
congestion status, therefore, the standard deviation method is used to determine the weight vector and
obtain the weight vector of the assessment indicator.

The weight vector can be expressed as W = (w1, w2, . . . , wn). The MWA operator is defined from
the decision normative sequence Yi at the time-point Ti.

MWAλ(Y1, Y2, . . . , Ym) =

q∑
i=1

λiYi (5)

The data matrices Y1,Y2, . . .Yq for all time-points are clustered to obtain the integrated gray matrix.
The indicator weighting vector W should maximize the total deviation of all indicators for all scenarios.
Hence, the function was constructed as:

maxD(W) =
n∑

J=1

D j(W) =
m∑

r=1

n∑
j=1

m∑
k=1

d(srj, skj)w j (6)

A Lagrange function is constructed to solve the function.

L(W, δ) =
m∑

r=1

n∑
j=1

m∑
k=1

d(srj, skj)w j + 0.5δ(
n∑

j=1

w2
j − 1) (7)

The weight is obtained by solving the model through calculating the partial derivative of the
Lagrange function wj.

w j =

 m∑
r=1

m∑
k=1

d(srj, skj)

 ∗
 n∑

j=1

m∑
r=1

m∑
k=1

d(srj, skj)


−1

(8)

Thereby, the weighted standard decision matrix can be calculated as follows [38,39]:

[B
(i)

kj ] = [b−(i)kj , b∗(i)kj , b+(i)
kj ] = w j . [y−(i)kj , y∗(i)kj , y+(i)

kj ] (9)
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4.4. The Dynamic Decision-Making Model

The risk-free decision matrix sequence in this problem is defined as ˜̃Ek = ([E
(k)

i j ])
q×n

=

([e−(k)i j , e∗(k)i j , e+(k)
i j ])

q×n
. Accordingly, with each particular matrix ˜̃Ek, the specific expressions of the

positive ideal matrix ˜̃F and the negative ideal matrix
≈

G are presented as follows:

˜̃F = [ f i j]q×n
= ([ f−kj, f ∗kj, f+kj ])q×n

= ([max d
k
−(k)

i j
, max d

k
∗(k)

i j
, max d

k
+(k)

i j
])

q×n
(10)

˜̃G = [gi j]q× n
= ([g−kj, g∗kj, g+kj])q×n

= ([min d
k
−(k)

i j
, min d

k
∗(k)

i j
, min d

k
+(k)

i j
])

q×n
(11)

Correspondingly, the synthetic decision matrix sequence is defined as ˜̃Ak = ([A
(k)

i j ])
q×n

=

([a−(k)i j , a∗(k)i j , a+(k)
i j ])

q×n
. Thereby the relevancy of the intersection congestion [γ] can be expressed as:

([γ]) = γ(
˜̃Ao, ˜̃As) (12)

Given the representation of ∆osi j, which is shown in Equation (13), the specific expression of the

relevancy [γ] can be obtained as Equation (14):

∆osi j = d([A
(o)

i j ], [A
(s)

i j ])

=
√

2
2

√
(a−(o)i j − a−(s)i j )

2
+ (a∗(o)i j − a∗(s)i j )

2
+ (a+(o)

i j − a+(s)
i j )

2 (13)

[γ] = γ(
˜̃Ao, ˜̃As) =

n∑
j=1

q∑
i=1

λiw j
∆max

2∆osi j + ∆max
(14)

where ∆max = max
s

max
i

max
j

∆osi j.

The matrix sequence ˜̃Hk with respect to the decision Xk can be derived by transforming the

standard matrix sequence ˜̃Hi with respect to time Ti:

˜̃Hk = ([H
(k)

i j ])q×n = ([h−(k)i j , h∗(k)i j , h+(k)
i j ])

q×n
(15)

For each decision matrix ˜̃Hk, there are corresponding positive ideal matrix ˜̃F and negative ideal

matrix ˜̃G. Therefore, the correlation of the decision matrix ˜̃Hk with the positive ideal matrix ˜̃F and with

the negative ideal matrix ˜̃G, which defined as [R
(+)

k ] and [R
(−)

k ], can be calculated as follows:

[R
(+)

k ] = γ(̃F̃, ˜̃Hk) (16)

[R
(−)

k ] = γ(
˜̃G, ˜̃Hk) (17)

The larger the value of [R
(+)

k ] is, the more correlation the decision scheme Xk has with the positive
ideal scheme and the lower the risk of traffic congestion is, which means a better scheme can be

obtained. On the other hand, the other parameter [R
(−)

k ] represents the relationship between the
scheme Xk and the negative ideal scheme. A smaller value of this parameter indicates a better scheme.
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Therefore, the optimal decision-making plan is the one that comes with the largest [R
(+)

k ] and the

smallest [R
(−)

k ].
The subordinate degree [uk] can be determined by the mathematical model based on the related

knowledge of interval number theory [40,41]. The detailed mathematical model is proposed as follows,
whose objective function is to minimize quadratic sum of the relational discrepancy degrees of positive
ideal matrix and negative ideal matrix for all the decisions:

min

V([U]) =
m∑

k=1

[
[uk] . r(̃F̃, ˜̃Hk)

]2

+
m∑

k=1

[
[uk] . r(˜̃G, ˜̃Hk)

]2 (18)

The vector of the optimal result can be expressed as:

[

→

U] =
{ [

u−1 , u∗1, u+
1

]
,
[
u−2 , u∗2, u+

2

]
, . . . ,

[
u−m, u∗m, u+

m

]}
(19)

The proposed model is a minimization problem, which can be solved by taking the derivative of
the objective. The optimal solution is obtained as follows:

[uk] = r2 (̃F̃, ˜̃Hk) .
[
r2

(̃
F̃, ˜̃Hk

)
+ r2

(˜̃G, ˜̃Hk

)]−1
(20)

According to the specific sorting rule of risk identification, the numerical values of subordinate
degree [uk] can be sorted. A higher value of [uk] indicates a better corresponding decision.

5. Numerical Example

In this section, the proposed model and method are applied to a real example, which is three
consecutive intersections in a main road of Baoji city. Figure 2 shows the layout of the three intersections.
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This study collected 24-h traffic flow data at three intersections through artificial investigation,
video capture, and coil detector. Corresponding traffic volume-time curves are shown in Figure 3,
from which can be seen the variations of traffic flow at the three intersections tend to be the same.
There are two main peak periods of the day, with the morning peak at 7:30–8:30 and the evening
peak at 18:00–19:00. In contrast, during the evening peak hour, the peak flow is more prominent,
the distribution of traffic arrivals is more regular, and no flow anomalies occur, which meets the
research requirements. In order to improve the accuracy of the analysis results, the data collected
should be continuous and correlated. Thus, three consecutive hours (16:30–19:30) were selected as the
analysis period, and the various data collected were used as the basis for the case analysis.



Sustainability 2020, 12, 5923 10 of 16

 
Sustainability 2020, 12, x FOR PEER REVIEW 10 of 16 

Sustainability 2020, 12, x; doi: FOR PEER REVIEW www.mdpi.com/journal/sustainability 

continuous and correlated. Thus, three consecutive hours (16:30–19:30) were selected as the analysis 

period, and the various data collected were used as the basis for the case analysis. 

 

Figure 3. The traffic volume-time distribution of the three intersections. 

In addition, the average queue length, the delay and the saturation are selected to construct an 

evaluation system. The three indicators are calculated as follows: 

(1) The calculating process of average delay 

The data collected by the point sample method are used to calculate the average delay. Taking a 

one-way lane at an intersection as an example, the basic steps of data collection are as follows: 

① Observer A counts the number of vehicles parked behind the stop line every 15 s. 

② Observer B counts the number of vehicles passing the stop line after parking (number of 

stopped vehicles) and the number of passing the parking line without stopping (number of 

non-stopped vehicles) at 1-min intervals. 

③ Repeat the above process to obtain the data for the survey time period. 

The calculation can be conducted as follows:  

1 0
*

sum
D N t  (21) 

2
/

s sum
d D N  (22) 

2 3
/ ( )

i sum
d D N N   (23) 

(2) The calculating process of average queue length  

Record the numbers of different types of vehicles in the queue of each signal cycle i
jn , then the 

average queue length can be calculated as: 




c

v v
n l

aql
k

 (24) 

(3) The calculating process of average saturation 

This indicator can be calculated based on the ratio between the capacity and the actual volume. 

Taking the one-way entrance lane of an intersection as an example, the number of vehicles passing 

through the lane in a unit time can be collected during the study period and the capacity of the lane 

can be calculated. By repeating the above process, average saturation data for each direction and the 

Figure 3. The traffic volume-time distribution of the three intersections.

In addition, the average queue length, the delay and the saturation are selected to construct
an evaluation system. The three indicators are calculated as follows:

(1) The calculating process of average delay

The data collected by the point sample method are used to calculate the average delay. Taking
a one-way lane at an intersection as an example, the basic steps of data collection are as follows:

1O Observer A counts the number of vehicles parked behind the stop line every 15 s.
2O Observer B counts the number of vehicles passing the stop line after parking (number of stopped

vehicles) and the number of passing the parking line without stopping (number of non-stopped
vehicles) at 1-min intervals.

3O Repeat the above process to obtain the data for the survey time period.

The calculation can be conducted as follows:

Dsum = N1 ∗ t0 (21)

ds = Dsum/N2 (22)

di = Dsum/(N2 + N3) (23)

(2) The calculating process of average queue length

Record the numbers of different types of vehicles in the queue of each signal cycle ni
j, then the

average queue length can be calculated as:

aql =
nc

v · lv
k

(24)

(3) The calculating process of average saturation

This indicator can be calculated based on the ratio between the capacity and the actual volume.
Taking the one-way entrance lane of an intersection as an example, the number of vehicles passing
through the lane in a unit time can be collected during the study period and the capacity of the lane
can be calculated. By repeating the above process, average saturation data for each direction and the
entire intersection can be obtained. The calculation of this indicator is a basic part of the data survey
and the details presented in the literature [42].

Based on the calculation process presented above, the data of the three intersections including
the queue, the delay and the saturation degree are obtained during the analysis period (16:30–19:30),
as shown in Table 2.
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Table 2. The traffic data of the three intersections.

Intersection A

No. Time Period Average Queue Length (m) Average Delay (s) Average Saturation Degree (%)

T1 16:30–17:30 16.69 26.37 81.65

T2 17:30–18:30 21.46 29.43 93.24

T3 18:30–19:30 27.62 32.2 107.02

Intersection B

No. Time Period Average Queue Length (m) Average Delay (s) Average Saturation Degree (%)

T1 16:30–17:30 11.29 21.42 69.03

T2 17:30–18:30 16.57 26.68 81.46

T3 18:30–19:30 23.89 30.31 90.79

Intersection C

No. Time Period Average Queue Length (m) Average Delay (s) Average Saturation Degree (%)

T1 16:30–17:30 17.23 25.51 90.76

T2 17:30–18:30 24.39 34.47 103.69

T3 18:30–19:30 32.08 40.12 118.37

Based on the data, the risk degree of the three intersections can be derived from the model
calculation. Accordingly, some measures of traffic management and control to reduce the risk are
given. The detailed calculation process of the model is as follows:

Step 1: Constructing the initial decision matrix.
The values of the three indicators of queue length, average delay and saturation, are initialized

on three intersections between 16:30 and 19:30. Each hour is considered as a time-point, and the
value of the indicator in each time period provides the information for the time-point. According to
Equations (1) and (2), the data in Table 2 are transformed into the risk-free decision matrix.

The risk-free decision matrix of intersection A is

E1 =




0.591 0.611 0.632
0.613 0.635 0.722
0.595 0.632 0.618




0.623 0.780 0.705
0.555 0.615 0.715
0.568 0.653 0.699




0.585 0.613 0.615
0.603 0.645 0.702
0.621 0.687 0.699




The risk-free decision matrix of intersection B is

E2 =




0.602 0.671 0.619
0.651 0.605 0.723
0.665 0.678 0.701




0.573 0.601 0.605
0.625 0.785 0.718
0.589 0.603 0.698




0.594 0.601 0.653
0.583 0.585 0.672
0.605 0.698 0.699




The risk-free decision matrix of intersection C is

E3 =




0.518 0.621 0.633
0.513 0.525 0.672
0.573 0.568 0.605




0.621 0.665 0.677
0.564 0.567 0.671
0.527 0.662 0.633




0.625 0.618 0.609
0.661 0.625 0.710
0.651 0.624 0.687




After converting the information of all time-points to a risk-free decision-making matrix,
a standardized processing should be conducted to reduce the negative effect that different dimensions
have on the decision making. According to Equations (3) and (4), the standard decision matrix of the
three intersections can be derived through normalizing the corresponding risk-free decision matrix.
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The standard decision matrix of intersection A is

Y1 =




0.312 0.315 0.307
0.323 0.325 0.402
0.355 0.432 0.418




0.223 0.217 0.331
0.305 0.316 0.317
0.218 0.313 0.309




0.225 0.323 0.345
0.303 0.325 0.328
0.311 0.317 0.339




The standard decision matrix of intersection B is

Y2 =




0.325 0.337 0.339
0.253 0.255 0.332
0.255 0.322 0.308




0.313 0.307 0.401
0.225 0.236 0.267
0.227 0.332 0.314




0.235 0.331 0.315
0.306 0.315 0.317
0.391 0.305 0.308




The standard decision matrix of intersection C is

Y3 =




0.303 0.333 0.336
0.268 0.306 0.326
0.353 0.373 0.383




0.233 0.236 0.331
0.239 0.313 0.333
0.238 0.331 0.334




0.229 0.321 0.324
0.322 0.325 0.329
0.322 0.324 0.326




Step 2: Determining the weighted standard decision matrix.
After a dimensionless process, a standard decision matrix is obtained for the three intersections.

As a basis for the subsequent calculations, it is necessary to determine the weighting vector to obtain
a weighted decision matrix for the three intersections. The attribute weights W j corresponding to
indicator C j, including queue length, average delay and saturation can be calculated by Equations
(5)-(8), which reflects the influence on the risk level evaluation results of traffic congestion at the case
intersection. By using the standard deviation method, the weight coefficients of the three evaluation
indicators can be calculated and the results are as follows:

⇀
W = (0.327, 0.332, 0.341)

According to Equation (9), the weighted standard decision matrix can be obtained as follows:

B =




0.212 0.232 0.262
0.223 0.227 0.229
0.222 0.225 0.228




0.223 0.226 0.229
0.224 0.223 0.228
0.223 0.226 0.230




0.235 0.237 0.331
0.232 0.235 0.239
0.232 0.234 0.236




Step 3: Determining the positive and negative decision matrix and calculating the relevancy of
intersection congestion.

The weight vector for different time-points depends on the change in the values of each indicator
at the three intersections at different time-points. The weight vector of time-points can be obtained by
using the three-scale method.

⇀
λ = (0.313, 0.352, 0.335)

Based on the weight vector at each time-point, the standardized matrix sequence Yi about the
time-points can be converted into a matrix sequence Hk about the decision solution Xk according to
Equation (15). Hk is also known as the integrated decision solution matrix, which represents the level
of traffic congestion risk at each intersection. For each decision matrix, there is a positive ideal matrix F
and a negative ideal matrix G. According to Equations (10) and (11), the positive ideal matrix and the
negative ideal matrix of the intersection congestion can be obtained, respectively.

F =




0331 0.336 0.339
0.333 0.335 0.337
0.335 0.337 0.339




0.332 0.336 0.341
0.335 0.337 0.339
0.333 0.336 0.339




0.325 0.327 0.329
0.322 0.325 0.341
0.325 0.327 0.329
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G =




0.221 0.223 0.225
0.221 0.223 0.227
0.222 0.223 0.225




0.233 0.236 0.238
0.231 0.233 0.235
0.233 0.235 0.237




0.241 0.243 0.245
0.242 0.245 0.247
0.242 0.244 0.245




The correlation between the decision matrix and the positive/negative ideal matrices is then
analyzed, through which the validity of the decision scheme can be evaluated and the congestion risk
of the intersection can be judged. According to Equations (13) and (14), the correlation degree of the
decision matrix Hk with the decision positive ideal matrix F and negative ideal matrix G was calculated
for the three intersections as follows:

[R
(+)

1 ] = γ(
≈

F,
≈

H1) = 0.6821, [R
(−)

1 ] = γ(
≈

G,
≈

H1) = 0.5746

[R
(+)

2 ] = γ(
≈

F,
≈

H2) = 0.8549, [R
(−)

2 ] = γ(
≈

G,
≈

H2) = 0.3651

[R
(+)

3 ] = γ(
≈

F,
≈

H3) = 0.4584, [R
(−)

3 ] = γ(
≈

G,
≈

H3) = 0.8614

According to the definition of correlation degree, the decision scheme of intersection B has the
highest correlation with the positive ideal scheme and the lowest correlation with the negative ideal
scheme, which indicates that intersection B faces the lowest level of risk of traffic congestion.

Step 4: Calculating the subordinate degree and risk sorting.
The risk of traffic congestion at the three intersections should be judged more precisely. According

to Equations (18)–(20), the subordinate degree of the three intersections can be calculated, respectively.

[u1] = 0.5849, [u2] = 0.8457, [u3] = 0.2207

According to the specific sorting rule of risk identification, the calculation results of subordinate
degree of the three intersections are sorted in a descending order:

[u2] > [u1] > [u3]

Thereby the risk degree of the three intersections can be obtained as:

Intersection C > Intersection A > Intersection B

The sorted result indicates that the intersection C has the highest risk of traffic congestion and
the intersection B has the lowest risk. The evaluation results are in accord with the actual condition
since there are shopping malls and office buildings around the intersection C, which has brought
a very large additional traffic demand compared with intersection A and B. The traffic congestion in
intersection C is mainly caused by the car travel demand exceeding the traffic capacity. To avoid this
problem, some measures of traffic planning and management should be implemented in intersection C,
including improving the traffic capacity of intersections by widening the key approaches and reducing
the car travel demand by adding the bus exclusive lane to the existing road.

6. Conclusions

With the acceleration of urbanization, traffic congestion has become more and more serious,
which leads to longer travel times and limited reliability of the transportation and causes high energy
consumption and emission. So, the research on the traffic congestion problem is of important practical
significance. In this paper, we proposed a new methodology to identify and predict the risk degree
of intersection congestion by taking into consideration the traffic flow’s intrinsic properties and the
traffic congestion model. First, an integrated evaluation index system was constructed, in which some
congestion factors have been taken as the core indicators to evaluate the risk degree of the intersection
congestion. Then, based on the risk identification theory, a detailed dynamic decision model of the road
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intersection congestion was presented, which can be used to identify the risk degree of intersection
congestion and predict its influence on future traffic flow. Finally, the proposed approach was applied
to a real case in Baoji city.

The application results showed that the dynamic decision model can not only reflect the actual
traffic condition of the intersection, but also predict the spread trend of traffic congestion, by which the
traffic management and control measures can be taken in real-time to reduce the original congestion
point. So, the presented approach is a practical, effective and feasible way to alleviate the traffic
congestion, which can be used as a tool to help transport planners change the traffic planning schemes
as well as help transport managers make some management and control measures in advance while
considering a network perspective.

However, caution should be taken while directly referring to this conclusion and several extensions
may be considered in future work. First of all, during model construction, only three indicators
including queuing length, average delay and saturation degree, are selected as the decision indicators
of the model, which are all used to reflect the operation efficiency of intersection. That, however,
may affect the accuracy of the evaluation results. Future research would consider incorporating
more indicators relating to traffic capacity and service level into the dynamic decision model, so that
the accuracy of evaluation results can be further improved. Secondly, this paper is focused on the
objective empowerment idea to determine the weight values of the decision indicators. The approach
relies on objective criteria for empowerment and ignores information about the decision-maker’s
preferences such as knowledge and experience. It fails to reflect the importance of different attribute
indicators to the decision-maker and may lead to unreasonable weighting. In future, it is possible to
consider the integration of subjective and objective empowerment methods, such as integrating the
existing subjective and objective weight information into the cloud model to form a cloud portfolio
empowerment method. In this way, the subjective judgment of the decision- maker and the objective
characteristics of the evaluation object are taken into account. It solves the problem of ambiguity and
randomness in the process of weight combination and improves the validity and reasonableness of
the results. Finally, the proposed approach considers the intersection as an isolated entity and lacks
capturing the spatial dependence between different intersections. As a result, the evaluation approach
may not work well in the case that several consecutive intersections are contained. The upstream link
has a positive impact on the traffic conditions of the interest link, which needs to be incorporated in
the process of establishing the model. In future research, the spatial dependence structure between
traffic links should be predefined and embedded in the model.
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