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Abstract: The enormous volume and largely varying quality of available reviews provide a great
obstacle to seek out the most helpful reviews. While Naive Bayesian Network (NBN) is one of the
matured artificial intelligence approaches for business decision support, the usage of NBN to predict
the helpfulness of online reviews is lacking. This study intends to suggest HPNBN (a helpfulness
prediction model using NBN), which adopts NBN for helpfulness prediction. This study crawled
sample data from Amazon website and 8699 reviews comprise the final sample. Twenty-one predictors
represent reviewer and textual traits as well as product traits of the reviews. We investigate how
the expanded list of predictors including product, reviewer, and textual characteristics of eWOM
(online word-of-mouth) has an effect on helpfulness by suggesting conditional probabilities of
the binned determinants. The prediction accuracy of NBN outperformed that of the k-nearest
neighbor (kNN) method and the neural network (NN) model. The results of this study can support
determining helpfulness and support website design to induce review helpfulness. This study will
help decision-makers predict the helpfulness of the review comments posted to their websites and
manage more effective customer satisfaction strategies. When prospect customers feel such review
helpfulness, they will have a stronger intention to pay a regular visit to the target website.

Keywords: Naive Bayesian network; online review; helpfulness prediction; helpfulness; predictors
of helpfulness

1. Introduction

eWOM (online word-of-mouth) plays an increasingly enormous role for consumers to obtain
information on purchase decisions and as one of the WOM communications, reviews represent the bulk
of user-generated content [1]. One of the critical challenges for market-driven product design to satisfy
customer needs is to analyze vast amounts of online reviews to determine helpful reviews accurately [2].
Online reviews are described as “peer-generated product evaluations posted on company or third
party websites” [3] or “a type of product information created by users based on personal usage
experience” [4]. Online reviews increase consumer awareness and represent a credible source of
information regarding product and service quality [5]. They can support manufacturers in predicting
consumer reaction to their products for improving the products [6].

Recently, researchers have shown that customers, in creating online reviews, are under social
influence from others [7,8]. The importance of explaining or predicting review helpfulness can be
understood from its role in attracting customers’ behaviors. Review helpfulness can be treated as
enabling the promotion of purchasing behavior [9]. The intention of consumers to online purchase is
greatly influenced by perceived review usefulness [10]. The usefulness of eWOM information has a
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significant influence on customer trust [10]. Consumers will provide greater trust in review contents if
reviews are valuable to satisfy their information needs [11], which makes a rigorous analytics method
crucial to suggest the prediction of online review helpfulness. Thus, this so-called “social navigation”
community-based voting technique [12] is much adopted to support readers in sorting out useful
reviews, especially for products with a huge amount of online reviews. Online reviews can bring
diagnostic value, representing their helpfulness for several stages of the decision process in purchasing.
Major websites like Amazon.com present a “Most Helpful First” option in sorting reviews according to
the “usefulness” dimension, using the count of readers who responded affirmatively to the question
asking whether the review is useful.

This study has the following objectives. First, this study examines the previous literature on
predicting helpfulness [13–16], offers an expanded list of predictors, including product, reviewer,
and textual characteristics in order to explain helpfulness, and through NBN, suggests the importance
of each determinant using conditional probability of the binned determinants. This may be especially
insightful because review helpfulness can be affected by the characteristics of the product, reviewer,
and textual traits. For the class 1 of helpfulness class, if the conditional probability of the bin with
greater value exceeds that of other bins and that for the class 0 of helpfulness class, this shows that the
determinant is positively affecting helpfulness. Further, through comparing the conditional probability
of different determinants, we can suggest which has the greater effect on helpfulness than the other
determinants. This will improve understanding of the impact of product, reviewer, and textual traits on
online review usefulness in a consumer-oriented mechanism where reviews are highlighted according
to their expected helpfulness.

Second, while there are several studies of using business intelligence (BI) in online reviews,
the studies using NBN to predict helpfulness are rare. This study intends to overcome this gap by
suggesting and validating a data mining model using NBN for determining helpfulness of reviews.
Because of its simplicity and high computational efficiency, Naive Bayesian Network (NBN) is a good
machine learning tool providing high prediction performance, especially appropriate for samples with
high dimensions. NBN is a machine learning algorithm which is computationally data-driven and
produces good performance on noisy datasets. NBN is posited to have simplicity and computational
efficiency because NBN is a nonparametric method and NBN does not require assumption on the
distribution of data and estimating or optimizing parameters or weights like parametric methods
such as regression or neural network. Given that an enormous number of review records are required
to be processed, this study focuses on investigating the performance of NBN by comparing it with
other methodologies based on the studies regarding the factors affecting helpfulness [3,14–18]. It is
necessary to use NBN in predicting helpfulness as the application a Naive Bayesian network requires
less complexity and computational resources than other methods, given the large volume of review
data to be processed.

The sample data crawled from Amazon.com are used to predict review helpfulness based on the
traits of product, review, and text, which is represented as HPNBN (a helpfulness prediction model
using NBN), where review helpfulness is transformed into a categorical predictor representing high or
low value. Our study enables the automatically analyzing of review content and improvement in the
ability of BI by identifying targeted customer opinions. In order to validate our model, the predictive
performance of NBN is contrasted with that of multivariate discriminant analysis (MDA) and k-nearest
neighbor (kNN) and the neural networks (NN) method in terms of prediction error.

2. Research Background

Online review classification becomes a critical task because of the proliferated availability of
online reviews due to the advent of big data analytics technologies and the increasing need to access
them in order to suggest marketing strategy. In the past several years, for text classification, many
methods based on machine learning and statistical theory have been suggested to overcome information
overload problems in predicting helpfulness of reviews. An enormous number of product reviews on
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online sites exist to attract customers’ attention. Using data analytics becomes much more necessary as
it becomes crucial for website management to choose and improve helpfulness of reviews to lower
the likelihood that consumers stop vising their websites and to improve the attractiveness of their
websites [9]. While researchers have suggested effective solutions in the field of text categorization [19],
studies on data mining for determining the online review helpfulness need to be expanded in order to
provide coherent and cohesive insights [20].

Recent studies using data mining techniques in various online product review analyses include
applying data mining models to predict review helpfulness [16,17,21–23]. Various BI methods are
employed such as k-nearest neighbors (kNN) [24], inductive learning based on rough set theory [25],
ordinal logistic regression analysis [21], backpropagation neural networks [26], a neural deep learning
model [27–30], support vector regression [31], and content analysis to assess text comments using
logistic regression [18].

Although there exist many studies using BI in online reviews, the studies using NBN to predict
helpfulness are scarce. It is required to adopt NBN in predicting helpfulness as the application of a
Naive Bayesian network demands less complexity and computational resources than other methods.

3. Determinants of Helpfulness

The quality assessment becomes crucial as a great number of reviews that are different in quality
are posted everyday [32]. Helpfulness can be described as the ratio of positive votes out of total votes
a review receives [33]. As helpfulness is often treated as a binary helpfulness measure according to
whether the original percentage is greater than a threshold value [20,23], our study considers helpfulness
as a binary value showing “helpful” or “unhelpful” after applying threshold point of 0.5, which is
generally suggested as a well adopted threshold in the previous literature [21,24]; when helpfulness is
greater than 0.5, the review becomes “helpful”, otherwise, the review becomes “unhelpful”.

While there exist a large number of studies on review helpfulness prediction, the rationale
regarding specific selection of features is still vague and needs further research [34–37]. As this study
intends to encompass various aspects of reviews beyond text, our study categorizes various factors
affecting review usefulness according to Baek et al. [38], Filieri [11], Filieri et al. [39], Ghose and
Ipeirotis [17], and Lee and Cheoh [26]. Our study classifies determinants to helpfulness as product,
reviewer, and text-related features as suggested in Figure 1, denoting the specific previous studies
supporting their effects.

For product traits, the review usefulness of a specific product is affected by the review activity level
of that product [17,26,41]. Chen and Tseng [40] discovered that reviews with a number of comments
on multiple features of products turned out to be high-quality reviews. Consumers demand different
information to support purchase decisions on search or experience goods [3]. For a search good, it is
easier for customers to obtain objective and comparable information about product quality before
purchasing. An experience good is having subjective attributes which are hard to compare and to
obtain information regarding product quality before purchasing.

Based on the previous literature which covers product, reviewer, and textual characteristics
separately, this study integrates these previous models and suggests the model of determinants for
review helpfulness which are classified into product, reviewer, and review as in Figure 1. The product
data encompass (1) type of product (experience goods = 1, search goods = 0), (2) sales rank, (3) product’s
total number of reviews, (4) product’s review rating, and (5) retail price of product.
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Figure 1. The model of determinants for review helpfulness (See [3,6,9,13–15,17,21–24,26,31,38,40–47]).

For reviewer traits, reviewer rank, disclosure of reviewer name, visibility of source, expertise,
and trustworthiness affect individuals’ perception of product, message, and reviewer [9,14,43–45].
O’Mahony and Smyth [23] suggest the categories of the features for helpfulness as user reputation,
social, and sentiment. The authorship of a product review is positively associated with the review
persuasiveness [9]. A reviewer’s reputation represented by reviewer helpfulness is a crucial intrinsic
quality for review helpfulness [48] and is directly related to review trustfulness [6]. Consumers are
encouraged to contribute to post reviews to maintain reputation. Reviewer ranking is crucial for review
helpfulness of experience goods [38]. Reviewer’s expertise and disclosure of reviewer name turned
out to be important predictors for the helpfulness from meta-analysis of the eWOM literature [13].
Reviewer engagement features include reputation, commitment, and current activity (the total number
of reviews by reviewer) [31].

Reviewer attributes also have an effect on consumer perceptions of reviews [18]. The reviewer
traits include (6) reviewer ranking, (7) reviewer’s total helpfulness votes, (8) reviewer’s total votes,
(9) proportion of all past helpful votes (among the total count of votes) which is the reviewer history
macro, (10) reviewer’s total number of reviews, and (11) reviewer name disclosure.
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For textual traits, review depth and review rating are important determinants to helpfulness [46].
The review content-related signals are the most important predictors for helpfulness [15,22,46].
Data filtering with sentiment analysis is likely to increase the evaluation performance in determining
useful reviews [49]. Reviews with extreme arguments tend to be considered as more helpful [21].
Review depth (the number of arguments) is positively related to agreements by providing readers
more to think about [38], and can improve diagnosticity and helpfulness [3] and perceived value of the
reviews. The linguistic style cues (such as counts of wh-words like where and which, sentences, and
words) exert a positive influence on helpfulness.

The textual traits represent the stylistic traits which can have an effect on helpfulness [17,21].
The textual traits include (12) elapsed days after launching until posting, (13) elapsed days since
posting until parsing, (14) number of words in a review, (15) number of misspelt words, (16) number of
one letter long words, (17) number of words 2–9 letters long, (18) number of words 10+ letters long,
(19) review rating, (20) review extremity indicating the absolute deviation of the reviewers’ ratings
from the average ratings, and (21) review’s total helpfulness votes.

We suggest how product, reviewer, and textual characteristics of eWOM have an effect on
helpfulness by indicating conditional probabilities of variables. For the class 1 of helpfulness class,
if the conditional probability of the bin with greater value is greater, this shows that the determinant
is positively affecting helpfulness. For instance, the last bin of the product’s review rating has the
greatest probability among all bins for the class 1 of helpfulness class, and provides greater probability
than for class 0 of the helpfulness class, and this shows that product’s review rating is positively
affecting helpfulness. Further, by comparing the conditional probability of different determinants, we
can suppose which has the greatest effect on helpfulness than the other determinants.

4. Naive Bayesian Network (NBN) in This Study

The Bayes classifier is based on three principles [50]: (1) Search out the other cases where the
predictor values are identical to new case; (2) Decide what classes they all belong to or which class is
majority class; (3) Regard that class as the prediction class for the new case. The Bayesian network,
which is a directed and acyclic graph, is widely used where training time is linear in both the number
of instances and attributes. The nodes and arcs of the Bayesian network are attributes and attribute
dependencies, respectively. The conditional probabilities pertaining to each node show the attribute
dependencies. The nodes in a Bayesian network are represented by the set of attributes

{
X1, . . . , Xp

}
, and

the attribute values of an instance Ei are (x1, . . . , xp). The top node belonging to a Bayesian network is
represented by the class variable C, and the value which C has is c. The following represents Bayesian
network classifier

C(E) = arg max
c∈C

P(c)P(x1, . . . , xp|c) (1)

The Bayes modification includes the following procedures:(1) For class 1, produce the individual
probabilities that each predictor value in the case to be classified (x1, . . . , xp) occurs in class 1; (2) Multiply
these probabilities each other, then multiplies the proportion of cases belonging to class 1; (3) Repeat
steps 1 and 2 for all classes; (4) Calculate a probability for class i by taking the value produced in step 2
for class i and dividing it by the sum of such values for all classes; (5) For the set of predictor values, the
prediction class is determined as the class with the highest probability value. Given that all attributes
are conditionally independent, the following is the Bayes formula for the probability that a case has
outcome class Ci:

Pnb
(
Ci

∣∣∣x1, . . . , xp
)

=
P
(
x1, . . . , xp

∣∣∣Ci
)
P(Ci)

P
(
x1, . . . , xp

∣∣∣C1
)
P(C1) + · · ·+ P

(
x1, . . . , xp

∣∣∣Cm
)
P(Cm)

(2)
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The Naive Bayes formula to calculate the probability that a case with a given set of predictor
values x1, . . . , xp belong to class 1 among m classes is as follows:

Pnb
(
C1

∣∣∣x1, . . . , xp
)

=
P(C1)[P(x1 |C1)P(x2 |C1)···P(xp|C1)]

P(C1)[P(x1 |C1)P(x2 |C1)···P(xp|C1)]+···+P(Cm)[P(x1 |Cm)P(x2 |Cm)···P(xp|Cm)]
(3)

Due to the computational simplicity, it is easy to construct a classifier for Naive Bayes. Its prediction
performance is close to that of perceptron networks or decision trees [51]. The assumption of conditional
independence leads to its computation efficiency and simplicity of NBN. As the simple form for the
Bayesian network classifier, the classifier for Naive Bayes is as follows:

c(E) = arg max
c∈C

P(c)
p∏

i = 1

P(xi|c) (4)

Although there exist many studies of using BI in online reviews, the studies adopting NBN to
predict helpfulness are scarce. This study purports to investigate this gap by investigating and testing
a data mining model for predicting helpfulness of reviews. Given the enormous number of review
records to be analyzed, NBN is competitive in predicting helpfulness because of requiring less complex
and computational resources than other methods.

Our model based on Naive Bayesian Network has advantages in that firstly, it employs crucial
determinants for helpfulness, as suggested in Figure 1, and secondly, our model can allow no
underlying assumptions of determinants, providing simplicity and computational efficiency by
adopting a simplistic cutoff probability method which establishes a cutoff probability (mostly 0.5) for
the helpfulness class. While the conditional independence assumption results in biased posterior
probabilities, it is easy to build a Naive Bayes classifier due to the simplicity of computing the probability
that a case has outcome class Ci. Our model has important merit in selecting crucial determinants
affecting online review helpfulness. In order to accomplish this merit, this study crawled sample data
from Amazon.com and 8699 reviews comprise the final sample, and 21 predictors represent reviewer
and textual traits as well as product traits of the reviews. In June 2014, the sample was crawled and the
year date of reviews range from 1998 to 2013 (see Tables 1 and A1 (Appendix A) for the distributions
of sample and variables). All the reviews are in Korean. We crawled the site using software aid.
The software used to crawl the sample includes Python and Beautifulsoup. We include all the records
once they were crawled from Amazon.

The types of products are shown in Table 1. Only product type and the disclosure of reviewer
name among the independent variables are categorical variables. In order to experiment with the
Bayesian classifier, we discretize continuous variables into multiple bins (see last column in Table A1).
The number of bins for each variable is determined such that the count of values pertaining to each bin
is same. The value for each bin is given by the mean of the values belonging to each bin. In order
to examine the importance for each variable for helpfulness, the mean difference for each of the 21
variables between the helpful group and non-helpful group is contrasted based on the training sample
in Partition ID of 1 (Table 2). Except the number of words one letter long, all variables show significant
difference between these groups. This study continues to use the number of words one letter long as it
is theoretically posited to be important variable in previous studies such as Cao et al. [21] and Ghose
and Ipeirotis [17].

Amazon.com


Sustainability 2020, 12, 6997 7 of 19

Table 1. The sample of the study.

Items Frequency Percent

Disclosure of Reviewer
Name Product Class

Yes 3050 35.1
No 5649 64.9

Baby Product 1 0.0
Book 79 0.9
DVD 3296 37.9

Music 5026 57.8
Pet Products 1 0.0

Single detail page
Miscellaneous 4 0.0

Sports 1 0.0
Toy 44 0.5

Video 238 2.7
Video Games 7 0.1

Wireless Devices 2 0.0

Product Type Experience Goods 3585 41.2
Search Goods 5114 58.8

Helpfulness Class 1 (helpfulness greater than 0.5) 4654 53.5
0 4045 46.5

Total 8699 100
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Table 2. Mean difference between helpfulness classes (based on training sample in Partition ID of 1).

Helpfulness
Class Mean Standard

Deviation Mean Difference t df Significance
(2-Tailed)

Type of Product 1 0.39 0.49 0.05 3.38 5218.0 0.001
0 0.43 0.50

Sales Rank
1 33,218.54 50,360.34
0 27,343.52 41,932.33 −5875.02 −4.54 5218.0 0.000

Product’s Total Number of Reviews
1 33.65 33.99 6.95 6.23 5218.0 0.000
0 40.61 46.29

Products’ Review Rating 1 4.41 0.44 −0.08 −6.19 5218.0 0.000
0 4.33 0.47

Retail Price of Product
1 12.09 9.10 −0.79 −3.16 5218.0 0.002
0 11.29 8.99

Reviewer Ranking 1 894,193.68 2,695,149.47 1,558,694.82 16.50 5218.0 0.000
0 2,452,888.50 4,067,635.66

Reviewer’s Total Helpfulness Votes 1 5089.61 10,331.94 −2705.20 −11.64 5218.0 0.000
0 2384.41 5353.88

Reviewer’s Total Votes
1 6226.63 11,737.64 −2642.58 −9.59 5218.0 0.000
0 3584.05 7369.19

Proportion of all Past Helpful Votes 1 0.92 0.12 −0.81 −182.95 5218.0 0.000
0 0.11 0.19

Reviewer’s Total Number of Reviews
1 981.07 1538.58 −121.45 −2.83 5218.0 0.005
0 859.62 1560.28

Reviewer Name Disclosure
1 0.34 0.47 0.03 1.89 5218.0 0.059
0 0.37 0.48

Elapsed Days after Launching until Posting 1 1995.59 1186.81 482.30 14.28 5218.0 0.000
0 2477.89 1251.35

Elapsed Days since Posting until Parsing 1 2206.00 1087.19 −504.27
0 1701.73 1184.53 −504.27 −16.03 5218.0 0.000

Number of Words in a Review
1 158.17 130.14 −44.83 −13.15 5218.0 0.000
0 113.34 114.08
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Table 2. Cont.

Helpfulness
Class Mean Standard

Deviation Mean Difference t df Significance
(2-Tailed)

Number of Misspelt Words 1 2.68 1.71 −0.10 −2.00 5218.0 0.045
0 2.58 1.76

Number of Words One Letter Long 1 1.56 0.70 0.01 0.76 5218.0 0.449
0 1.57 0.72

Number of Words 2–9 Letters Long 1 48.37 25.77 −8.63 −12.44 5218.0 0.000
0 39.74 24.10

Number of Words 10+ Letters Long 1 2.62 1.72 −0.18 −4.08 5218.0 0.000
0 2.44 1.44

Review Rating 1 4.53 0.79 −0.42 −15.45 5218.0 0.000
0 4.11 1.15

Review Extremity 1 0.53 0.45 0.25 14.68 5218.0 0.000
0 0.78 0.75

Review’s Total Helpfulness Votes 1 6.36 13.95
0 0.65 1.49 −5.72 −20.15 5218.0 0.000
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5. Results

To validate our model performance, this study compares the predictive performance of the NBN
model with that of MDA, kNN, and NN, which are widely used statistical and artificial intelligence
(AI) analytics models for forecasting categorical outcomes. kNN (best k method) or case-based
reasoning (CBR) are for experience-based problem solving and learning by retrieving past solutions
and by adapting past solutions to solve new problems [50]. MDA is chosen as a reference method
as this is a highly popular and powerful statistical classification method used as a benchmarking
method like regression [50,52]. When we suppose a linear relationship among variables, MDA provides
computationally fast results, classifying a large number of records. kNN is chosen as a reference method
because in order to compare NBN with another AI method, our study chooses another nonparametric
method like kNN in order to compare the predictive capability of these two nonparametric AI methods.
kNN selects from one k-nearest neighbor and determines the best k which results in the lowest error
rate in test set. Our study compares NBN with NN as NN is a popular method with high tolerance to
noisy data and the ability to capture a highly complicated relationship among variables [53], which are
the traits that non-parametric methods like kNN or NBN do not provide. NN is chosen to compare
NBN with a parametric method based on optimized weights of networks. This study uses one hidden
layer with the same number of nodes in the hidden layer as the number of nodes in the input layer.

To investigate the prediction performance of NBN, MDA, kNN, and NN, the study sample is
divided into two subsamples—a training sample and a test sample, which are composed of 8449
and 250 records, respectively. The n-fold cross validation of samples is utilized to show the stability
of the comparison results. A total of 8699 records are divided into 35 subsets, each of which has
250 records, respectively. When each of these subsets is used as a test sample one by one, the records
left over are used as a training sample (Table 3). That is, for comparing the prediction performance
among data mining methods, 35 pairs of training and test samples are built, each having 8449 and 250
records, respectively. Based on each training sample, BI methods create a prediction result for the target
variables in the corresponding test sample. The prediction error is computed using a classification rate
for helpfulness class. The classification rates are then averaged across a number of test samples. Further,
in order to reduce the possibility of overfitting and collinearity, our study reduces the number of
variables into 12 variables after considering the theoretical significance in their relation with helpfulness
and the number of bins (variables with a larger number of bins are avoided as they can cause overfitting
in NBN): (1) type of product (experience goods = 1, search goods = 0), (2) product’s total number of
reviews, (3) product’s review rating, (4) reviewer name disclosure, (5) elapsed days after launching
until posting, (6) elapsed days since posting until parsing, (7) number of misspelling words, (8) number
of length one words, (9) number of length 2–9 words, (10) number of length 10 words, (11) review
rating, and (12) review extremity indicating the absolute deviation of the reviewers’ ratings from the
average ratings. From 35 test samples, the predictive ability of the NBN, MDA, kNN, and NN can be
suggested from their misclassification ratios (Table 3).

The prediction of helpfulness class in the corresponding test sample is produced using each
trained NBN, MDA, kNN, and NN model. In order to examine the extent that there exists a major
difference among errors in three models, a paired t-test is used for the average misclassification ratios
from 35 test samples. NBN is comparable to MDA as the t-value (t = −0.023) is not so large. NBN
largely outperformed kNN and NN, as the t-value is very large and significant (t = −5.319 p < 0.000;
t = −7.244, p < 0.000). We used a smaller number (12) of input variables for comparison of prediction
performance and thus, overfitting or multicollinearity due to the number of variables can be a smaller
issue in classification rate. The significant difference in classification rate between NBN and kNN or
NN can be due to the binned input variables, which probably lower the prediction performance of
kNN or NN.
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Table 3. Comparison of misclassification rate (t-value for NBN-MDA = −0.023, significance = 0.982;
t-value for NBN-kNN =−5.319, significance = 0.000, t-value for NBN-NN =−7.244, significance = 0.000).

Partition ID. NBN
Multivariate
Discriminant

Analysis (MDA)

K-Nearest
Neighbor (kNN)

Neural Network
(NN)

1 29.6 28.4 33.2 39.2
2 26.8 27.6 36.8 36.8
3 37.6 39.2 41.6 42.4
4 32 30.8 36 35.2
5 24.8 24.8 27.6 26.8
6 41.2 39.2 40.8 44
7 25.2 24.8 28.8 26.4
8 31.6 32 33.2 37.6
9 30 30.8 32 34.4
10 34 34 37.6 41.6
11 34.8 31.2 35.2 36.4
12 39.2 39.6 42.4 46.8
13 36 38 41.2 38
14 30.4 32 35.6 38
15 32.4 30 32.4 35.6
16 35.2 33.2 38.4 40.4
17 33.2 36.8 32.4 33.2
18 41.6 44.4 36.8 42.8
19 31.2 33.2 31.6 32
20 30.8 24.8 33.6 29.2
21 32 31.6 35.2 42.4
22 33.6 36.8 38.4 38.8
23 31.2 28 33.2 34.4
24 31.2 32.4 31.6 28
25 34 32 37.2 42.8
26 34.4 36 37.2 36
27 32 34.4 41.2 37.6
28 38 42.8 46.4 48.4
29 27.6 28.4 31.6 30
30 38.8 37.2 42.8 41.2
31 39.6 38 37.2 41.2
32 31.2 32 35.2 39.2
33 37.2 37.6 36.4 39.2
34 35.2 34.4 35.6 39.6
35 33.7 31.2 35.2 38.7

Min 24.8 24.8 27.6 26.4
Max 41.6 44.4 46.4 48.4

Mean 33.35 33.36 36.05 37.55
Standard deviation 4.16 4.86 4.12 5.23

We investigate how the past traits of eWOM have an effect on helpfulness by suggesting conditional
probabilities of variables. To provide the conditional probabilities of NBN, MDA, the 8699 cases
are randomly divided into training sample (60%) and test sample (40%), each having 5219 and 3480
cases, respectively. The conditional probabilities are suggested in Table 4. The greater the conditional
probability for some specific value of predictors, the greater the importance of that variable with that
specific value. For instance, the conditional probability for binned proportion of review rating having
5, given that output class (helpfulness class) equal to 1 is 0.66, is greater than 0.51 in the case of the
helpfulness class being equivalent to 0. This shows that review rating contributes to helpfulness class.
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Table 4. Conditional probabilities for example variables (using the first random partition).

Classes

Input Variables 1 0

Value Probabilities Value Probabilities

Product type 0.00 0.61 0.00 0.56
1.00 0.39 1.00 0.44

Reviewer name
disclosure

0.00 0.65 0.00 0.64
1.00 0.35 1.00 0.36

Binned proportion
of all past helpful

votes

0.00 0.00 0.00 0.69
0.18 0.00 0.18 0.09
0.46 0.00 0.46 0.21
0.68 0.17 0.68 0.00
0.85 0.14 0.85 0.00
1.00 0.68 1.00 0.00

Binned number of
words in a review

1.00 0.52 1.00 0.48
1.58 0.05 1.58 0.10
2.00 0.37 2.00 0.36
3.00 0.05 3.00 0.04
4.00 0.01 4.00 0.01
6.11 0.00 6.11 0.01

Binned Number of
length 10 words

1.00 0.25 1.00 0.25
2.00 0.18 2.00 0.15
2.56 0.30 2.56 0.37
3.00 0.10 3.00 0.10
4.00 0.06 4.00 0.05
5.00 0.04 5.00 0.03
6.00 0.02 6.00 0.02
7.00 0.01 7.00 0.01
8.00 0.01 8.00 0.01
9.00 0.01 9.00 0.00
10.00 0.00 10.00 0.00
13.20 0.01 13.20 0.00

Binned review
rating

1.00 0.01 1.00 0.06
2.00 0.02 2.00 0.06
3.00 0.07 3.00 0.12
4.00 0.24 4.00 0.25
5.00 0.66 5.00 0.51

Table 5 shows one example of prediction performance of training and test samples using NBN
and the accuracy of test data is not much lower than that of the training sample, showing that the
prediction model is trained appropriately for effective predicting.

The lift chart in Figure 2 is to validate performance of the NBN model against “no model, pick
randomly”, which classifies the class for all cases in the test sample as the most frequent class and is
usually adopted as the benchmark [50]. The large gap between the two lines in the lift curve indicates
the ability of the NBN model to predict the important class (i.e., helpfulness class = 1), relative to its
average prevalence.
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Table 5. Classification matrix for predicting helpfulness class (using the first test sample in n-fold cross
validation of samples).

5.1. Training Sample

Class # Cases # Errors % Error

1 3953 1485 37.57
0 4496 1178 26.20

Overall 8449 2663 31.52

5.2. Test Sample

Class # Cases # Errors % Error

1 92 34 36.96
0 158 40 25.32

Overall 250 74 29.6
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By using product, reviewer, and textual traits of eWOM and using the crawled sample of
8699 reviews and 21 predictors of eWOM, we explain how the past characteristics of eWOM exert
an influence on helpfulness by suggesting conditional probabilities of determinants. The greater
conditional probability for some specific value of determinants represents the greater effect of that
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determinant with that specific value. The classification accuracy of NBN outperformed that of the
k-nearest neighbor (kNN) method, which indicates the main premise of our method. This shows
that NBN can be utilized to search out helpful reviews, providing an effective marketing solution.
This indicates better marketing practice in online reviews because NBN can decrease the processing
loads required to classify helpful reviews from a large number of review records.

6. Implications and Conclusions

6.1. Implications for Researchers

This study provides several implications for researchers. First, this study is one of a few research
works to use NBN in predicting helpfulness. Given the enormous volume of review records to
be processed, this study focuses on examining the performance of NBN by comparing with other
methodologies. It turns out that the NBN model is comparable to conventional statistical analysis i.e.,
MDA, and largely outperformed the other BI method, i.e., kNN, in prediction performance, indicating
that the proposed NBN method has merits in especially high dimensional data, as in this sample of
online reviews where the relationships between independent and dependent variables (helpfulness)
have complexity. NBN is one of the machine learning algorithms which is computationally based,
data-driven, and unlike statistical models, does not require assumptions on data distribution, and
performs well on noisy datasets [54,55], and is a rigorous machine learning method particularly suitable
for samples with high dimensions [56]. NBN in this study can help overcome the prediction difficulty
caused by the large variation exhibited by review content and quality, and enables the analyzing
of a large number of online consumer reviews, which await full analysis of their characteristics.
NBN is well suited for learning from nonlinear relationships among variables which do not demand
prior knowledge of specific functional form. Our study tested a smaller number of determinants for
comparison of prediction performance and this shows that overfitting or multicollinearity from the
number of determinants can be less of an issue in predicting helpfulness. The significant difference
between NBN and kNN or NN can be explained as that the binned input variables possibly decrease
the prediction performance of kNN or NN.

Second, this study develops the previous literature on predicting helpfulness to provide an
expanded list of predictors including product, reviewer, and textual data in order to explain helpfulness.
This may be especially insightful because review helpfulness can be affected by the characteristics of
the product, reviewer, and textual characteristics. For the class 1 of helpfulness class, if the conditional
probability of the bin with greater value turns out to be greater than for the class 0 of helpfulness class,
this indicates that the determinant is positively affecting helpfulness. For example, the last bin of
product’s review rating has the greatest probability among all bins for the class 1 of helpfulness class,
and provides greater probability than for the class 0 of helpfulness class; this shows that product’s
review rating is positively affecting helpfulness. Further, by comparing the conditional probability
of different determinants, we can suppose which determinant has the greatest effect on helpfulness
than the other determinants. This will improve understanding of the impact of product, reviewer,
and textual traits on online review helpfulness in a consumer-oriented mechanism where reviews are
highlighted according to their expected helpfulness.

There are limitations and future research issues. Our study is data-driven and thus, the results
can be different with another dataset. When using a different dataset, the selection of variables can be
adjusted or reduced to encompass more crucial variables, and the number of data in this study can
be expanded to provide more stable results. The determinants composed in this study can also be
expandable to include more recent data and future studies can consider other variables with significant
relationships with helpfulness. The relationship between determinants and helpfulness should be
further investigated on a theoretical basis of eWOM research. Further, the NBN method used in this
study can be expanded further to accommodate more unique hybrid methods in predicting helpfulness
of online review comments. For instance, deep learning methods like LSTM (Long Short-Term
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Memory) and CNN (Convolutional Neural Network) can be integrated with NBN to create a more
differentiated approach.

6.2. Implications for Practitioners

This study provides implications for practice. NBN can suggest a promising method to rate and
highlight very recently posted reviews which readers have not spent enough time on rating. With the
selection of variables having more a crucial relationship with helpfulness, the expanded number of
recent data than our current sample can provide more useful results than other methods in terms of
online marketing business practice. This can help in finding helpful reviews better and e-commerce
and social media websites can improve their existing filtering and rating process. This study can
provide advantages to social network sites by supporting them to evaluate new reviews rapidly and
adjust their ranking for presentation in an efficient way. Our model supports buyers to create better
reviews and thus, assist other buyers in determining their buying decisions. The results of this study
can offer guidelines for building helpful reviews and for implementation of consumer online review
sites to facilitate helpfulness votes. The study provides several clues about online review site design by
indicating the impact of eWOM traits on review helpfulness. The effective prediction of helpfulness
is important because helpful reviews can greatly enhance attitudes toward purchasing online and
potential benefits to companies in terms of sales [14]. The review sites with the crucial eWOM traits for
helpfulness can contribute to the sales and market share of companies.

This study can be utilized to concentrate on the factors enhancing helpfulness like review extremity,
reviewer ranking, and reviewer name disclosure to adjust the design of review websites and rank
reviews according to these traits. Marketers should evaluate important aspects of eWOM for helpfulness
in building e-marketing strategies. Using the prediction results, an online review site can rank the
new reviews rapidly so that the more helpful reviews can be displayed prominently. Those helpful
reviews tend to receive the consumer attention for that product. The manufacturer could evaluate
helpful reviews in building an improved manufacturing and marketing strategy.

6.3. Conclusions

Applying a data mining approach to eWOM is invaluable to recommend helpful reviews [22]
because eWOM is a crucial way to understand and predict consumer needs and purchase decisions.
This paper intends to predict review helpfulness with NBN by using various characteristics of eWOM
and using a crawled sample of 8699 reviews and 21 predictors of eWOM. We investigate how the
past characteristics of eWOM have an effect on helpfulness by suggesting conditional probabilities of
variables. The greater conditional probability for some specific value of predictors indicates the greater
importance of that variable with that specific value. The prediction accuracy of NBN outperformed
that of the k-nearest neighbor (kNN) method, which shows the validity of our method. Our study
can be used to find helpful reviews, which can turn out to be a useful marketing tool. Our study can
support practice in online review marketing as NBN would reduce the efforts necessary to predict
review helpfulness from an enormous volume of eWOM data.
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Appendix A

Table A1. Distribution of research variables (NA = not applicable).

Category Variables Min Max Mean Standard Deviation Number of Bins

Product

Type of Product 0 1 0.41 0.49 NA
Sales Rank 13 1,183,280 30,481.50 48,288.011 394

Product’s Total Number of Reviews 1 385 37.29 40.275 124
Product’s Review Rating 1.50 5.00 4.37 0.46 69

Retail Price of Product 0.01 82.99 11.75 9.19 149

Reviewer

Reviewer Ranking 0 9,712,959 1,572,362.55 3,448,559.04 664
Reviewer’s Total Helpfulness Votes 0 74,151 3755.59 8203.176 232

Reviewer’s Total Votes 0 81,380 4884.28 9675.629 187
Proportion of all Past Helpful Votes 0.00 1.00 0.55 0.43 11

Reviewer’s Total Number of Reviews 1 11,351 902.98 1495.14 135
Reviewer Name Disclosure 0 1 0.35 0.48 NA

Review

Elapsed Days after Launching until Posting 0 5013 2243.51 1231.303 27
Elapsed Days since Posting until Parsing 1 5047 1960.87 1150.16 30

Number of Words in a Review 6 1361 140.76 130.36 111
Number of Misspelt Words 1 26 2.64 2.04 129

Number of Words One Letter Long 1 12 1.57 0.77 114
Number of Words 2–9 Letters Long 1 351 45.01 26.29 117
Number of Words 10 Letters Long 1 26 2.56 2.02 165

Review Rating 1 5 4.34 1.01 42

Review Extremity 0.00 3.80 0.66 0.63 76
Reviews’ Total Helpfulness Votes 0 205 3.67 10.178 703

Output Variable Helpfulness Class 0.00 1.00 0.55 0.43 NA
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